This article appeared in a journal published by Elsevier. The attached copy is furnished to the author for internal non-commercial research and education use, including for instruction at the authors institution and sharing with colleagues.

Other uses, including reproduction and distribution, or selling or licensing copies, or posting to personal, institutional or third party websites are prohibited.

In most cases authors are permitted to post their version of the article (e.g. in Word or Tex form) to their personal website or institutional repository. Authors requiring further information regarding Elsevier’s archiving and manuscript policies are encouraged to visit:

http://www.elsevier.com/copyright
Doping and photo-induced current in discotic liquid crystals thin films: Long-time and temperature effects

Annalisa Calò a, Pablo Stoliar a, Massimiliano Cavallini a,⇑, Yves H. Geerts b, Fabio Biscarini a,⇑

⇑Corresponding authors. Tel.: +39 0516398516 (M. Cavallini).
E-mail addresses: m.cavallini@bo.ismn.cnr.it (M. Cavallini), f.biscarini@bo.ismn.cnr.it (F. Biscarini).

1. Introduction

Discotic liquid crystals (DLCs) [1] are a class of liquid crystals proposed for many applications in organic electronics [2–5], including organic field effect transistors (OFETs) [6,7], in photovoltaics [8–10], as sensors [11,12] and in information storage [12]. DLCs are formed by a rigid aromatic core and highly flexible peripheral chains, which provide solubility and drive self-organizing properties of these materials in columns forming different mesophases [13,14].

The relevant properties arise from their self-assembling behavior governed by a combination of the strong π–π overlap between individual molecules [15] and the interaction of peripheral functional groups, which allow the formation of the columnar mesophases [13–16].

Many theoretical studies have been performed in order to extract the molecular parameters that have direct influence on the electrical transport [5,17–19]. Although a good coupling interaction is predicted between two discotic molecules [20,21] and hence an optimum intermolecular charge transfer is expected, actual devices fabricated with DLCs semiconductors exhibit relatively poor performances, attributed to static and dynamic disorder [22] and to the one-dimensional character of charge transport that renders DLCs a very sensitive system to defects and impurities [16].

In particular a severe limit to their application in electronic devices is determined by the time and temperature instability of the electrical response related to parasitic doping effects. Here we address this problem by studying the electrical transport in thin films of a phthalocyanine-based DLC in-dark and upon laser irradiation during long thermal cycles. Measuring the electrical transport between two electrodes we observed that in-dark the current is mostly due to doping levels while, upon laser irradiation, the photocurrent reflects the diffusion length of the photogenerated charge carriers and it is limited by the coherence length of a column. We prove here that the two contributions are completely independent. Our result experimentally supports the theoretical studies performed at the molecular level on discotic liquid crystals.
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methods and comparing in some cases the two different contributions [3]. No direct correlation between the contributions in-dark and in-light to the electrical properties has been reported as measured on the same device.

It is known that the electrical conduction in liquid crystals and in particular in phthalocyanine-based materials is greatly affected by contaminants and environmental conditions [11,28–32]. Although a controlled doping produces a strengthening of the sensing capability, it becomes a major limitation in organic electronics applications. The amount of contaminants is less controllable when the films are deposited or cast starting from solutions, where the solvent itself or the process can provide dopants, determining unstable electrical response.

2. Experiments, results and discussion

In our work we simultaneously measured the photocurrent and the current in-dark vs. time and temperature. These measurements allow us to assess the instability of the electrical measurements and the influence of contaminants on the electrical device response.

Here we used a metal-free mesogenic phthalocyanine 2(3),9(10),16(17),23(24)-tetra(2-decyltetradecyloxy)-phthalocyanine (H2Pc) (Fig. 1), containing very low level of ionic impurities (see Supporting information of Ref. [20]). H2Pc is a prototype DLC compound exhibiting a columnar rectangular (Col_r) ↔ columnar hexagonal (Col_h) phase transition at T_{rh} = 333 K [33].

When a H2Pc thin film is deposited onto a surface, in general the planar alignment of columns is spontaneously achieved regardless of the nature of the surface [33]. We performed the experiment on a thin film of H2Pc deposited in-between two interdigitated electrodes on a test pattern with a bottom-contact layout (Fig. 2) using a sourcemeter–femtoammeter to bias the device and measure the DC current flow. Details of set-up is described in Ref. [34]. We biased the device with a voltage V = 5 V and acquired current measurements repeating thermal cycles between 303 K and 363 K at a controlled rate of 1 K/min. We chose this range because it is the most common condition of working temperatures without relevant effects on reorganization or on electrically induced dewetting [27]; furthermore within this range the Col_r–Col_h phase transition is expected [20]. All the measurements were performed in vacuum (P = 0.01 mbar) by illuminating the film during the thermal cycles with an intermittent light (frequency = 1/40 s) whose 680 nm wavelength is near to the maximum absorption of H2Pc [20]. The experiment output is a set of alternating dark and light (indicated as I_d and I_l, respectively) DC current measurements.

Fig. 3a shows the I_d measurement. The triangular shape of the projection in the (t, T) plane represents the temperature sweep performed by the heating stage, assuming t_0 = 0 at 303 K as starting point and using a heating/cooling rate of 1 K/min (thus arriving to the temperature of 363 K after 1 h); the temperature is then returned to 303 K and the cycle is repeated 10.5 times. In Fig. 3b the corresponding I_l values are shown. With an interpolation routine (see methods) we generated the I_d (t, T) and the I_l (t, T) surfaces presented in Fig. 3a and b. By subtracting I_d from the corresponding I_l values we extracted the photocurrent contribution (I_p), which is due to excited H2Pc states generated by light absorption (Fig. 3c) [35]. The noise level in the I_l and I_d measurements was less than 6pA rms, making the calculated values of I_p at least 11 times bigger than its
We find that $I_p$ is almost independent on time, in contrast with $I_d(t, T)$ and $I_l(t, T)$.

Fig. 4a shows sections of the surface $I_d(t, T)$ performed at intervals of 2 h in an Arrhenius plot.

We identified two different activated regimes corresponding to each liquid crystalline phase:

$$I_d = \begin{cases} 
A_r \cdot \exp\left(-\frac{E_r}{k_B T}\right) & T < T_{rh}; \\
A_h \cdot \exp\left(-\frac{E_h}{k_B T}\right) & T > T_{rh}.
\end{cases}$$  \hspace{1cm} (1)

The prefactor $A_r$ and the activation energy $E_r$ belong to the Col$_r$ phase, while $A_h$ and $E_h$ to the Col$_h$ phase. $T_{rh}$ is the temperature of the Col$_r$–Col$_h$ phase transition. We identified the two regimes and we extracted the prefactors and the activation energies without fixing a priori $T_{rh}$. Then we calculated the temperature where the two lines in the Arrhenius plot corresponding to the two regimes of Eq. (1) intersect each other. This temperature ($328.40 \pm 5.07$ K) is in good agreement with the DSC results ($331.45$ K) [36].

Both $A_r$ and $A_h$ decrease in time with a decay constant of respectively $6420 \pm 590$ s and $5451 \pm 146$ s. From the fit according to Eq. (1) we extracted $E_r = (0.245 \pm 0.024)$ eV and $E_h = (0.153 \pm 0.030)$ eV. Assuming the Drude model, the in-dark current is given by:

$$I_d = q \cdot p(t, T) \cdot \mu_p \cdot V \cdot d \cdot W \cdot L^{-1}$$  \hspace{1cm} (2)

where $q$ is the elementary charge, $p(t, T)$ the number density of holes, $\mu_p$ their mobility, $V$ is the electrical potential and $d, W, L$, the channel height, width and length, respectively.

By performing experiments in different atmospheric conditions (air, $N_2$, $H_2O_2$ vapours), thus in very different doping conditions, we obtained similar value of $E_r$ and $E_h$.

Since in our range of $T$, $\mu_p$ is almost constant or weakly dependent on temperature [5] and time [20,21], the change of $I_d$ with time and temperature can be ascribed to the change (decrease) of doping levels and possibly to the reorganization of ionic impurities inside the $H_2Pc$ thin film [32].

The holes responsible for the electrical $p$-conduction are induced in the HOMO level by the presence an acceptor level introduced by doping [37]. This acceptor level is distant from the HOMO by $E_r$ and $E_h$, depending on temperature. The change of activation energy at the Col$_r$–Col$_h$ transition can be assigned to the stacking of $H_2Pc$ molecules. In the Col$_r$ mesophase, the normal to the disk-like molecules is
tilted by $\alpha = 15\text{–}18^\circ$ vs. the column axis, whereas in Col$_h$ mesophase is parallel [20]. The two supramolecular arrangements impose different overlaps between stacked molecules that finally impact on the energy of the HOMO level and consequently on its distance in energy with respect to the acceptor level.

The prefactors $A_1$ and $A_2$ are proportional to the doping level (number of acceptor states) in the film [38,39]. The fact that they decay in time can be interpreted as after the fabrication process relatively a high level of doping remains in the film. This is consistent with oxygen doping from air. By keeping the film in vacuum during the thermal cycles, the contaminants are progressively removed (evaporated).

By exciting the H$_2$Pc molecules in the film with the laser electron–hole pairs are generated [20,35] and their contribution to the current is independent from the doping level introduced during the film growth. The following equation for the photocurrent flowing between the electrodes in the case of intrinsic semiconductors applies [40]:

$$I_p = q \cdot \eta \cdot \frac{P_{opt}}{h\nu} \cdot \frac{(h\nu + \mu_p) \cdot \tau \cdot V}{L^2}$$  \hspace{1cm} (3)

where $\eta$ is the quantum efficiency (i.e., number of carriers generated per photon absorbed), $P_{opt}$ the optical power, $h$ the Planck constant, $\nu$ the frequency of the incident photons, $\tau$ the carriers lifetime, $\mu_n, \mu_p$ respectively the electrons and holes mobility and $L$ the channel length, viz. the distance between the electrodes. $q \cdot \eta \cdot \frac{P_{opt}}{h\nu} \cdot (h\nu)^{-1}$ is the primary photocurrent.

Considering that the photogenerated charge carriers diffusion length $l_d$ is the distance travelled by the carriers with a drift velocity $(\mu_n + \mu_p) \cdot V \cdot L^{-1}$ during their lifetime $\tau$, the relationship between the diffusion length and the channel length is equal to the ratio between the measured photocurrent and the primary photocurrent:

$$\frac{l_d}{L} = \frac{I_p}{q \cdot \eta \cdot \frac{P_{opt}}{h\nu}}$$  \hspace{1cm} (4)

Fig. 4b shows the plot of $I_p$ and $l_d$ vs. temperature. $l_d$ is obtained upon re-scaling the time-sections of the surface $I_p(t, T)$ by the constant factor $L \cdot q^{-1} \cdot \eta^{-1} \cdot P_{opt}^{-1} \cdot h\nu$, assuming a quantum efficiency $\eta = 0.5\%$, which is the value reported in Ref. [16] for phthalocyanines. The diffusion length increases with temperature, varying from 10 to 70 nm. This value, of the order of few hundreds molecular cores, is consistent with the reported exciton migration length [41] and intra column coherence length (150 nm) obtained by XRD [42] on DLCs.

We systematically observed two activated regimes in the $I_p$ vs. temperature plot, but we did not find a significant correlation with the temperature of the Col$_i$–Col$_h$ phase transition. Applying the same analysis as the one reported for $I_0$, we extracted a temperature of $344 \pm 3$ K for the example of Fig. 4b, and a mean value of $339 \pm 10$ K among different experiments performed in vacuum. Noticeably, in contrast with the measurements in-dark, we systematically observed that the average activation energy at low temperatures $E_{act}^{opt} = 0.125 \pm 0.047$ eV is smaller than the activation energy at high temperatures $E_{act}^{opt} = 0.509 \pm 0.067$ eV.

Furthermore, also in the case of the $I_p$ curves, tiny fluctuations in the transport properties are present that seem to be correlated with the elapsed time. In Fig. 4b a small change in the local slope at the lowest temperatures is observed, suggesting slow reorganization dynamics affecting the photocurrent at these temperatures. From the linear fits in the range 0.0031–0.0033 K$^{-1}$ the slopes increase of about three times, from $-737.4$ K at 9061 s to $-2387.1$ K at 67,287 s. This behaviour is not systematic, either for the direction of the slope change or for the temperature range in which it occurs; it is still under investigation.

3. Conclusions

In conclusion we observed that the two measurements of DC current in-dark and photocurrent exhibit a very different behaviour with respect to the functional form and the stability over time and temperature.

The measurement in-dark is characterized by two activation energies that depend on the liquid crystalline phase, indicating a different relative position between the HOMO and the acceptor levels for each phase. The acceptor level can be introduced by doping during the fabrication process. Doping levels are mainly responsible for the conductivity of the film in-dark conditions, causing instabilities in the electrical measurements because during the experiment the contaminants are partially removed by evaporation or they reorganize [32]. This instability is particularly influent when the timescale for reorganization of dopants is comparable with the time scale of the temperature sweep. For this reason it is crucial to perform a procedure of interpolation, which leads to a time correction of the current vs. temperature curves in order to extract instantaneous $I_p(T)$ curves, as indicated here.

On the other hand, the functional form of the measurements at light reflects the photogenerated charge carriers diffusion length, which seems to be not much correlated with the film phase [20]. The amount of carriers in the photocurrent measurements is generated with the laser and is constant with temperature, in contrast to the measurement in-dark, where the carriers are promoted by thermal excitation from acceptor states. The electric field separates the photo-generated carriers and the behaviour of $I_p$ vs. temperature reflects the variation in the distance that carriers travel unperturbed until they find a structural defect or a trap. This distance can be indeed considered as the coherence (correlation) length of a column; we did not find any significant change of regime in the diffusion length of the photogenerated charge carriers that could be correlated with the phase transition. The observation that the current in-dark decreases in time (Fig. 3a), while the photocurrent contribution remains stable (Fig. 3c), suggests that the decay of $I_p$ in time is not due to degradation of the material during the experiment. Here we used H$_2$Pc as representative material; however our approach is general and can be extended to other liquid crystals and more in general to other classes of organic materials such as molecular [43,44] or polymeric [45,46] semiconductors.
4. Experimental details

4.1. Substrate cleaning and film preparation

The test pattern is made up of a highly doped Si layer of 0.5 mm, with a 1 μm thick layer of thermal SiOx. The Au interdigitated electrodes are fabricated by photolithography and have a thickness of 150 nm. This test pattern was provided by Philips Research Laboratory, Eindhoven, The Netherlands. It features four devices with channel length equal to 10 μm and channel width equal to 10 mm.

We washed the test pattern with Heptane (HPLC grade) and we dry it with pure Nitrogen; then we washed it with Acetone (HPLC grade), drying with pure Nitrogen. We finally dip the test pattern in HF 4% for 20 s, washed it with electronic grade water and then dried it with pure Nitrogen. We put the substrate in an air plasma chamber (PELCO easiGlow 91000) for 10 min, setting $P = 30$ mbar and $P = 0.4$ mbar.

After the cleaning procedure we deposited the $H_2Pc$ film by spin coating from a 20 mg/mL solution in heptane (HPLC grade), setting the angular velocity to 2000 rpm. We washed the test pattern with Heptane (HPLC grade), setting the angular velocity to 2000 rpm. We baked the film at 313 K in vacuum ($P = 0.01$ mbar) for 30 min, then we heated it up to 456 K in order to induce the columnar organization, that we verified by optical microscopy using cross polarizers filters. We performed the same experiment described in the text on $H_2Pc$ films in different ambient conditions, verifying the film stability during the experiment by using an optical microscope.

4.2. Determination of optical power transferred to the film ($P_{opt}$) and sample overheating by laser irradiation

To excite the sample we used a standard 680 nm laser diode with a nominal optical power of 1 mW coupled to a variable focus optic system. We determined the power deposited in the film $P_{opt}$ using the formula:

$$P_{opt} = P_{laser} \cdot A_d \cdot L \cdot W \cdot s_{spot}^{-1} = 2.1 \cdot 10^{-5} W \quad (5)$$

where $P_{laser}$ is the total power emitted by the laser in a spot of surface $s_{spot}$, $L \cdot W$ is the sensitive area of the device and $A_d$ is the relation between the power transferred to the film and the power that arrives to the surface, i.e. excludes the power that is transferred to the substrate or reflected out of the sample. We measured the actual $P_{laser} = 0.4$ mW using a photodiode Thorlabs, Inc. model DET36A. We regulated the area of the spot to cover all the sensitive area of the device; then we measure $s_{spot} = 0.7 \times 10^{-6} m^2$ from an image taken using the optical microscope. Also we took periodically images with the microscope to verify that the position of the laser remains unchanged during the experiment. To determine $A_d$ we made a Monte Carlo simulation of the photons trajectory. It considers 10$^6$ photons arriving to a system which is made up of four layers: (1) air with an absorption coefficient $\alpha = 0$ and refractive index $n = 1$; (2) a 130 nm thick $H_2Pc$ layer with $\alpha = 4.2 \cdot 10^4 cm^{-1}$ and $n = 2.66$ [47]; (3) a 1 μm thick SiOx layer with $\alpha = 10 cm^{-1}$ and $n = 1.46$; and (4) a 0.5 mm thick Si layer with $\alpha = 3 \cdot 10^3 cm^{-1}$ and $n = 3.5$.

This simulation considers reflections at the interfaces and light attenuation in the different layers. The percentage of the laser power is distributed as follows: 37.1(6)% remains in the $H_2Pc$ film, 0.0476(2)% in the SiOx layer, and 38.7(3)% in the Si layer. The remaining 24.1(5)% is reflected out of the sample.

Using these results we estimated that the increase of temperature between the bottom of the Si substrate and the $H_2Pc$ top interface is less than 1 mK using a 1-D heat transmission model.

4.3. Experimental setup

The measurement system is based on a heating stage (Linkham TMHS600). We replaced one of the gas inlets of the heating stage with a feed through that allows the electrical connections from the sample to the sourcemeter. We used the stage input for vacuum/gases to control the atmospheric pressure in the chamber. The stage is connected to a TP94 controller, a Keithley 6430 sourcemeter–femtammeter and a laser connected to a Keithley 3930A function generator. We substituted the optics of the laser diode with a 3.3 Macro Zoom lens (Edmund Optics) to regulate the focal distance between the laser and the sample, illuminating completely the active area of the device.

The TP94 controller is connected to the computer through a RS232 interface. The Keithley 6430 and the Keithley 3930A are connected to the computer through an IEEE–488 Bus. In this configuration we are able to set from the computer a temperature ramp, to set the voltage, to take at pre-set intervals an electrical measurement of current and to control the laser intensity on the sample, alternating dark–light cycles.

4.4. Generation of $I_d$, $I_l$ and $I_p$ surfaces

The measurement cycles give alternating $I_d$ and $I_l$ data at intervals of 0.3 K. Performing a 2D interpolation of the data points in Fig. 3a and b in the heating part of the cycles we obtained the three surfaces shown in Fig. 3a–c.

We first performed the interpolation of $I_d$ and $I_l$ in $T$ with a linear function because the variation on $I_d$ (T) and $I_l$ (T) is very smooth. At this point we subtracted the $I_p$ curve from the $I_l$ to obtain $I_p$. The use of a linear interpolation avoids artefacts in the subtraction. We then performed exponential interpolation in time (a linear interpolation on the logarithm of the current) to obtain the three surfaces.

4.5. Error analysis

The error propagation of $I_l$ and $I_d$ into $I_p$ was calculated by the equation:

$$\sigma_{I_p}^2 = \sigma_{I_l}^2 + \sigma_{I_d}^2 - 2 \cdot \text{cov}[I_l, I_d] \quad (6)$$

As the sourcemeter measures consecutive $I_d$ and $I_l$ values, which are in the same range, we consider $\sigma_{I_l} = \sigma_{I_d}$. For uncorrelated noise (i.e. thermal/shot noise) $\text{cov}[I_l, I_d] = 0$, thus the error in $I_p$ calculation is:

$$\sigma_{I_p} = \sqrt{2} \cdot \sigma_{I_d} \quad (Table \ 1).$$
### Table 1
Summarizes the relevant values for the calculation of the signal to noise ratio (SNR).

<table>
<thead>
<tr>
<th>Time</th>
<th>9061 (s)</th>
<th>67287 (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range $I_d$</td>
<td>2–12 nA</td>
<td>0.6–1.4 nA</td>
</tr>
<tr>
<td>Range $I_{pc}$</td>
<td>0.1–0.4 nA</td>
<td>0.06–0.35 nA</td>
</tr>
<tr>
<td>$I_d = I_{pc}$</td>
<td>5–3.3%</td>
<td>10–25%</td>
</tr>
<tr>
<td>$\sigma_{I_d}$</td>
<td>&lt;6 pA rms</td>
<td>&lt;2 pA rms</td>
</tr>
<tr>
<td>SNR ($I_p$)</td>
<td>&gt;11</td>
<td>&gt;21</td>
</tr>
</tbody>
</table>
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