Interaction between buoyancy and diffusion-driven instabilities of propagating autocatalytic reaction fronts. I. Linear stability analysis
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The interaction between buoyancy-driven and diffusion-driven instabilities that can develop along a propagating reaction front is discussed for a system based on an autocatalytic reaction. Twelve different cases are possible depending on whether the front is ascending or descending in the gravity field, whether the reactant is heavier or lighter than the products, and whether the reactant diffuses faster, slower, or at the same rate as the product. A linear stability analysis (LSA) is undertaken, in which dispersion curves (plots of the growth rate $\sigma$ against wave number $k$) are derived for representative cases as well as an asymptotic analysis for small wave numbers. The results from the LSA indicate that, when the initial reactant is denser than the reaction products, upward propagating fronts remain unstable with the diffusion-driven instability enhancing this instability. Buoyantly stable downward propagating fronts become unstable when the system is also diffusionally unstable. When the initial reactant is lighter than the reaction products, any diffusionally unstable upward propagating front is stabilized by small buoyancy effects. A diffusional instability enhances the buoyant instability of a downward propagating front with there being a very strong interaction between these effects in this case. © 2009 American Institute of Physics. [DOI: 10.1063/1.3077180]

I. INTRODUCTION

Propagating reaction-diffusion fronts can become unstable to transverse perturbations in two essentially different ways. There can be density gradients across the reaction front caused by the changes in the reactant concentrations, which can lead to a buoyantly unstable configuration. For example, in the iodate-arsenous acid (IAA) reaction in the arsenic acid (AA) excess case, the iodine-nitric acid and iodate-sulfite reactions, as well as commonly in combustion fronts, the products of the reaction, are less dense than the unreacted state. Thus any isothermal reaction front propagating in an upward direction will be buoyantly unstable, while the downward propagating one remains stable and planar. The opposite is the case for other families of reactions such as the chlorite-tetrathionate (CT), nitric acid-iron(II), reactions, or polymerization fronts. Here, in isothermal conditions, the reaction products are denser and so a downward propagating front will be buoyantly unstable featuring density fingering while the upward moving front remains stable.

An alternative way for reaction-diffusion fronts to become unstable is through the diffusion coefficients of the substrate and autocatalyst being sufficiently different. This can lead to a diffusion-driven instability. This has been established theoretically for the cubic autocatalytic reaction

$$A + 2B \rightarrow 3B \quad \text{rate } k_0 a b^2,$$

for example, where $a$ and $b$ are, respectively, the concentrations of reactant $A$ and autocatalyst $B$ and $k_0$ is a kinetic constant. This cubic scheme has been shown to be a good approximation for the IAA reaction in the AA-excess case with $A = IO_3^-$ and $B = I^-$, and for which cellular deformation due to a diffusive instability has been observed experimentally. For this case, if $D_D > D_A < D_c$, with $D_c = 0.424$, a planar reaction front becomes diffusionally unstable. A similar situation arises in the CT system where diffusive instabilities have been studied experimentally in detail, where the critical diffusion coefficient ratio needed in a two-variable model for this reaction is now $D_D = 0.45$.

As the same autocatalytic chemical fronts can feature either a hydrodynamic buoyancy-driven fingering due to a Rayleigh-Taylor (RT) mechanism or cellular deformation due to a diffusive instability, our goal is to analyze whether these two different instabilities can interact and, if so, what will be the resulting dynamics. As well we also wish to understand in general the influence of simple differential diffusion between the two key species of an autocatalytic reaction on the RT instability even in the absence of diffusive instability (i.e., $D > D_A$ but $D_A \neq 1$).

Previous work on a model for the isothermal CT system has already shown that increasing $D$ above unity has a stabilizing effect on the RT instability of descending fronts. In a similar way, differential diffusion between mass and heat, i.e., the two key variables in exothermic traveling fronts, has previously been shown to affect the stability properties and nonlinear dynamics of exothermic autocatalytic reactions.
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fronts in aqueous solutions (see Refs. 16, 39, and 40, and references therein). However, in these exothermic autocatalytic frontal systems, the evolution equation for the temperature $T$ depends explicitly on the concentration $c$, while changes in $T$ do not feedback on the dynamics of the concentration since the temperature changes across the front are only of the order of 1 K. The coupling between the effects of the two key species is therefore not the same as the one operative for a chemical scheme such as Eq. (1), where each species $A$ and $B$ has a feedback on the other. For combustion fronts, the interaction between diffusive and RT instabilities has been addressed and has been shown to yield to modified dispersion curves and complex dynamics such as periodic or irregular pulsating flames. However in such systems, temperature changes are large enough to affect the kinetic constant. This is only a second-order effect for autocatalytic reactions in aqueous solutions, where the temperature changes across the front are usually in the range of 0.5–2 K.

In this framework it is the objective of this article to study theoretically the stability properties that result from the coupling between RT instabilities and the differential diffusion of the reactant and autocatalyst species involved in an isothermal traveling chemical front. To do so, we consider reaction (1) as a prototype system to model generic autocatalytic fronts. In particular, we concentrate on those parameter ranges where the different mechanisms for generating a transverse instability (RT or diffusive instabilities) have comparable effects. We set up the model and nondimensionalization of the problem, seek traveling wave solutions as a base state to the problem and perform a linear stability analysis (LSA) by deriving dispersion curves (giving the growth rate of the perturbations as a function of their wave number) for representative values of the parameters. Numerical simulations of the full nonlinear problem are discussed in a following paper.

We find as a result of the LSA that the problem can be classified into 12 different cases depending whether the density increases or decreases across the front, whether the front is ascending or descending in the gravity field, and whether $D_A=1$, $D_B>1$, or $D_B<1$. In order to demonstrate this, the present article is organized as follows. In Sec. II, we introduce two-variable reaction-diffusion-convection model based on the reaction scheme (1) for species $A$ and $B$ diffusing at different rates and coupled to Darcy’s law to describe the evolution of the flow field in the system. The LSA is detailed in Sec. III, where we also consider an analysis for small wave numbers. Finally we draw some conclusions in Sec. IV.

II. MODEL

Our model is based on reaction scheme (1) taking place within a porous medium or a thin Hele–Shaw cell. This choice of geometry is made, in part, because a Hele–Shaw setup has been used in many experimental studies into the instabilities of reaction fronts and because it simplifies, to some extent, the basic fluid dynamics. In the latter regard, it allows for the assumption that the system is effectively two-dimensional. We assume that the Hele–Shaw reactor is mounted in the vertical direction, with the $x$-axis measuring distance in the upward direction and $y$ normal to $x$ across the cell. The equations for our two-dimensional model system are derived from the standard thin film equations (lubrication theory) (see Ref. 44 for example) for the fluid flow together with reaction-diffusion-advection equations for the concentrations, also derived using the thin film approximation, namely,

$$ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, $$

(2)

$$ \frac{\partial \rho}{\partial x} = -\frac{\mu}{K} u - g \rho(a,b), $$

(3)

$$ \frac{\partial \rho}{\partial y} = -\frac{\mu}{K} v, $$

(4)

$$ \frac{\partial a}{\partial t} + u \frac{\partial a}{\partial x} + v \frac{\partial a}{\partial y} = D_A \left( \frac{\partial^2 a}{\partial x^2} + \frac{\partial^2 a}{\partial y^2} \right) - k_\text{eff} a b^2, $$

(5)

$$ \frac{\partial b}{\partial t} + u \frac{\partial b}{\partial x} + v \frac{\partial b}{\partial y} = D_B \left( \frac{\partial^2 b}{\partial x^2} + \frac{\partial^2 b}{\partial y^2} \right) + k_\text{eff} a b^2, $$

(6)

where we made the standard Boussinesq approximation. The density $\rho$ is given by an “equation of state,”

$$ \rho(a,b) = \rho_0 + \gamma_1 a + \gamma_2 b, $$

(7)

where $\rho_0=\rho(0,0)$ is the fluid density in the absence of $A$ and $B$ and $\gamma_{1,2}$ are the solutal expansion coefficients of species $A$ and $B$. We assume that $\gamma_1$ and $\gamma_2$ are of the same sign and without any loss in generality we can take them both as positive. In the above, the pressure $p$ is independent of the distance across the gap. The velocity components $u$ and $v$ (in the $x$ and $y$ directions, respectively) and the concentrations $a$ and $b$ are their values averaged across the gap, following the standard derivation of the equations for a Hele–Shaw cell. $\rho$ is the density, $g$ is the effective acceleration due to gravity, $\mu$ is the viscosity of the fluid, and $K$ the permeability, which, for Hele–Shaw cells, is related to the thickness $h_0$ of the cell by $K=h_0^2/12$. $D_A$ and $D_B$ are the diffusion coefficients of reactants $A$ and $B$.

Initially, ahead of the reaction front, there is only $A$ present, at uniform concentration $a_0$. This is converted fully into $B$ by reaction (1), hence the reaction product is also at the same uniform concentration $a_0$. We make Eqs. (2)–(7) dimensionless by introducing the time $T_0$, length $L_0$, and velocity $U_0$ scales, all based on reaction (1),

$$ T_0 = \frac{1}{k_\text{eff} a_0^2}, \quad L_0 = \left( \frac{D_A}{k_\text{eff} a_0^2} \right)^{1/2}, \quad U_0 = \left( D_A k_\text{eff} a_0^2 \right)^{1/2}. $$

(8)
We then write
\[ (u, v) = U_0(\tilde{u}, \tilde{v}), \quad (x, y) = L_0(\tilde{x}, \tilde{y}), \quad \tilde{t} = T_{\tilde{t}}, \]
\[ p = \frac{\mu D_A}{\rho_b \tilde{\rho}}, \quad (a, b) = a_0(\tilde{a}, \tilde{b}). \]
\[ (9) \]
In addition, we scale the density as \( \tilde{\rho} = \rho / \Delta \rho \), where \( \Delta \rho = (\gamma_1 - \gamma_2) a_0 \). This leads to the dimensionless equations for our model as, on dropping the bars for convenience,
\[ \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = -\left( \frac{\partial a}{\partial y} + \frac{\partial b}{\partial y} \right), \]
\[ (10) \]
\[ \frac{\partial a}{\partial t} + \frac{\partial \psi a}{\partial x} = \left( \frac{\partial^2 a}{\partial x^2} + \frac{\partial^2 a}{\partial y^2} \right) - ab^2, \]
\[ (11) \]
\[ \frac{\partial b}{\partial t} + \frac{\partial \psi b}{\partial x} = D_b \left( \frac{\partial^2 b}{\partial x^2} + \frac{\partial^2 b}{\partial y^2} \right) + ab^2, \]
\[ (12) \]
where we introduced the stream function \( \psi \), defined such that \( u = \partial \psi / \partial y \), \( v = -\partial \psi / \partial x \) and eliminated the pressure from the equations. Here
\[ D = \frac{D_b}{D_A}, \]
\[ (13) \]
\[ \frac{R_a}{\mu U_0} = \frac{\gamma_1 K g a}{\mu (D_A k_0)^{1/2}}, \]
\[ (14) \]
\[ \frac{R_b}{\mu U_0} = \frac{\gamma_2 K g a}{\mu (D_A k_0)^{1/2}}, \]
\[ (15) \]
For families of reactions like the IAA reaction, the density of the product after the passage of the wave is less than that of the initial reactants.\textsuperscript{12} From this it follows that \( \gamma_1 > \gamma_2 \) and we have, from Eqs. (14) and (15), that \( R_a > R_b \). This means that upward propagating fronts will become buoyantly unstable through a RT instability. If, however, we take \( \gamma_1 < \gamma_2 \), as in the CT reaction case for instance, the reaction products are denser than the unreacted state and \( R_a < R_b \).

For a given autocatalytic reaction, \( \gamma_1 \) and \( \gamma_2 \) are fixed and the Rayleigh numbers in Eqs. (14) and (15) can be varied by changing the gap width \( h_0 \) (which alters the permeability \( K \)) or \( g \). Modifying \( g \) can be achieved by varying the angle \( \theta \) of the experimental setup with the vertical.\textsuperscript{15} It is interesting to note, at least for the cubic autocatalytic scheme given by (1), that the Rayleigh numbers are independent of \( a_0 \). For kinetics of orders different to this, the Rayleigh numbers will also depend on the initial concentrations. The angle \( \theta \), the gap width \( h_0 \), the viscosity \( \mu \), and the initial concentration \( a_0 \) are then the quantities that can be varied experimentally so as to affect the properties of the RT instability. In parallel, to obtain a diffusive instability, we can slow down the diffusion of the autocatalytic species \( D_b \) by binding \( B \) with large molecules.\textsuperscript{27} By changing these various parameters appropriately, the time scales of the buoyancy and diffusive instabilities can be made of the same order of magnitude, thus allowing them to interact.

### III. LINEAR STABILITY ANALYSIS

We first derive the traveling waves that are the base state of our LSA before analyzing the various stability scenarios.

#### A. Planar traveling waves

Initially \( a = 1, b = 0 \), and \( \psi = 0 \) (no flow) with a local input of \( B \) applied across the reactor to start the reaction. This leads to a pair of counter-propagating reaction-diffusion fronts, one propagating upwards and the other one downwards.\textsuperscript{52} It is these reaction fronts that can be modified by buoyancy-driven and diffusion-driven instabilities. We start by describing the planar traveling waves that our system can support, the base state for our LSA.

To consider the planar propagating reaction fronts, we introduce the traveling coordinate \( \zeta = x - ct \), where \( c \) is the constant wave speed, and look for a solution of Eqs. (11) and (12) in the form \( a = a(\zeta), b = b(\zeta) \). This leads to the traveling wave equations, in the absence of flow,
\[ a'' + ca' - ab^2 = 0, \quad Db'' + cb' + ab^2 = 0, \]
\[ (16) \]
on \( -\infty < \zeta < \infty \), subject to
\[ a \rightarrow 1, \quad b \rightarrow 0 \] as \( \zeta \rightarrow \infty \), \( a \rightarrow 0, \quad b \rightarrow 1 \] as \( \zeta \rightarrow -\infty \),
\[ (17) \]
where primes denote differentiation with respect to \( \zeta \). The solution to the traveling wave [Eqs. (16) and (17)] determines the wave speed \( c \), which depends on the ratio of diffusion coefficients \( D_b \), with \( c \) decreasing to zero as \( D \) is decreased. The solution to Eqs. (16) and (17) is discussed fully in Refs. 45 and 46.

To consider the stability of the reaction fronts to a buoyancy-driven instability, we perturb about the planar traveling wave solution given by Eqs. (16) and (17) by putting
\[ a(\zeta, y, t) = a(\zeta) + A(\zeta, y, t), \quad b(\zeta, y, t) = b(\zeta) + B(\zeta, y, t), \]
\[ (18) \]
where \( A, B, \) and \( \psi = \phi(\zeta, y, t) \) are assumed small. We then look for a solution of the resulting linearized equations in the form
\[ (A, B, \psi) = e^{\alpha + ik \cdot y} (A_0(\zeta), B_0(\zeta), \psi_0(\zeta)). \]
\[ (19) \]
This leads to an eigenvalue problem for \( (A_0, B_0, \psi_0) \) in terms of the growth rate \( \sigma \) and the wave number \( k \) as
\[ A_0'' + cA_0' - (b^2 + k^2 + \sigma)A_0 - 2abB_0 - a' u_0' = 0, \]
\[ (20) \]
\[ DB_0'' + cB_0' - (Dk^2 - 2ab + \sigma)B_0 + b^2A_0 - b' u_0 = 0, \]
\[ (21) \]
\[ u_0' - k^2 u_0 - k^2 (R_a A_0 + R_b B_0) = 0, \]
\[ (22) \]
where \( u_0 = ik \psi_0 \), subject to
\[ A_0 \rightarrow 0, \quad B_0 \rightarrow 0, \quad u_0 \rightarrow 0 \] as \( \zeta \rightarrow \pm \infty \),
\[ (23) \]
i.e., the perturbations must decay far away from the front.

We obtained dispersion curves, plots of \( \sigma \) against \( k \) for given values of \( R_a, R_b, \) and \( D \) by solving Eqs. (20)–(22) numerically by a shooting method. This required the solution to the traveling wave [Eqs. (16) and (17)] and built in the
asymptotic forms for the solution as $\zeta \to \pm \infty$ resulting from Eq. (23). One of the arbitrary constants that appeared in this development is put to unity to force a nontrivial solution. The resulting (linear) boundary-value problem was solved using a standard shooting method (D02AGF in the Numerical Algorithms Group library). This method converged easily and enabled the dispersion curves to be readily calculated. The same general approach was used to solve the traveling wave problems (16) and (17).

We need to consider how to choose the parameters $R_a$ and $R_b$. We have from Eqs. (14) and (15) that

$$\frac{R_b}{R_a} = \frac{\gamma_2}{\gamma_1} = \alpha,$$

(24)

since for a given chemical system, we can expect the ratio $\gamma_2/\gamma_1$ to be a constant. Our results are based on this ratio being fixed at some given value $\alpha$, i.e., we take $R_b = \alpha R_a$ throughout. We treat two separate cases. For the IAA system experimental results suggest that $\gamma_2/\gamma_1 = 0.5$, which leads us to take $\alpha = 0.5$ or $R_b = 0.5 R_a$ for our first case. For our second case we consider the situation when $R_a$ is less than $R_b$ as in the CT system, taking $\alpha = 2.0$, i.e., $R_b = 2.0 R_a$.

The change in density $\Delta \rho = \rho_a - \rho_b$ across the reaction front is given by, from Eq. (7),

$$\Delta \rho = (\gamma_1 - \gamma_2)a_0 = \frac{\mu(D_{B}k_b)^{1/2}a_0}{K_g} (R_a - R_b) = (1 - \alpha) \gamma_1 a_0,$$

(25)

in our case. Keeping the ratio $\alpha = R_a / R_b$ fixed is, from Eq. (24), the same as keeping the ratio $\gamma_1 / \gamma_2$ fixed. In our first case $\alpha < 1$ and, from Eq. (25), this means that there is a decrease in density across the front (for a given initial concentration $a_0$ of reactant A). In this case upward propagating fronts have an inherent buoyant instability with downward propagating fronts being buoyantly stable. The converse is true for our second case. Here $\alpha > 1$, giving an increase in density across the front. Consequently it will now be the downward propagating fronts that have the inherent buoyant instability with upward propagating fronts being buoyantly stable. Our main aim is to see to what extent these inherent stability characteristics arising from density changes across the reaction front are altered by having differential diffusion of the reacting species. In order to do so, we analyze the two cases $\alpha < 1$ and $\alpha > 1$ separately.

### TABLE I. Summary of the stabilizing (+) and destabilizing (−) influences of the buoyancy effects (buoy) of the differential diffusive effects (diff) and the fact that $D > 1$ ($D < 1$) is making the RD base state front faster or slower than for $D = 1$ (RD) in the case when $R_a > R_b$. In the stability properties, “monotonous” and “nonmonotonous” refer to the dependence of $\sigma_{max}$ on $D$ for each case as seen on Figs. 3(b) and 4(b), respectively.

<table>
<thead>
<tr>
<th>Case</th>
<th>Direction</th>
<th>$D$</th>
<th>Buoy</th>
<th>Diff.</th>
<th>RD</th>
<th>Stability</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Up</td>
<td>$D=1$</td>
<td>−</td>
<td>Neutral</td>
<td>Neutral</td>
<td>RT unstable</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Up</td>
<td>$D&gt;1$</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>Monotonous</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Up</td>
<td>$D&lt;1$</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>Nonmonotonous</td>
<td>4 and 5</td>
</tr>
<tr>
<td>4</td>
<td>Down</td>
<td>$D=1$</td>
<td>+</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Always stable</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Down</td>
<td>$D&gt;1$</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>Always stable</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Down</td>
<td>$D&lt;1$</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>Enhanced diffusional instability if $D &lt; D_c$</td>
<td>7 and 8</td>
</tr>
</tbody>
</table>

### B. Dispersion curves for $R_a > R_b$

This case is motivated by those chemical reactions for which the products of the reaction are lighter than the initial reactants, a typical example being the IAA system for which reaction scheme (1) is a good model. This system has $\gamma_2/\gamma_1 < 1$ and hence $R_a > R_b$. In the absence of differential diffusion between reactant A and product B (i.e., for $D = 1$), the only source of an instability is that related to buoyancy effects arising whenever $R_a \neq R_b$. We start by taking $R_a > R_b$, i.e., $\alpha < 1$ and $D = 1$, for which upward propagating waves are the buoyantly unstable ones (case 1, Table I), the descending fronts remaining planar (case 4, Table I) for $D = 1$. We now examine what new physical mechanisms come into play when $D \neq 1$.

If $D > 1$, i.e., if the product B diffuses faster than the reactant A, then differential diffusion has a destabilizing influence on the RT instability for ascending fronts while it stabilizes descending fronts. This can be understood from the displacement particle argument shown in Fig. 1. Consider a stratification of a species A on top of B (upper part of Fig. 1). In a concave perturbation around a planar front, as shown in Fig. 1, the upper species A diffuses out of the concave part and is thus diluted. This decreases the density difference across the front and stabilizes the RT instability with regard.
to the planar situation. On the contrary, the lower species $B$ is concentrated into the concave part, which increases the density difference and enhances the RT destabilization. A reverse reasoning operates in convex perturbations. Hence enhancement of the RT instability wins for ascending fronts (for which $B$ lies underneath $A$) if $D_B > D_A$, i.e., the lower species diffuses faster than the upper species. These differential diffusion effects come into play as soon as there is a local change in curvature of the front and are independent of the values of the Rayleigh numbers. Thus there is enhancement of the RT instability if $D > 1$ for ascending fronts for both $R_a > R_b$ (case 2) and $R_b > R_a$ (case 8). A similar argument shows that, for descending fronts, differential diffusion enhances the RT instability if the species on top diffuses faster than the lower one, i.e., if $D < 1$ for both $R_a > R_b$ (case 6) and $R_a < R_b$ (case 12).

This influence is, however, competing with the fact that reaction-diffusion (RD) fronts also travel faster when $D > 1$ because faster diffusion of $B$ gives an excess of autocatalytic species ahead of the front, which is speeding it up. The fact that the front then travels faster makes it more difficult for the RT instability to develop. These various trends are summarized in Table I, where we mention whether the buoyancy effects, the differential diffusivity effects, and the fact that the RD speed depends on the value of $D$ have a stabilizing (positive sign in the table) or destabilizing (negative sign in the table) influence on the dynamics. We now consider the dispersion curves, which result from the combination of these three effects.

1. Upward propagating fronts

We start by taking $R_b=0.5R_a$ and focus on the case where $A$ and $B$ diffuse at the same speed ($D=1$). Figure 2(a) shows dispersion curves for $R_a=2,0,5,0$ ($R_b=1,0,2,5$) (case 1, Table I) for this case. Both the range of unstable wave numbers and the maximum growth rate $\sigma_{\text{max}}$ increase as $R_a$ (and hence $R_b$) is increased. This is to be expected as the density difference across the front, given by Eq. (25), is then increasing. This is made clearer in Fig. 2(b) where we plot $\sigma_{\text{max}}$ against $R_a$. The rate of increase in $\sigma_{\text{max}}$ with $R_a$ appears almost linear for the larger values of $R_a$. When $R_a=0$, $\sigma_{\text{max}} = 0$ as the system is then buoyantly marginally stable while the diffusive instability cannot set in as $D=1$. (In this and subsequent figures, $\bullet$ corresponds to values of parameters used for the numerical integrations.)

For $D>1$ (case 2, Table I and Fig. 3), both the range of unstable wave numbers and the maximum growth rates decrease for a given value of $R_a$, as can be seen in Fig. 3(a), comparing the dispersion curves for $D=1.0$ and $2.0$ at fixed Rayleigh numbers. In Fig. 3(b), the plot of $\sigma_{\text{max}}$ against $D$, again for $R_a=5,0$, $R_b=2,5$, shows that $\sigma_{\text{max}}$ decreases monotonically as $D$ is increased from $D=1$. There is also an associated decrease in the range of unstable wave numbers as $D$ is increased. Thus the stabilizing effects of increased propagation speeds outweigh the destabilizing effect of differential diffusion (at least for these parameter values).

For $D<1$ (case 3, Table I), we again have two competing effects, differential diffusion for $D<1$ has a stabilizing influence on the RT instability (see Fig. 1), however, the RD fronts are also moving slower, which is favoring the destabilizing buoyancy effects. The competition between these effects leads to a nonmonotonous dependence of the dispersion curves on $D$ (see Fig. 4). When $D$ is reduced from $D=1$, the range of unstable wave numbers and the maximum growth rates increase, at least initially, probably because the RD front moves slower allowing the buoyancy effects to be more operative than when $D=1$. However, there is a value of $D$ at which both the range of unstable wave numbers and the maximum growth rates start to decrease as $D$ is decreased further. This is due to the fact that the stabilizing influence of differential diffusion then takes over. This is illustrated in Fig. 4(a), showing dispersion curves for varying $D$ at fixed $R_a=0.5$ and more clearly in Fig. 4(b), where $\sigma_{\text{max}}$ is plotted against $D$. This figure suggests that $\sigma_{\text{max}}$ achieves its greatest value at $D=0.35$ (for these values of $R_a$ and $R_b$). In Fig. 4 and some other subsequent figures, we also plot as $\Delta$ growth rates obtained by following the early time linear growth of the transverse modulation of the interface as a function of
time in the full nonlinear simulations of Eqs. (10)–(12). Good agreement between the results from the LSA and from the nonlinear simulations are obtained.43

At the smaller values of $D$, the system is also diffusionally unstable, diffusional instability requiring $D < D_c = 0.424$ for the cubic kinetics [Eq. (1)]. Figure 5(a) compares dispersion curves of the purely diffusional instability case ($D = 0.15$, $R_a = R_b = 0$) to those obtained for parameters such that the system is both diffusionally and buoyantly unstable. For $R_a = 0.5$ the growth rates are comparable with those for the $R_a = 0$ case, though the range of unstable wave numbers is somewhat less. As $R_a$ (and hence $R_b$) is increased the maximum growth rate increases, though the range of unstable wave numbers does not appear to change significantly. In Fig. 5(b) $\sigma_{\text{max}}$ is plotted against $R_a$ for $D = 0.15$, which shows that $\sigma_{\text{max}}$ has a minimum value at $R_a = 0.2$ before increasing with $R_a$. For larger values of $R_a$, $\sigma_{\text{max}}$ increases rapidly, soon becoming much larger than the diffusional instability value of $\sigma_{\text{max}} = 0.00434$ obtained for $R_a = 0$. Also plotted in Fig. 5(b) are the values of $\sigma_{\text{max}}$ for $D = 1.0$ for smaller values of $R_a$ [highlighting the small $R_a$ part of Fig. 2(b)] to compare with the values for $D = 0.15$. For small values of $R_a$ the system is more unstable with $D = 0.15$, arising mainly from the fact that the system is also diffusationally unstable for this value of $D$ ($\sigma_{\text{max}} > 0$ at $R_a = 0$), whereas with $D = 1.0$, it is stable at $R_a = 0$ ($\sigma_{\text{max}} = 0$ at $R_a = 0$). However, the system with $D = 1.0$ becomes the more unstable one (greater values of $\sigma_{\text{max}}$) at $R_a = 0.9$.

To understand the nonmonotonous character of the dependence of $\sigma$ on $R_a$ when $D < D_c$, we refer to the displaced particle argument of Fig. 6. The unstable diffusive character of the front when $R_a = 0$ is usually understood as follows:25 in the concave part of the perturbation as seen on Fig. 6 (upper part), $A$ is diluted out of the perturbation. There is thus less reactant $A$ ahead of the front, which slows down its progression favoring the growth in amplitude of the perturbation and destabilizing the front. On the contrary, the autocatalyst $B$ gets concentrated ahead of the perturbation speeding up the front that tends to go back to its planar form, thus stabilizing the system. A diffusive instability is observed when the destabilizing diffusion of $A$ wins over the stabilizing diffusion.
of $B$, i.e., when $D_A > D_B$ and in practice when $D < D_c$. However, if $R_a > R_b$, $A$ is denser than $B$, which then counteracts the diffusive growth of the perturbation. This stabilizing buoyancy effect decreases the growth rate of the diffusive instability for moderate values of $R_a$. However, when $R_a$ is further increased, the standard RT instability takes over and the growth rate again becomes an increasing function of $R_a$ [see Fig. 5(b)]. The transition from density effects stabilizing the diffusive instability at moderate values of $R_a$ and destabilizing buoyancy effects at larger $R_a$ lead to the nonmonotonous character of the curve for $D=0.15$ seen in Fig. 5(b).

A comparison with a similar curve for $D=1$ in Fig. 5(b), for which there are no diffusive instabilities, shows, as expected, that the larger values of $\sigma_{max}$ for small $R_a$ and $D < 1$ are clearly related to the differential diffusivity of $A$ and $B$. For $R_a \geq 0.9$, the system is more unstable for $D=1$ than for $D=0.15$ as $D < 1$ has a stabilizing effect on the RT instability as explained in Fig. 1. Below $R_a = 0.2$, the diffusive instability takes over so that the curve of $\sigma_{max}$ against $R_a$ increases until the pure diffusive instability threshold is reached at $R_a = 0$.

The dispersion curves shown in Figs. 2(a), 3(a), and 4(a) have a similar form for small values of $k$. This leads us to obtain a solution of the LSA [Eqs. (20)–(22)] valid for small $k$.

2. Solution for small $k$

To obtain a solution of Eqs. (20)–(22) valid for small $k$, we expand

$$A_0 = \bar{A}_0 + k\bar{A}_1 + k^2\bar{A}_2 + \cdots,$$

$$B_0 = \bar{B}_0 + k\bar{B}_1 + k^2\bar{B}_2 + \cdots, \quad (26)$$

$$u_0 = ku_1 + k^2u_2 + \cdots, \quad \sigma = k\sigma_0 + k^2\sigma_1 + \cdots.$$  

The equations for $\bar{A}_0$ and $\bar{B}_0$ have the solution $(\bar{A}_0, \bar{B}_0) = (a', b')$, where $(a, b)$ is the traveling wave solution given by Eqs. (16) and (17).

At $O(k)$ we have $U'' = 0$ and we take $U_1$ to be a, as yet undetermined, constant. The equations for $(\bar{A}_1, \bar{B}_1)$ are then

$$\bar{A}_1' + c\bar{A}_1' - b^2\bar{A}_1 - 2ab\bar{B}_1 = (\sigma_0 + U_1)a', \quad (27)$$

$$D\bar{B}_1'' + c\bar{B}_1' + b^2\bar{A}_1 + 2ab\bar{B}_1 = (\sigma_0 + U_1)b'. \quad (28)$$

Now Eqs. (27) and (28) have a complementary function $(a', b')$, which satisfies the (homogeneous) boundary conditions given in Eq. (23). Thus, any solution to Eqs. (27) and (28), which satisfies homogeneous boundary conditions, must also satisfy a compatibility condition. To determine this condition we follow the method of characteristics and construct the adjoint problem $(\bar{U}(\xi), V(\xi))$ for Eqs. (27) and (28), namely,

$$\frac{d}{d\xi}(e^{\xi}U') - b^2(e^{\xi}U - e^{\xi}DV) = 0,$$

$$\frac{d}{d\xi}(De^{\xi}DV') - 2ab(e^{\xi}U - e^{\xi}DV) = 0,$$

subject to

$$\bar{A}_1'' + c\bar{A}_1' - b^2\bar{A}_1 + 2ab\bar{B}_1 = (\sigma_0 + U_1)a',$$

$$D\bar{B}_1'' + c\bar{B}_1' + b^2\bar{A}_1 + 2ab\bar{B}_1 = (\sigma_0 + U_1)b'.$$
A full derivation of this adjoint problem is given in Ref. 35. The compatibility condition is then, again from Ref. 35,
\[(\sigma_0 + U_1)(I_1 + I_2) = 0,\]
where
\[I_1 = \int_{-\infty}^{\infty} e^{i\xi a'} Ud\xi, \quad I_2 = \int_{-\infty}^{\infty} e^{i\xi b'} Vd\xi.\]
It was seen in Ref. 35 that \(I_1 + I_2 \neq 0\) except when \(D=1\), which is a degenerate case for the present analysis. Expression (31) then gives
\[\sigma_0 + U_1 = 0, \quad \text{and hence } (\vec{A}_1, \vec{B}_1) = K_1(a', b') \tag{32}\]
for some constant \(K_1\).

At \(O(k^2)\) we then have
\[U_2 = Ra a' + R_b b', \tag{33}\]
\[\vec{A}_2 + c\vec{A}_1 - b^2 \vec{A}_2 - 2ab \vec{B}_2 = (\sigma_0 K_1 + 1 + \sigma_1) a' + a' U_2, \tag{34}\]
\[DB_2 + c\vec{B}_1 + b^2 \vec{B}_2 + 2ab \vec{B}_2 = (\sigma_0 K_1 + D + \sigma_1) b' + b' U_2. \tag{35}\]
Equation (33) gives
\[U_2 = Ra a + R_b b + L_2 \tag{36}\]
for some constant \(L_2\). Clearly this does not satisfy the boundary conditions as \(\xi \to \pm \infty\) for any choice of \(L_2\). This means that outer regions are required in which these conditions are attained. We construct two outer regions, both with independent variable \(Y=kc\), one in \(Y>0\) and the other in \(Y<0\). In these regions \(A_0=0\) and \(B_0=0\) (at least to the order we are working) and in which we put \(u_0=kw\), where \(w\) satisfies
\[w'' - w = 0 \quad \text{in } 0 < Y < \infty \quad \text{and in } -\infty < Y < 0, \tag{37}\]
subject to the matching conditions, from Eq. (36), that
\[w \sim U_1 + (Ra + L_2)Y + \cdots \quad \text{as } Y \to 0^+, \tag{38}\]
\[w \sim U_1 + (R_b + L_2)Y + \cdots \quad \text{as } Y \to 0^-.
\]
The solutions to Eq. (37), which satisfies Eq. (38), are
\[w = U_1e^{-Y} \quad \text{in } Y>0, \quad w = U_1e^{Y} \quad \text{in } Y<0. \tag{39}\]
Applying the matching conditions (38), at \(O(Y)\), in (39) gives
\[Ra + L_2 = -U_1, \quad R_b + L_2 = U_1. \tag{40}\]
From Eqs. (32) and (40) it follows that \(\sigma_0=(Ra-R_b)/2\) and hence
\[\sigma \sim \frac{(Ra-R_b)}{2} k + \cdots \quad \text{for } k \text{ small}, \tag{41}\]
which shows that upward propagating fronts are always buoyantly unstable, at least for sufficiently small wave numbers.

The problem for \(D=1\) is somewhat simpler to deal with as the order of the system can be reduced since now \(a+b = 1, A_0+B_0=0\). An expansion analogous to that described above can be carried out, the end result still being Eq. (41). Expression (41) for \(k\) small is plotted in Fig. 2(a) (shown by a broken line) for the \(Ra=5.0, R_b=2.5\) case, and shows good agreement, at least for small \(k\), with the numerically determined values of \(\sigma\).

Result (41) holds for upward propagating fronts. To consider downward propagating fronts, we need only change the sign of the terms on the right-hand side of Eq. (10), corresponding to a change in sign of the buoyancy force term in Eq. (3). Consequently for the LSA, there is a change in sign for the final terms in Eq. (22). The result is that
\[\sigma \sim -\frac{(Ra-R_b)}{2} k + \cdots \quad \text{for } k \text{ small}, \tag{42}\]
showing that \(\sigma\) is negative for small wave numbers for downward propagating fronts, a situation which we now consider in more detail.

3. Downward propagating fronts

Relation (41) between \(\sigma\) and \(k\) for small \(k\) indicates that upward propagating fronts will always be unstable for \(Ra > R_b\) (cases 1–3, Table I), at least for sufficiently small wave numbers. For downward propagating fronts, the values of \(\sigma\) given by Eq. (42) will be negative for small wave number \(k\). This is readily understood for \(D=1\) for which the system is buoyantly stable featuring a stable density stratification of lighter products \(B\) over heavier reactant \(A\) (case 4, Table I). For \(D>1\) and \(Ra > R_b\) (case 5, Table I), the stabilizing effect of differential diffusion and the fact that the base state reaction front moves faster for \(D>1\) (which is unfavorable to the development of the RT instability) both make descending fronts even more stable than for \(D=1\).

However, when \(D<1\), differential diffusion and the slower RD speed both act to destabilize the favorable density stratification (case 6, Table I) and for \(D<D_a\), the system is also diffusively unstable. It may then be possible to destabilize the system and thus have \(\sigma>0\) over a finite range of nonzero wave numbers. This possibility can be seen in Fig. 7(a), where we give dispersion curves for \(Ra=0.25, 0.5\) (with \(D=0.15\) and \(\alpha=0.5\)) for downward propagating fronts. For both values of \(Ra\), there is a finite range of wave numbers over which \(\sigma>0\) and the system is unstable, even though \(\sigma<0\) for small \(k\). Note that the maximum growth rates in this case are somewhat greater than those for the upward propagating reaction fronts [compare the value of \(\sigma_{\text{max}}\) for \(Ra=0.5\) in Fig. 7(a) with that in Fig. 5(a)] and are also greater than for the pure diffusional instability case (\(Ra=0\)), shown in Fig. 5(a) by a broken line. The system becomes more unstable with increased values for \(\sigma_{\text{max}}\) and a greater range of unstable wave numbers as \(Ra\) is increased (at least for the values of \(Ra\) tried). This can be seen in Fig. 7(b), where we plot \(\sigma_{\text{max}}\) against \(Ra\) for \(D=0.15\). This figure shows...
that $\sigma_{\text{max}}$ is somewhat greater in this case than for the upward propagating fronts [compare with Fig. 5(b)].

The result that downward propagating fronts, which are buoyantly stable, can become more unstable than their buoyantly unstable ascending equivalent when they are diffusionally unstable is perhaps unexpected. The reason for this instability can be explained by the displaced particle argument described above and in Fig. 1 and results from the fact that having $D<1$ gives a destabilizing influence on buoyancy effects for descending fronts when $R_a > R_b$.41 A related effect, seen when the buoyancy forces result from both concentration and temperature gradients, has already been shown to be able to destabilize a stratification of solute-light and hot products on top of solute-heavy and cold reactants in exothermic fronts.40

We examined this enhanced instability of downward propagating fronts in a little more detail. In Fig. 8(a) we plot $\sigma_{\text{max}}$ against $D$ for $R_a = 0.5$ and descending fronts. The figure shows that $\sigma_{\text{max}}$ increases as $D$ is decreased. $\sigma_{\text{max}}$ becomes zero at $D \approx 0.285$, with the system then being fully stable at larger $D$ for this value of $R_a$, i.e., has $\sigma < 0$ for all $k > 0$. This latter point raises the question as to how the change in stability depends on the value of $R_a$. In Fig. 8(b) we plot the

FIG. 7. Stability results for the diffusionally unstable case for descending fronts. (a) Dispersion curves for $D=0.15$, $R_a=0.25$, 0.5 (with $R_b=0.5R_a$). The pure diffusionally instability dispersion curve is shown by the broken curve ($D=0.15$, $R_a=0$). (b) $\sigma_{\text{max}}$, the maximum value of the growth rate $\sigma$, plotted against $R_a$. The values of $\sigma_{\text{max}}$ obtained directly from nonlinear simulations are shown by $\triangle$.

FIG. 8. Influence of $D < 1$ on the RT instability of descending fronts for $R_a=0.5$, $R_b=0.25$. (a) $\sigma_{\text{max}}$ plotted against $D$. The values of $\sigma_{\text{max}}$ obtained directly from nonlinear simulations are shown by $\triangle$. (b) The values of $R_a$ at which the system changes from being unstable to being stable plotted against $D$. (c) $\sigma_{\text{max}}$, plotted against $R_a$ (with $R_b=0.5R_a$) for $D=0.28 < D_1$, illustrating that the system remains unstable for all $R_a$ when $D < D_1$. 
values of $R_a$ at which the system changes from being unstable to being fully stable against $D$, still with $R_a=0.5R_c$. This figure shows that the region of instability (as labeled on the figure) decreases as $D$ is increased and strongly suggests that having $D<D_c$, i.e., having the system diffusional unstable, is a necessary requirement for downward propagating fronts to become unstable through buoyancy effects when the products are lighter than the reactants ($R_a< R_b$).

Figure 8(b) also shows that there is a value $D_1$ of $D$, with $D_1=0.284$ such that, for $D<D_1$, the system is always unstable for all values of $R_a$. Thus stability can be restored by making $R_a$ sufficiently large (i.e., increasing the stabilizing effect of having light $B$ over heavy $A$) only for $D$ in the range $D_1< D<D_c$. To illustrate this point further, $\sigma_{\text{max}}$ is plotted against $R_a$ in Fig. 8(c) for $D=0.28$, a value just below $D_1$. This figure shows that $\sigma_{\text{max}}>0$ for all $R_a$, having a minimum value of $\sigma_{\text{max}} \approx 5 \times 10^{-4}$ before increasing for larger values of $R_a$. For values of $D>D_1$, we find that $\sigma_{\text{max}}$ decreases to zero for increasing $R_a$ at the values shown in Fig. 8(b) and remains zero thereafter.

C. Dispersion curves for $R_b> R_a$

We now consider those families of reactions where the products are heavier than the reactant, as in the CT system for example. For this situation we take $\alpha=2.0$, i.e., $R_b=2R_a$.

1. Upward propagating fronts

In this case, when $D=1$, it is the downward propagating fronts that are buoyantly unstable (case 10, Table II), with the upward propagating fronts being buoyantly stable (case 7, Table II), as can also be expected from Eqs. (41) and (42). In all the cases tried for $D=1$, the LSA does indeed show that upward propagating fronts are stable and that downward propagating fronts are unstable. We illustrate this by the dispersion curves for $D=1.0$ and $R_a=1.0, 2.5, 5.0$ shown in Fig. 9. A point to note from this figure is that, for a given value of $R_a$, the growth rates are somewhat higher than in the previous case where $R_b=0.5R_a$ [Fig. 2(a)]. This might be expected as, from Eq. (25), the same value of $R_a$ corresponds to a greater change in density across the front in the present case, where $\alpha=2$ than in the one depicted in Fig. 2(a), where $\alpha =0.5$. If we consider values of $R_a$ and $\alpha$, which give the same density change across the front, for example, $R_a=1.0, \alpha=2$ in Fig. 9 with $R_b=2.0$, but $\alpha=0.5$ in Fig. 2(a), then we see comparable growth rates, as might be expected.
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**FIG. 9.** Dispersion curves for $D=1.0$ and descending fronts for the case $R_b> R_a$ ($R_b=2R_a$ with $R_a=1.0, 2.5, 5.0$).
diffusion. This is in sharp contrast with the previous $R_a > R_b$ case for buoyantly stable descending fronts (case 6, Table II) illustrated in Figs. 7 and 8.

2. Downward propagating fronts

We now consider descending fronts for $R_b > R_a$ and $D \neq 1$. In this case, the front is RT unstable as heavy products are lying on top of lighter reactants. If $D > 1$ (case 11, Table II), differential diffusion has a stabilizing influence on the RT instability. Both $\sigma_{\text{max}}$ and the range of unstable wave numbers decrease as $D$ is increased from $D=1.0$, as is illustrated in Fig. 11.

The most unstable case is the one for which all three effects (buoyancy, differential diffusion and influence of $D \neq 1$ on the RD speed) are destabilizing (case 12, Table II) and this most unstable configuration occurs for descending fronts when $R_b > R_a$ and $D < 1$. This is confirmed in Fig. 12(a) featuring dispersion curves for descending, buoyantly and diffusively unstable fronts for $D=0.15$ and $R_a = 0.05, 0.1, 0.2$ (with $R_b=2R_a$). (b) $\sigma_{\text{max}}$, the maximum value of the growth rate $\sigma$, plotted against $R_a$. The values of $\sigma_{\text{max}}$ obtained directly from the nonlinear simulations are shown by $\blacktriangle$.

FIG. 10. Dispersion curves for $D=0.15$ (diffusively unstable case) and $R_a=0.025, 0.0365, 0.05$ (with $R_b=2R_a$) for ascending fronts.

FIG. 11. $\sigma_{\text{max}}$, the maximum value of the growth rate $\sigma$, plotted against $D$ for $D\geq 1$ and for downward propagating fronts and the case $R_b > R_a$ with $R_a=0.5, R_b=1.0$.

FIG. 12. Stability results for descending fronts when the system is both diffusively and buoyantly unstable. (a) dispersion curves for $D=0.15$ and $R_a=0.05, 0.1, 0.2$ (with $R_b=2R_a$). (b) $\sigma_{\text{max}}$, the maximum value of the growth rate $\sigma$, plotted against $R_a$. The values of $\sigma_{\text{max}}$ obtained directly from the nonlinear simulations are shown by $\blacktriangle$. The strong destabilizing effect of the differential diffu-
sion instability on downward propagating fronts when \( R_a < R_b \) can clearly be seen in Fig. 13, where we plot \( \sigma_{\text{max}} \) against \( D \) for \( R_a=0.25, R_b=0.5 (\alpha=2.0) \). This figure shows a sharp increase in \( \sigma_{\text{max}} \) around the point where \( D=D_c \). The range of unstable wave numbers is also greatly increased from \( 0<k<0.096 \) for \( D=1.0 \) to \( 0<k<0.731 \) for \( D=0.2 \).

**IV. CONCLUSIONS**

In autocatalytic reaction fronts where there is more than one key chemical species, it is common for the reactant \( A \) and autocatalytic product \( B \) of the reaction to have different diffusion coefficients (i.e., \( D=D_B/D_A \neq 1 \)) and also to have different densities. Here we examined by a LSA the mutual influence of such differential diffusion and RT fingering instabilities of chemical fronts due to an unfavorable density stratification in a gravity field. We have shown that the problem can be classified into 12 different cases (Tables I and II) depending whether the front is ascending or descending in the gravity field, whether the Rayleigh number \( R_a \) of the reactant is smaller or larger than the Rayleigh number \( R_b \) of the products, and whether \( D=1, D<1, \) or \( D>1 \). If the reactant diffuses sufficiently faster than the product \( (D<D_c) \), the system can also be unstable through a diffusive instability giving rise to a cellular deformation of the front.

The stability properties can be understood as the result of three effects: (i) fronts are buoyantly unstable when heavier solution lies on top of a lighter one in the gravity field, (ii) \( D>1 (D<1) \) is having a destabilizing (stabilizing) effect on buoyantly unstable ascending fronts while destabilizing (stabilizing) the descending fronts when \( R_a>R_b \) (the reverse is true when \( R_a<R_b \)), and (iii) fronts travel faster for increasing values of \( D \), which is unfavorable to the RT instability. As a corollary, slower fronts obtained when \( D \) is decreased below one are more prone to favor the RT instability. As a consequence of the competition or cooperation between these three effects, various stability scenarios have been highlighted from the LSA (giving dispersion curves i.e., the growth rate of the perturbation \( \sigma \) as a function of their wave number \( k \), for various values of the parameters), as well as from analytical results for small \( k \). This allowed to understand what kind of stability properties are to be expected if a pair of counter-propagating fronts are generated in the middle of a Hele–Shaw cell when differential diffusion phenomena are present in addition to possible buoyancy-driven instabilities.

When the reactants are heavier than the products, as in the IAA reaction for example, then, for \( D=1 \), only the ascending front is buoyantly unstable and no diffusive instability can take place. If \( D>1 \), the RT instability of the ascending fronts will be less efficient as \( D>1 \) has a stabilizing influence, the descending front remaining stable. The most striking effect of differential diffusion comes however when \( D<1 \). In this case, for ascending fronts, the most unstable growth rate \( \sigma_{\text{max}} \) varies nonmonotonically with \( D \) when \( D \) is decreased below one while descending fronts have their diffusive instability magnified when \( D<D_c \). Buoyancy effects in this case enhance the cellular deformation due to a diffusive instability.

When the products are heavier than the reactants, as in the CT reaction, the stability scenarios are quite different. For \( D=1 \), the ascending front is now buoyantly stable while the descending one features a hydrodynamic RT fingering instability. If \( D>1 \), differential diffusion cannot destabilize an ascending front but can reduce the strength of the RT instability of descending fronts. When \( D<D_c \), the diffusive instability of ascending fronts is lowered by buoyancy effects. The most interesting situation occurs on descending fronts when \( D<D_c<1 \), in which case all effects combine to strongly destabilize the front.

The classification given in this article should allow us to predict all possible stability conditions of autocatalytic fronts where the density either decreases or increases across the front and the two key species diffuse at different rates. In order to give insight into the spatiotemporal dynamics that might be observed experimentally in the various stability scenarios studied here, numerical simulations of the full nonlinear problem have been performed and are detailed in a companion paper.
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