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Abstract

Two-grid methods constitute the building blocks of multigrid methods, which are among the most efficient solution techniques for solving large sparse systems of linear equations. In this paper, an analysis is developed that does not require any symmetry property. Several equivalent expressions are provided that characterize all eigenvalues of the iteration matrix. In the symmetric positive definite case, these expressions reproduce the sharp two-grid convergence estimate obtained by Falgout, Vassilevski and Zikatanov [Numer. Lin. Alg. Appl., 12 (2005), pp. 471–494], and also previous algebraic bounds which can be seen as corollaries of this estimate. These results allow to measure the convergence by checking “approximation properties”. In this work proper extensions of the latter to the nonsymmetric case are presented. Sometimes approximation properties for the symmetric positive definite case are summarized in loose terms; e.g.: Interpolation must be able to approximate an eigenvector with error bound proportional to the size of the eigenvalue [SIAM J. Sci. Comput., 22 (2000), pp. 1570–1592]. It is shown that this can be applied to nonsymmetric problems too, understanding “size” as “modulus”. Eventually, an analysis is developed, for the nonsymmetric case, of the theoretical foundations of “compatible relaxation”, according to which a Fine/Coarse partitioning may be checked and possibly improved.
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1 Introduction

We consider two-grid methods for solving \( n \times n \) systems of linear equations

\[
Au = b .
\]  

(1.1)

A two-grid method (e.g., [1]) combines the action of a smoother, often a simple iterative method such as Gauss-Seidel, and a coarse-grid correction, which involves solving a smaller problem on a coarser grid. More precisely, letting \( M \) be the smoother, the iteration matrix associated to one smoothing step is

\[
T_s = I - M^{-1}A .
\]  

(1.2)

On the other hand, letting \( n_c \) be the number of coarse variables, the coarse-grid correction involves a restriction matrix \( R \) of size \( n_c \times n \), a prolongation matrix \( P \) of size \( n \times n_c \), and a coarse-grid matrix \( A_c \) of size \( n_c \times n_c \), which we assume in this work of Galerkin type; that is,

\[
A_c = RAP .
\]  

(1.3)

The iteration matrix associated to one coarse-grid correction step is then

\[
T_c = I - P A_c^{-1}RA ,
\]  

(1.4)

and the global iteration matrix for the two-grid method with \( \nu_1 \) pre- and \( \nu_2 \) post-smoothing steps is

\[
T = T_s^{\nu_2} T_c^{\nu_1} .
\]  

(1.5)

As is well known, the asymptotic convergence factor is equal to \( \rho(T) \) (the spectral radius of \( T \)); i.e., fast convergence is obtained if and only if \( \rho(T) \) is significantly below one. Note that such a result has to be obtained despite \( \rho(T_c) = 1 \) (since \( T_c \) is a projector) whereas, in common applications, \( \rho(T_s) \) is below 1 but close to 1 (otherwise the smoother alone would converge fast enough).

Several analyses have been developed for such methods. Abstract theories (e.g., [2, 3]) are restricted to discretized PDEs on a regularly refined grid, and allow to obtain only qualitative results. Fourier analysis (e.g., [1]) may be used when \( A, R \) and \( P \) correspond to a constant stencil applied on a regular grid. Then, all eigenvalues of \( T \) are easily computed, and sometimes analytical bounds may be derived; see, e.g., [4]. Only few such results (e.g., [5, 6]) have been obtained for nonsymmetric problems, probably because the eigenvalues are then complex and therefore difficult to bound, even when they are known through some analytical expression.

Besides, “algebraic” analyses have been developed [7, 8, 9, 10, 11, 12]. These may be applied to constant stencil problems, and, although they are not as accurate as Fourier analysis, they may offer shorter paths to analytical bounds. The intended application is, however, algebraic multigrid (AMG) methods. In these methods (e.g., [7, 11, 12]), the prolongation \( P \) is computed from the system matrix \( A \) by means of a so-called “coarsening”
algorithm. Then, all other analyses fail because $P$ does not have, in general, a completely regular pattern even when $A$ corresponds, say, to a constant stencil. Note that these algebraic bounds may be used to analyze or validate a given scheme, but also as guidelines in the development of new methods; see, e.g. [13, 14, 15] for examples.

These algebraic analyses share some common features. They apply only to the symmetric positive definite (SPD) case; that is, they require $A$ SPD, $R = P^T$ and a symmetric smoothing scheme (see §2 for a precise definition). In this framework, they lead to a bound of the form $\rho(T) \leq 1 - 1/K$, where $K$ is a constant which mainly depends on an approximation property:

$$v^*(I - Q)^T Y (I - Q)v \leq c v^* A v$$

for all $v \in \mathbb{C}^n$ (1.6)

for some nontrivial (not too large) constant $c$; in this expression, and depending on which of the results from [7, 8, 9, 10, 11, 12] is more precisely concerned, $Y$ is either the diagonal of $A$ or a SPD matrix related to the smoother, and $Q$ a projector onto the range of $P$, either prescribed or with some freedom left in. The analysis also yields a sharp estimate for some specific choice of $Y$ and $Q$, see [10] or §2 for details.

In this paper, we extend these analyses to the nonsymmetric case. This extension also concerns Hackbush analysis for the SPD case [2, p. 151], although it does not fit exactly in the above framework. One outcome is that approximation properties as stated above have also some meaning for general matrices, providing that one takes the modulus of $v^* A v$ in the right hand side. Therefore, in the nonsymmetric case too, the convergence is strongly related to the quality of the interpolation for “low-energy modes”, to be understood as “modes for which $|v^* A v|$ is small”

Note, however, that the latter statement is an over-simplification of the truth; it relies on the further assumption that the low-energy modes (or the modes for which $|v^* A v|$ is small) are poorly treated by relaxation. This is the case for many of the simple smoothers commonly used, but is not true for certain cases, such as the distributive or coupled smoothers commonly used for discretized systems of PDEs. The disadvantage of considering classical smoothing and approximation properties is that this distinction cannot be made in that theory. In fact, our main result (Theorem 2.1) does not suffer from such a drawback, but, so far, it is unclear whether it can be used in a practical setting that goes beyond classical approximation properties.

When $A$ is SPD and $Y$ is the diagonal of $A$, (1.6) is the approximation property considered in the “standard” analysis of AMG methods, as developed in [7, 11, 12]. Here we also show that the constant in this property is directly related to the convergence rate of the two-grid method with only one damped Jacobi pre- or post-smoothing iteration. That is, requiring this constant to be moderate implies some minimal requirement on the convergence of this (over) simplified two-grid method.

Another outcome of our study is related to so called “compatible relaxation” [16, 9, 17]. Often, AMG methods are based on a two step procedure: one first define a Fine/Coarse partitioning by inspecting the matrix graph; next, $P$ is built using interpolation rules for fine-grid variables. In this context, compatible relaxation, allows to check the quality of the
obtained Fine/Coarse partitioning. It is also possible to improve it, or even to construct a partitioning from scratch, see [17] for a thorough study, and [18] for a related strategy. In this work, we consider the extention to nonsymmetric problems of the theoretical foundations of this approach [9].

Eventually, it is worth mentioning here the works by Mense and Nabben, who recently developed an analysis of multilevel methods for nonsymmetric matrices [19, 20]. These works are complementary to ours because they address methods of so-called AMLI type, that are based on a block incomplete factorization of the matrix partitioned in hierarchical form (see [21, 22] for a comparative discussion of different multilevel schemes). So far, the results obtained with this approach, which is based on the classical convergent splitting theory, are also essentially qualitative and restricted to M–matrices.

The remainder of this paper is organized as follows. §2 contains our main theoretical results and the related discussion of approximation properties. Compatible relaxation is considered in §3.

General terminology and notation

We note $I$ the identity matrix; when the dimensions are not obvious from the context, $I_m$ denotes more specifically the $m \times m$ identity matrix. When matrices are written in block form, the symbol “∗” stands for blocks whose expression is unimportant for the related discussion or the result being proved.

For any matrix $C$, $C^*$ denotes its conjugate transpose. If $C$ is square, $\sigma(C)$ is its spectrum, $\rho(C)$ is its spectral radius (that is, its largest eigenvalue in modulus) and $\|C\| = \sqrt{\rho(C^*C)}$ is the usual 2–norm; if the eigenvalues of $C$ are real, $\lambda_{\text{min}}(C)$ and $\lambda_{\text{max}}(C)$ denote, respectively, the smallest and the largest eigenvalue of $C$. For any Hermitian positive definite matrix $B$, $\|C\|_B = \|B^{1/2}CB^{-1/2}\|$ is the $B$–norm (often referred to as energy norm).

When we write that an $m \times m$ matrix $C$ has eigenvalues $\lambda_1, \ldots, \lambda_m$, it is always counting multiplicities; that is, its characteristic polynomial is $(\lambda_1 - \lambda) \cdots (\lambda_m - \lambda)$. When we write that two matrices have same eigenvalues, it is also always counting multiplicities; that is, they have same characteristic polynomial.

2 Main results and approximation properties

Our analysis is slightly more general than stated in the Introduction where, for the sake of simplicity, we consider a single nonsingular smoother. In fact, we allow different smoothers in pre- and post-smoothing steps (for instance, forward and backward Gauss-Seidel). We even allow singular smoothers; that is, we write

$$T_{s_1} = I - M_1 A \quad \text{and} \quad T_{s_2} = I - M_2 A$$
the iteration matrices for pre- and post-smoothing, respectively, where \( M_1, M_2 \) may be singular. We however assume that there exist a nonsingular matrix \( X \) such that

\[
I - X^{-1}A = (I - M_1A)^{\nu_1}(I - M_2A)^{\nu_2}.
\]  

(2.1)

Hence \( M_1A \) and \( M_2A \) may not have a common singular mode. The matrix \( X \) may be seen as the equivalent “global” smoother, which brings in one step the same effect as post-smoothing followed by pre-smoothing. Note that if \( M_1 = M_2 = M^{-1} \) are nonsingular, there holds

\[
X^{-1}M = (I - T_s^\nu)(I - T_s)^{-1} = I + T_s + \ldots + T_s^{\nu-1},
\]

where \( \nu = \nu_1 + \nu_2 \). It can be seen that the right hand side matrix has no eigenvalue close to zero if \( T_s \) has no eigenvalue close to \( e^{i2\pi k/\nu} \) for \( k = 1, \ldots, \nu - 1 \). In most cases, this is ensured by a proper scaling of \( M \). Hence, the assumption that \( X \) exists and is nonsingular is not really restrictive.

Now, our main result is given in the following theorem. Note that we do not assume neither explicitly nor implicitly that the matrices are real; that is, all matrices referred in Theorem 2.1 may be complex-valued. In this theorem, we assume that \( A_c = RAP \) and \( X_c = RXP \) are nonsingular. Because \( A \) and \( X \) are possibly indefinite, this is indeed not guaranteed by the assumption that \( A \) and \( X \) are nonsingular and that \( P \) and \( R \) have full rank. Such a guarantee however holds for certain class of matrices, for instance those for which the Hermitian parts \( \frac{1}{2}(A + A^*) \) and \( \frac{1}{2}(X + X^*) \) are positive definite.

**Theorem 2.1** Let \( A \) be a nonsingular \( n \times n \) matrix. Let \( P \) be a \( n \times n_c \) matrix of rank \( n_c \) and let \( R \) a \( n_c \times n \) matrix of rank \( n_c \), such that \( A_c = RAP \) is nonsingular. Let \( M_1, M_2 \) be \( n \times n \) matrices and \( \nu_1, \nu_2 \) be nonnegative integers, such that \((I - M_1A)^{\nu_1}(I - M_2A)^{\nu_2} - I \) is nonsingular. Let \( X \) be the matrix such that

\[
I - X^{-1}A = (I - M_1A)^{\nu_1}(I - M_2A)^{\nu_2},
\]

and assume that

\[
X_c = RXP
\]

is nonsingular.

The matrix

\[
A^{-1}X(I - \pi_X)
\]

(2.2)

where

\[
\pi_X = PX_c^{-1}RX
\]

has eigenvalue 0 with multiplicity \( n_c \) and \( n - n_c \) nonzero eigenvalues. Letting \( \mu_1, \ldots, \mu_{n-n_c} \) be these nonzero eigenvalues, the following propositions hold.

1. The iteration matrix

\[
T = (I - M_2A)^{\nu_2}(I - P A_c^{-1}RA)(I - M_1A)^{\nu_1}
\]

(2.3)

has eigenvalues \( 1 - \mu_1^{-1}, \ldots, 1 - \mu_{n-n_c}^{-1} \), plus \( n_c \) times the eigenvalue 0.
2. For any \((n-n_c) \times n\) matrix \(Z\) and any \(n \times (n-n_c)\) matrix \(S\) such that the matrices
\[
\begin{pmatrix} R \\ Z \end{pmatrix} \text{ and } \begin{pmatrix} P \\ S \end{pmatrix}
\]
are nonsingular, \((ZAS) - (ZAP)A_c^{-1}(RAS)\) is nonsingular and the matrix
\[
((ZAS) - (ZAP)A_c^{-1}(RAS))^{-1} ZX (I - \pi_X) S , \tag{2.4}
\]
has eigenvalues \(\mu_1, \ldots, \mu_{n-n_c}\).

3. For any \(n \times n_c\) matrix \(\tilde{P}\) and any \(n_c \times n\) matrix \(\tilde{R}\), the matrix
\[
A^{-1} (I - \tilde{R}) X (I - \pi_X) X (I - \tilde{P}) , \tag{2.5}
\]
has same eigenvalues as \(2.2\); that is, \(\mu_1, \ldots, \mu_{n-n_c}\), plus \(n_c\) times the eigenvalue \(0\).

4. The matrices
\[
(I - \pi_A)X^{-1}A , \tag{2.6}
\]
\[
X^{-1}A(I - \pi_A) , \tag{2.7}
\]
\[
(I - \pi_A)X^{-1}A(I - \pi_A) , \tag{2.8}
\]
where
\[
\pi_A = P A_c^{-1} RA ,
\]
have eigenvalues \(\mu_1^{-1}, \ldots, \mu_{n-n_c}^{-1}\), plus \(n_c\) times the eigenvalue \(0\).

5. For all \(\mu_i, i = 1, \ldots, n-n_c\), there exists some \(z_i \in \mathbb{C}^n\) such that \(Rz_i = 0\) and
\[
\mu_i = \frac{\nu^* A^{-1} \nu}{\nu^* X^{-1} \nu} \text{ for all } \nu \in \mathbb{C}^n: P^* \nu = 0 . \tag{2.9}
\]

6. If, in addition, \(R = P^*\) and there is no \(\nu \in \mathbb{C}^n\) such that \(P^* \nu = 0\) and \(\nu^* A^{-1} \nu = \nu^* X^{-1} \nu = 0\), then, for \(i = 1, \ldots, n-n_c\),
\[
\mu_i \in \left\{ \frac{\nu^* A^{-1} \nu}{\nu^* X^{-1} \nu} \mid \nu \in \mathbb{C}^n \setminus \{0\}, P^* \nu = 0, \nu^* A^{-1} \nu \neq 0 \text{ and } \nu^* X^{-1} \nu \neq 0 \right\} . \tag{2.10}
\]

**Proof.** We shall conduct the proof as follows. Let \(\eta_1, \ldots, \eta_n\) be the eigenvalues of
\[
\pi_X + A^{-1}X (I - \pi_X) .
\]
We shall prove that: (a) all these eigenvalues are nonzero, and the eigenvalues of \(T\) are \(1 - \eta_1^{-1}, \ldots, 1 - \eta_n^{-1}\); (b) (at least) \(n_c\) of these \(\eta_i\) are equal to 1, and the other \(\eta_i\) are the \(n-n_c\) eigenvalues of the matrix \(2.4\), where \((ZAS) - (ZAP)A_c^{-1}(RAS)\) is nonsingular;
(c) the eigenvalues of the matrix (2.5) are all the eigenvalues of the matrix (2.4), plus \( n_c \) times the eigenvalue 0.

Since the matrix (2.2) is the matrix (2.5) when \( \tilde{P} = 0 \) and \( \tilde{R} = 0 \), (c) implies that it has effectively \( n_c \) times the eigenvalue 0, whereas the other eigenvalues (that is, the \( \mu_i \)) are equal to the “other” \( \eta_i \) mentioned above, which are shown in (a) to be nonzero. One then readily finds that altogether (a), (b), (c) imply our claims about the eigenvalues of the matrix (2.2) and statements 1–3 of the theorem. Statements 4–6 will be proved subsequently.

So we first prove (a). We use the fact that for any square matrices \( C_1, C_2 \), the products \( C_1 C_2 \) and \( C_2 C_1 \) have same eigenvalues. This fact is obvious when at least one of the matrices is nonsingular (there exists a similarity transformation), but less well known in the general case; at any rate, we give a proof in Lemma A.1 of the Appendix. It follows that \( T \) has same eigenvalues as \( \tilde{T} = (I - X^{-1}A)(I - P A_c^{-1}RA) \).

Consider then
\[
B = \begin{pmatrix} I & X \\ -R & I \end{pmatrix} \begin{pmatrix} X & A_c \end{pmatrix} \begin{pmatrix} I & -(I - X^{-1}A)P \\ I & \end{pmatrix} \quad (2.11)
\]
\[
= \begin{pmatrix} X & -(X - A)P \\ -RX & X_c \end{pmatrix} \begin{pmatrix} I & -(X - A)PX^{-1}X_c \\ I & \end{pmatrix} \begin{pmatrix} X & X^{-1}RX \\ X_c & \end{pmatrix} \begin{pmatrix} I & \end{pmatrix} \quad (2.12)
\]
Note that \( B \) is nonsingular and therefore so is \( X - (X - A)PX^{-1}RX = X - (X - A)\pi_X \). Further, (2.12) gives
\[
B^{-1} = \begin{pmatrix} I & (X - (X - A)\pi_X)^{-1} \\ X_c^{-1}RX & I \end{pmatrix} \begin{pmatrix} (X - (X - A)\pi_X)^{-1} & X_c^{-1} \end{pmatrix} \begin{pmatrix} I & (X - A)PX^{-1} \\ I & \end{pmatrix} \quad (2.11)
\]
whereas (2.11) yields
\[
B^{-1} = \begin{pmatrix} I & (I - X^{-1}A)P \\ I & \end{pmatrix} \begin{pmatrix} X^{-1} & \end{pmatrix} \begin{pmatrix} A_c^{-1} \\ I \end{pmatrix} \begin{pmatrix} I & \end{pmatrix} \begin{pmatrix} X^{-1} + (I - X^{-1}A)PA_c^{-1}R & \end{pmatrix} \begin{pmatrix} I & \end{pmatrix} \begin{pmatrix} * & \end{pmatrix}
\]
Therefore, \( I - \tilde{T} \) is nonsingular and
\[
(I - \tilde{T})^{-1} = A^{-1}(X - (X - A)\pi_X) = \pi_X + A^{-1}X(I - \pi_X) ,
\]
proving (a) (the \( \eta_i \) are nonzero because \( I - \tilde{T} \) is nonsingular).

To pursue, consider the matrices

\[
F = \begin{pmatrix} R \\ Z \end{pmatrix}, \quad G = \begin{pmatrix} P & S \end{pmatrix}
\]

and let

\[
F^{-1} = \begin{pmatrix} \hat{P} & W \end{pmatrix}, \quad G^{-1} = \begin{pmatrix} \hat{R} \\ V \end{pmatrix},
\]

where \( \hat{P}, W, \hat{R}, V \) are, respectively, \( n \times n_c, n \times (n-n_c), n_c \times n, (n-n_c) \times n \). From \( F F^{-1} = I \) and \( G G^{-1} = I \), one has

\[
\begin{align*}
R \hat{P} &= I_{n_c}, \\
Z W &= I_{n-n_c}, \\
R W &= 0, \\
Z \hat{P} &= 0,
\end{align*}
\]

whereas \( F^{-1} = I \) and \( G G^{-1} = I \) give

\[
\hat{P} R + W Z = I_n, \quad P \hat{R} + S V = I_n.
\] (2.17)

Now, \( \pi_X + A^{-1}X (I - \pi_X) \) has same eigenvalues as

\[
G^{-1}(\pi_X + A^{-1}X (I - \pi_X))G = \begin{pmatrix} \hat{R} \\ V \end{pmatrix} \begin{pmatrix} \pi_X + A^{-1}X (I - \pi_X) \\ 0 \end{pmatrix} \begin{pmatrix} P & * \\ 0 & V A^{-1}X (I - \pi_X) \end{pmatrix}.
\] (2.18)

Further,

\[
V A^{-1}X (I - \pi_X) S = V A^{-1} \left( \hat{P} R + W Z \right) X (I - \pi_X) S
= \left( V A^{-1} W \right) \left( Z X (I - \pi_X) \right) S
\] (2.19)

Consider then

\[
G^{-1} A^{-1} F^{-1} = \begin{pmatrix} * & * \\ * & V A^{-1} W \end{pmatrix}.
\] (2.20)
Letting $C = (Z A S) - (Z A P)A_c^{-1}(R A S)$, one finds
\[
G^{-1}A^{-1}F^{-1} = (F A G)^{-1} = \left( \begin{array}{cc}
I & \left( (Z A P)A_c^{-1} I \right) (A_c C) (I A_c^{-1}(R A S)) I \\
(I - A_c^{-1}(R A S)) & I (A_c^{-1}) (-(Z A P)A_c^{-1} I)
\end{array} \right)^{-1}
= \left( \begin{array}{cc}
* & * \\
* & C^{-1}
\end{array} \right),
\]
showing with (2.20) that $C$ is nonsingular and such that $C^{-1} = V A^{-1} W$, which, together with (2.18), (2.19), proves (b).

Further, from (2.18), (2.19), (2.20), the eigenvalues of (2.4), since they are nonzero, are also the nonzero eigenvalues of
\[
G^{-1}A^{-1}F^{-1} \left( \begin{array}{cc}
0 & 0 \\
0 & Z X (I - \pi X) S
\end{array} \right).
\]
Since $X(I - \pi X)P = 0$ and $R X(I - \pi X) = 0$, one finds
\[
G^{-1}A^{-1}F^{-1} \left( \begin{array}{cc}
0 & 0 \\
0 & Z X (I - \pi X) S
\end{array} \right) = G^{-1}A^{-1}F^{-1} (R Z) X (I - \pi X) (P S)
= G^{-1}A^{-1}X (I - \pi X) G
= G^{-1}A^{-1} (I - \tilde{P} \tilde{R}) X (I - \pi X) (I - P \tilde{R}) G,
\]
whence (c).

We are therefore left with the proof of statements 4–6. Let choose $S$ such that its $n - n_c$ columns are linearly independent and orthogonal to the $n_c$ columns of $(R A)^*$ (i.e., $R A S = 0$). Then, $(P S)$ is necessarily nonsingular since
\[
(P S) \left( \begin{array}{c}
v_p \\
v_s
\end{array} \right) = 0 \Rightarrow (R A P R A S) \left( \begin{array}{c}
v_p \\
v_s
\end{array} \right) = 0
\Rightarrow A_c v_p = 0
\Rightarrow v_p = 0
\Rightarrow S v_s = 0
\Rightarrow v_s = 0.
\]
Further, the matrix $\hat{R}$ satisfying (2.13), (2.15) is then $\hat{R} = A_c^{-1} R A$, implying with (2.17) that $S V = I - P \hat{R} = I - \pi A$. Hence,
\[
(V X^{-1} A S) (V A^{-1} X(I - \pi X) S) = V X^{-1} A (I - \pi A) A^{-1} X(I - \pi X) S
= V (I - \pi X) S
= V S
= I_{n - n_c}.
\]
showing that \((VX^{-1}AS)\) is the inverse of the matrix appearing in the bottom right block of (2.18). We have seen above that the latter matrix has \(\mu_i\) as eigenvalues, hence the eigenvalues of \((VX^{-1}AS)\) are \(\mu_1^{-1}, \ldots, \mu_{n-n_c}^{-1}\). The proof of statement 4 is then concluded observing that

\[
G^{-1}(I - \pi_A)X^{-1}A(I - \pi_A)G = \begin{pmatrix}
\hat{R} \\
V
\end{pmatrix} (I - P \hat{R}) X^{-1} A (I - P \hat{R}) \begin{pmatrix} P & S \\
0 & 0 \end{pmatrix},
\]

whereas Lemma A.1 of the Appendix shows that the matrices (2.6), (2.7) have same eigenvalues as (2.8) (using \((I - \pi_A)^2 = I - \pi_A)\).

To prove statement 5, let \(w_i\) be an eigenvector of matrix (2.6) corresponding to a nonzero eigenvalue \(\mu_i^{-1}\), and set \(z_i = Aw_i\). Since \(RA(I - \pi_A) = 0\), from

\[
\mu_i (I - \pi_A)X^{-1}z_i = A^{-1}z_i,
\]

one sees, multiplying both sides to the left by \(RA\), that \(Rz_i = 0\). Statement 5 then straightforwardly follows since \(P^*v = 0\) entails \(v^*\pi_A = 0\).

Eventually, statement 6 is a straightforward corollary of (2.21), noting that, since the \(\mu_i\) are nonzero (and finite), for any \(z_i\) satisfying (2.21), \(z_i^*A^{-1}z_i\) and \(z_i^*X^{-1}z_i\) are either both nonzero or both equal to zero.

**General discussion**

Consider the matrix (2.2)

\[
A^{-1}X (I - \pi_X) = A^{-1}(X - XP (RXP)^{-1} RX).
\]

(2.22)

It has same eigenvalues as \(X(I - \pi_X)A^{-1}\) whose eigenvalues are, in turn, the complex conjugate of the eigenvalues of its conjugate transpose

\[
(A^*)^{-1} \left( X^* - X^* R^* (P^* X^* R^*)^{-1} P^* X^* \right).
\]

(2.23)

Comparing with (2.22), one sees that \(R, P\) form a good pair of restriction & prolongation for \(A\) with given global smoother \(X\) if and only if \(P^*, R^*\) form a good pair of restriction & prolongation for \(A^*\) with global smoother \(X^*\). This observation is in line with the analysis in [23], where it is suggested to choose the restriction as the adjoint of the prolongation one would construct for \(A^*\). This suggestion traces back to [24] (see also [25]) where, considering convection-diffusion problems, it is however combined with a prolongation computed from \(\frac{1}{2}(A + A^*)\). At first sight, our results seem indicate that if such a prolongation is a good one, then the restriction should also be computed from \(\frac{1}{2}(A + A^*)\), leading to select \(R = P^*\). This is partly confirmed by the analysis below, which shows that when \(R = P^*\), it is sensible to construct both of them from \(\frac{1}{2}(A + A^*)\). The latter choice is however
certainly not always the best one, as discussed in [23], based on the example of the discrete problem arising from \(i\Delta u = f\): in this case, the system matrix has a zero Hermitian part although the problem is easy to solve with multigrid methods. In fact, additional developments are needed to see whether an analysis based on Theorem 2.1 allows or not to improve strategies proposed so far.

It also worths mentioning here the recent results in [26]. There, an analysis based on an equivalent symmetric problem suggests to construct the prolongation (resp. the restriction) such that its range (resp. the range of its transpose) contains good approximations to right (resp. left) near kernel modes. Here again, this is in line with the conclusions that can be drawn from Theorem 2.1. In [26], near kernel modes are defined from the singular value decomposition of \(A\); i.e., they correspond to right or left singular vectors. Considering (2.22) or (2.23), one may think that the key role is played by right or left eigenvectors, instead. However, as discussed below, it is above all important to bound \(\max_i |\mu_i|\). This can be done by bounding the norm of these matrices, and, developing the analysis in this way, it seems indeed that the singular vectors of \(A\) are important too. Here also additional developments would be welcome, but we are raising questions that lie outside the scope of the present paper.

Symmetric restriction: \(R = P^*\)

Despite the above remarks, it is important to analyze the case where \(R = P^*\). This is indeed the standard setting for geometric multigrid methods and, so far, also the choice most frequently made in practice for AMG methods (e.g., [27, 28]).

Let us first comment about the “SPD case”; that is, the case for which the analyses in [7, 8, 9, 10, 11, 12] apply. These analyses require not only \(A\) real and SPD with \(R = P^T\), but also a symmetric and convergent smoothing scheme: \(M_2 = M_1^T = M^{-1}, \nu_1 = \nu_2\) and \(\rho(I - M^{-1}A) < 1\) (sometimes, but not always, \(M\) is required SPD too). With these assumptions, simple algebraic arguments show that the eigenvalues of the iteration matrix are real and in interval \([0, 1)\). Hence the \(\mu_i\) are real positive and the analyses in [7, 8, 9, 10, 11, 12] prove bounds of the form\(^1\)

\[
\rho(T) \leq 1 - \frac{1}{K} , \quad \text{where } K \text{ is in fact an upper bound on } \max_i \mu_i .
\]

Now, what can be said, more generally, about the eigenvalues of \(T\) knowing only \(A\) and \(X^{-1}\)? The following corollary answers this question.

**Corollary 2.1** If, in addition to the assumptions of Theorem 2.1, \(R = P^*\) and there is no \(v \in C^n\) such that \(v^*A^{-1}v = v^*X^{-1}v = 0\), then,

\[
\sigma(T) \subset \{1 - \frac{\nu^*X^{-1}v}{v^*A^{-1}v} \mid v \in C^n \setminus \{0\}, v^*A^{-1}v \neq 0 \text{ and } v^*X^{-1}v \neq 0 \} \cup \{0\} . \quad (2.24)
\]

In particular, if \(A, X\) are Hermitian positive definite, then the \(\mu_i\) are real positive,

\[
\sigma(T) \subset [1 - \lambda_{\max}(X^{-1}A), 1 - \lambda_{\min}(X^{-1}A)] \cup \{0\} \quad (2.25)
\]

\(^1\)Sometimes the results are stated in the form \(\|T_{A^*}T_c\|_A \leq \sqrt{1 - 1/K}\), but this is in equivalent to \(\rho(T) \leq 1 - 1/K\) because, under the assumptions of the SPD case, \(\rho(T) = \|T_{A^*}T_c\|_A^2\), see, e.g., [21, p. 442] for a proof.
\[ \rho(T) \leq \max \left( \lambda_{\max}(X^{-1}A) - 1, 1 - \frac{1}{\max_i \mu_i} \right). \quad (2.26) \]

On the other hand, if \( X \) is Hermitian positive definite and if

\[ \|\alpha I - X^{-1}A\|_X \leq \alpha \quad (2.27) \]

for some positive \( \alpha \), then

\[ \lambda \in \sigma(T) \Rightarrow |1 - \alpha - \lambda| \leq \alpha \quad (2.28) \]

**Proof.** Relation (2.24) straightforwardly follows from statement 6 of Theorem 2.1. When \( A, X \) are Hermitian positive definite, this statement further implies that the \( \mu_i \) are real positive and (2.25). The latter relation, with statement 1 of the Theorem, entails \( \max_i (\mu_i - 1) \leq \max(\lambda_{\max}(X^{-1}A), 1) \). This, together with \( \rho(T) = \max \left( \max_i (\mu_i^{-1}) - 1, 1 - \min_i (\mu_i^{-1}) \right) \), proves then (2.26).

On the other hand \( |1 - \alpha - \lambda| \leq \alpha \) holds if and only if \( 1 - \lambda \) belongs to the disk of center \((\alpha, 0)\) and radius \( \alpha \); that is, if and only if \( \Re((1 - \lambda)^{-1}) \geq (2\alpha)^{-1} \). With (2.24), one sees then that (2.28) holds when

\[ \frac{\Re(v^* A^{-1} v)}{v^* X^{-1} v} \geq \frac{1}{2\alpha} \quad \text{for all } v \in C^n. \]

Further, one has, for all \( v \in C^n \), and letting \( w = A v \),

\[ \frac{\Re(v^* A^{-1} v)}{v^* X^{-1} v} \geq \frac{1}{2\alpha} \iff v^* (A^{-1} + (A^*)^{-1}) v \geq \alpha^{-1} v^* X^{-1} v \]
\[ \iff w^* (A + A^*) w \geq \alpha^{-1} w^* A^{-1} A w \]
\[ \iff w^* ((\alpha I - A^* X^{-1}) X (\alpha I - X^{-1} A) - \alpha^2 X) w \leq 0 \]
\[ \iff \|(\alpha I - X^{-1} A) w\|_X \leq \alpha \|w\|_X \]

The assumptions of the SPD case referred above imply in fact that \( X \) is SPD and that the eigenvalues of \( X^{-1}A \) are in the interval \((0, 1)\); (2.25) and (2.26) reproduce then the classical results mentioned above, namely \( \sigma(T) \subset [0, 1) \) and \( \rho(T) = 1 - (\max_i \mu_i)^{-1} \). Note, however, that our analysis does not require a symmetric (or symmetrizable) smoothing scheme. In particular 1 pre- or post-smoothing step is allowed (e.g., \( \nu_1 = 1 \) and \( \nu_2 = 0 \)). This is seldom used in practice but, as will be seen, allows a nice interpretation of some theoretical results.

Note this interpretation of (2.25): the eigenvalues of \( T \) are bounded by the extremal eigenvalues of \( I - X^{-1}A \); that is, when \( A, X \) are Hermitian positive definite, the convergence of the two-grid method can never be worse than that of the smoother alone.

\[ \text{Note this interpretation of (2.25): the eigenvalues of } T \text{ are bounded by the extremal eigenvalues of } I - X^{-1}A; \text{ that is, when } A, X \text{ are Hermitian positive definite, the convergence of the two-grid method can never be worse than that of the smoother alone.} \]

\[ \text{The analyses for the SPD case may be formally applied if, given } X, \text{ there exist a factorization (2.1) of } I - X^{-1}A \text{ satisfying the assumptions of the SPD case; this, in turn, is true if and only if } X \text{ is SPD and the eigenvalues of } X^{-1}A \text{ do not exceed 1.} \]
Roughly speaking, (2.24) shows that this also holds in the general case if the field of value \( v^*X^{-1}v/v^*A^{-1}v \) excludes the origin and does not exceed much the convex hull of the eigenvalues of \( X^{-1}A \). In general, such a relation between field of value and eigenvalues is difficult to prove. In this respect, the last statement of Corollary 2.1 gives us a sufficient criterion, since the region of the complex plane which contains the eigenvalues of \( T \) according to (2.28) is also the region where the eigenvalues of \( I - X^{-1}A \) are known to be according to (2.27) (which may be rewritten \( \| (1 - \alpha) I - (I - X^{-1}A) \|_X \leq \alpha \)). The assumption that \( X \) is Hermitian positive definite is restrictive but, as will be seen below, corresponds to an important case from the point of view of the theory of AMG methods.

On the other hand, as far as bounding \( \rho(T) \) away from 1 is concerned, (2.28) is of practical interest only if \( \alpha < 1 \) (and even significantly away from 1). However, this is not a major restriction since

\[
\| \alpha I - X^{-1}A \|_X \leq \alpha \quad \iff \quad \| I - (\alpha X)^{-1}A \|_{\alpha X} \leq 1 .
\]

Hence, given a smoother such that \( \| I - X^{-1}A \|_X \leq 1 \), a proper rescaling suffices to ensure that the condition (2.27) holds for a nice value of \( \alpha \).

A nice value for \( \alpha \) is, for instance, \( \alpha = \frac{1}{2} \). Then, the region defined by (2.28) is the disk of center \( \left( \frac{1}{2}, 0 \right) \) and radius \( \frac{1}{2} \). On the other hand, the eigenvalues of \( T \) are also necessarily outside the disk of center \( (1,0) \) and radius \( \max_i |\mu_i|^{-1} \). It then follows from geometric arguments, see Figure 1 (left) that

\[
\rho(T) \leq \left( 1 - \frac{1}{\max_i |\mu_i|^2} \right)^{1/2} , \quad (2.29)
\]

Geometric argument also show that

\[
\rho(T) \leq \left( 1 - \min_i \Re\left( \frac{1}{\mu_i} \right) \right)^{1/2} , \quad (2.30)
\]

see Figure 1 (right). This allows to exploit a lower bound on \( \min_i \Re(\mu_i^{-1}) \), which, as will be seen below, sometimes comes as a by product of the analysis of \( \max_i |\mu_i| \).

Therefore, Corollary 2.1 allows us to identify cases for which deriving an upper bound on \( |\mu_i| \) is sufficient to obtain a rigorous convergence analysis. Unfortunately, there are many cases left aside, for which \( X \) is not Hermitian positive definite or (2.27) does not hold, whereas (2.24) does not tell too much. Nevertheless, an analysis of \( \max_i |\mu_i| \) is relevant in all cases since \( \rho(T) \geq 1 - (\max_i |\mu_i|)^{-1} \): avoiding large \( |\mu_i| \) is always a necessary condition for fast convergence. Note also that avoiding large \( |\mu_i| \) means that the iteration matrix will have no eigenvalue close to one. If the two-grid method is used as a preconditioner, this is equivalent to the statement: “the preconditioned matrix has no eigenvalue close to zero”; and, often, avoiding eigenvalue close to zero for the preconditioned matrix is all what is required for fast convergence of Krylov subspace solvers.

We now discuss how to bound \( \max_i |\mu_i| \). Our main results are gathered in the following corollary.
Corollary 2.2 If, in addition to the assumptions of Theorem 2.1, \( R = P^* \), then

\[
\max_i |\mu_i| \leq \overline{\mu}(A, X) \quad (2.31)
\]

where

\[
\overline{\mu}(A, X) = \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{|v^* X (I - \pi_X) v|}{|v^* A v|} \quad (2.32)
\]

Moreover, for any Hermitian positive definite matrix \( Y = L_Y L_Y^* \) and any projector \( Q \) onto the range of \( P \),

\[
\overline{\mu}(A, X) \leq \eta(X, Y) \overline{\mu}_Q(A, Y) \quad (2.33)
\]

where

\[
\eta(X, Y) = \| L_Y^{-1} X (I - \pi_X) (L_Y^*)^{-1} \| \quad , \quad (2.34)
\]

and where

\[
\overline{\mu}_Q(A, Y) = \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{v^* (I - Q)^* Y (I - Q) v}{|v^* A v|} \quad . \quad (2.35)
\]

Letting \( \pi_Y = P (P^* Y P)^{-1} P^* Y \), one has

\[
\overline{\mu}(A, Y) = \overline{\mu}_{\pi_Y}(A, Y) \leq \overline{\mu}_Q(A, Y) \quad ; \quad (2.36)
\]

i.e., \( \overline{\mu}_Q(A, Y) \) is minimal for \( Q = \pi_Y \). Letting \( A_H = \frac{1}{2} (A + A^*) \) be the Hermitian part of \( A \), there also holds

\[
\overline{\mu}_Q(A, Y) = \overline{\mu}_Q(A_H, Y) = \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{v^* (I - Q)^* Y (I - Q) v}{|\text{Re}(v^* A v)|} \quad . \quad (2.37)
\]
Eventually, if, in addition, \(X\) and \(A_H\) are Hermitian positive definite, \[
\Re \left( \frac{1}{\mu_i} \right) \geq \frac{1}{\tilde{\mu}_Q(A, X)} = \frac{1}{\tilde{\mu}_Q(A_H, X)}.
\] (2.38)

**Proof.** Inequality (2.31) follows from the definition of the \(\mu_i\) in Theorem 2.1. Further, \(Q = P \tilde{R}\) is a projector onto the range of \(P\) if \(\tilde{R} \tilde{P} = I\), and, conversely, any such projector can be put in that form. Since \(X(I - \pi_X)Q = Q^*X(I - \pi_X) = 0\), (2.33) follows then from
\[
|v^*X(I - \pi_X)v| = |v^*(I - Q)^*X(I - \pi_X)(I - Q)v| \leq \|L_Y^*(I - Q)v\| \|L_Y^{-1}X(I - \pi_X)(I - Q)v\| \leq \|L_Y^{-1}X(I - \pi_X)(L_Y^*)^{-1}\| \|L_Y^*(I - Q)v\|^2.
\] (2.39)

Setting \(X = Y\) in (2.39), one also obtains, \(v^*Y(I - \pi_Y)v \leq v^*(I - Q)^*Y(I - Q)v\) (since \(\eta(Y, Y) = 1\)); this proves (2.36), whereas (2.37) follows from
\[
\overline{\mu}_Q(A, Y) \leq \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{v^*(I - Q)^TY(I - Q)v}{|\Re(v^*Av)|}
\]
\[
= \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{v^*(I - Q)^TY(I - Q)v}{|v^*A_Hv|} \quad (= \overline{\mu}_Q(A_H, Y))
\]
\[
= \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{v^*(I - Q)^TY(I - Q)v}{|v^*A_Hv|}
\]
\[
= \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{v^*(I - Q)^TY(I - Q)v}{|v^*Av|}
\]
\[
\leq \overline{\mu}_Q(A, Y).
\]

Eventually, Statement 3 of Theorem 2.1 (with \(P \tilde{R} = Q\) and \(\tilde{P}R = Q^*\)) yields
\[
\mu_i^{-1} = \frac{v^*Av}{v^*(I - Q)^*X(I - \pi_X)(I - Q)v}
\]
for some \(v \in \mathbb{C}^n \setminus \{0\}\). If \(X\) is Hermitian positive definite, the denominator of the right hand side is real, positive, and bounded above by \(v^*(I - Q)^*X(I - Q)v\). Therefore,
\[
\Re \left( \frac{1}{\mu_i} \right) \geq \min_{v \in \mathbb{C}^n \setminus \{0\}} \frac{\Re(v^*Av)}{v^*(I - Q)^*X(I - Q)v},
\]
and (2.38) follows because the right hand side is equal to \(\overline{\mu}_Q(A_H, X)^{-1}\) when \(A_H\) is positive definite.

Note first that our results also apply when \(A\) is indefinite. However, \(\overline{\mu}(A, X)\) and \(\overline{\mu}_Q(A, Y)\) appear then difficult (if not impossible) to bound. This brings another perspective on the well known difficulty to set up efficient multigrid methods for indefinite problems.
Now we discuss the relationship with previous theories for the SPD case. If \( A, X \) are real SPD, the bound (2.31) reproduces in fact the main result in [10]. There it is further shown that the related bound on convergence factor is sharp, which can also be seen from our analysis, since (2.31) is an equality when \( A, X \) are Hermitian positive definite, whereas (2.26) reduces to \( \rho(T) = 1 - (\max_i \mu_i)^{-1} \) when \( \lambda_{\max}(X^{-1}A) \) is not too large (e.g., does not exceed 1). This sharpness is further exploited in [29] to derive two-side bounds on the convergence factor. The extension of such an approach to nonsymmetric problems seems however difficult because (2.31) is then no more an equality.

Previous results for the SPD case in [8, 9] are also easily recovered. For \( Y = X \) (hence \( \eta(X, Y) = 1 \)), (2.33), combined with (2.26), (2.31), is the bound obtained in [9]; assuming \( \nu_1 = \nu_2 = 1 \) and \( M_2 = M_1^T = M^{-1} \), the latter paper further discusses \( Y = \frac{1}{2}(M + M^T) \), using implicitly \( \eta(X, Y) \leq \lambda_{\max}(Y^{-1}X) \) (see also [21] for a further analysis of \( \lambda_{\max}(Y^{-1}X) \) in this case). On the other hand, with \( Y = I \), \( \nu_1 = \nu_2 = 1 \) and \( M_2 = M_1 = \frac{\omega}{\|A\| I} \) (entailing \( \lambda_{\min}(X^{-1}) \geq \frac{\omega(2-\omega)}{\|A\|} \)), one obtains Theorem 3.2 in [8].

Now, whereas (2.36) shows that the optimal projector is \( \pi_Y \), the analysis may be easier with simpler choices for \( Q \). For instance, if the two-grid method is based on a Fine/Coarse partitioning and if \( P \) has the form

\[
P = \begin{pmatrix} J_{FC} \\ I_C \end{pmatrix},
\]

where \( J_{FC} \) is an interpolation matrix, the most obvious choice for \( \tilde{R} \) is

\[
\tilde{R} = \begin{pmatrix} 0 \\ I_C \end{pmatrix},
\]

entailing that

\[
(I - Q) \begin{pmatrix} v_F \\ v_C \end{pmatrix} = \begin{pmatrix} v_F - J_{FC}v_C \\ 0 \end{pmatrix}.
\]

Equation (2.35) reduces then to

\[
\mu_Q(A, Y) = \max_{v \in \mathbb{C}^n \setminus \{0\}} \frac{(v_F - J_{FC}v_C)^* Y_{FF} (v_F - J_{FC}v_C)}{|v^* A v|},
\]

where \( Y_{FF} \) is the block diagonal part of \( Y \) related to the fine-grid variables.

This observation allows to develop the comparison with the “standard” analysis of AMG methods for the SPD case, as developed in [7, 11, 12]. Letting \( D = \text{diag}(A) \), the latter is based on a smoothing property:

\[
\| (I - M^{-1}A) v \|^2_A \leq \|v\|^2_A - \zeta \|v\|^2_{AD^{-1}A} \quad \text{for all } v \in \mathbb{C}^n
\]

for some non-trivial (not too small) \( \zeta > 0 \), and an approximation property:

\[
(v_F - J_{FC}v_C)^* D_{FF} (v_F - J_{FC}v_C) \leq \tau |v^* A v| \quad \text{for all } v \in \mathbb{C}^n,
\]

16
or, more generally,

\[ v^* (I - Q)^* D (I - Q) v \leq \tau |v^* A v| \]

for all \( v \in C^n \) \hspace{1cm} (2.44)

for some non-trivial (not too large) \( \tau \). Combined, these inequalities imply \( \rho(T) \leq 1 - \zeta/\tau \).

Clearly, \( \bar{\mu}_Q(A, D) \) is the best possible constant \( \tau \) in the approximation property (2.44), whose extension to the nonsymmetric case has been anticipated by writing \( |v^* A v| \) instead of \( v^* A v \) in the right hand side.

The connection between \( \eta(X, D) \) and the smoothing property is apparently less straightforward. However, in the SPD case with \( \nu_1 = \nu_2 = 1 \) and \( M_2 = M_1^T = M^{-1} \), the smoothing property (2.42) holds if and only if \( \lambda_{\text{max}}(D^{-1}X) \leq \zeta^{-1} \).

Since \( \eta(X, D) \leq \lambda_{\text{max}}(D^{-1}X) \), \( \zeta^{-1} \) is therefore an upper bound on \( \eta(X, D) \). Using this upper bound, (2.33) combined with (2.31) and (2.26) regives then the inequality \( \rho(T) \leq 1 - \zeta/\tau \). This connection cannot be extended to the nonsymmetric case, but, at first sight, \( \eta(X, D) \) seems more difficult to analyze directly than the constant \( \zeta \) in (2.42).

In fact, smoothers are often well-conditioned, hence bounding \( \eta(X, D) \) is in general easy compared with the analysis of \( \bar{\mu}_Q(A, D) \), which involves ratios whose denominator \( |v^* A v| \) is small when \( v \) is close to an eigenvector corresponding to an eigenvalue of \( A \) that is close to zero.

Thus the key role is played by the approximation property. In this respect, observe that if \( X = \omega^{-1} D \) (for instance, if \( M_1 = \omega D^{-1} \) and \( \nu_1 = 1, \nu_2 = 0 \)), one has (see (2.36))

\[ \bar{\mu}(A, \omega^{-1} D) = \omega^{-1} \bar{\mu}_D(A, D) \leq \omega^{-1} \bar{\mu}_Q(A, D) \, . \]

Analyzing the smoothing property amounts thus to analyze the two-grid method with only one damped Jacobi pre- or post-smoothing iteration. More precisely, the approximation property (2.41) provides an upper bound on the convergence factor of this (over) simplified method. Hence, requiring the approximation property to be satisfied for a nontrivial constant \( \tau \) implies some minimal requirement on the convergence of the two-grid method with only one damped Jacobi smoothing step. This is a sensible requirement for AMG methods which are, in principle, designed to work with simple smoothers.

From an heuristic point of view, this further shows the minor role played by the smoothing property: in some sense, it only ensures that using a more sophisticated smoothing scheme does not deteriorate the convergence.

In the Introduction, we also mention a connection between our results and Hackbusch analysis for the SPD case [2, p. 151]. The latter assumes \( M_2 = M_1 = M^{-1} \) SPD and is based on the approximation property:

\[ v^* (A^{-1} - P A_{\tau}^{-1} P^T) v \leq c_A v^* M^{-1} v \]

for all \( v \in C^n \), for some nontrivial constant \( c_A \). The connections is obtained with statement 6 of Theorem 2.1:

\[ \max_i |\mu_i| \leq \max_{v \in C^n \setminus \{0\}} \frac{|v^* A^{-1} v|}{|v^* X^{-1} v|} \leq \hat{\mu}(A, X) \, . \]
where
\[
\hat{\mu}(A, X) = \max_{v \in C^n \setminus \{0\}} \frac{|v^* (A^{-1} - P A_{x}^{-1} P^*) v|}{|v^* X^{-1} v|}.
\] (2.45)

If \( A \) and \( M_2 = M_1 = M^{-1} \) are SPD with, for instance, and \( \nu_1 = \nu_2 = 1 \), one has indeed
\[
(2 - \lambda_{\text{max}}(M^{-1}A)) v^* M^{-1} v \leq v^* X^{-1} v \leq 2 v^* M^{-1} v
\]
yielding
\[
\frac{c_A}{2} \leq \hat{\mu}(A, X) \leq \frac{c_A}{2 - \lambda_{\text{max}}(M^{-1}A)}.
\]

Note that the bounds in [24, Theorem 6.4.4] are however better than just \( \rho(T) \leq 1 - 1/c_A \); further \( c_A \) also allows to bound the convergence factor for V- and W-cycle multigrid [24, Theorems 7.2.2 and 7.2.3],

Last but not least, we close the discussion with some comments specific to the nonsymmetric case. Firstly, (2.37) shows that the analysis of \( \overline{\mu}_Q(A, Y) \) reduces to that of \( \overline{\mu}_Q(A_H, Y) \); i.e., to the analysis of a symmetric problem. It means that results for the SPD case may be reused in this more general context. This is illustrated in the Example below, where we use Theorem A.4.3 in [12] which allows to analyze the approximation property (2.43) for symmetric M-matrices.

Another interesting observation is that, when \( X \) and \( A_H \) are Hermitian positive definite, the result (2.38) is stronger than \( |\mu| \leq \overline{\mu}(A, X) \) obtained by combining (2.31) and (2.33) with \( Y = X \) (and hence \( \eta(X, X) = 1 \)). Indeed, \( \Re(\mu^{-1}) \geq \overline{\mu}(A, X)^{-1} \) implies \( |\mu| \leq \overline{\mu}(A, X) \) but the converse is not true. Hence the former inequality restricts more effectively the region allowed to the eigenvalues of the iteration matrix.

**Example**

Consider the \( n \times n \) matrix
\[
A = \begin{pmatrix}
2 & -f(1 + p) & -f(1 - p) \\
-f(1 - p) & f(1 + p) & 2 \\
\vdots & \ddots & \ddots \\
-f(1 + p) & -f(1 - p) & 2
\end{pmatrix},
\] (2.46)

where \( 0 < f < 1 \) and \(|p| \leq 1 \). Such matrices arise (up to a scaling factor) when discretizing a convection-diffusion equation \(-aa'' + bu' + cu = g\) (where \( a, c > 0 \)) on a one-dimensional domain with periodic boundary conditions, using a three-point finite difference scheme on a uniform grid (assuming a form of stabilization if \( 2a < h|b| \); e.g., enough artificial viscosity).

The eigenvectors of \( A \) are the Fourier modes \( u_k, k = 0, \ldots, n - 1 \) satisfying
\[
(u_k)_l = n^{-1/2} \, e^{i2kl\pi/n},
\]
with corresponding eigenvalue
\[
\lambda_k = 2(1 - f \cos(2k\pi/n) + i f p \sin(2k\pi/n)).
\]
Here we want to analyze the convergence of the two-grid method with 1 damped Jacobi smoothing step: 
\[ X = 2\text{diag}(A) = 4I \]  
We assume \( n \) even and that the prolongation corresponds to standard geometric multigrid; that is it has the form (2.40), where the coarse variables are the variables with even indexes, and where the interpolation \( J_{FC} \) for fine-grid variables corresponds to linear interpolation from neighboring coarse-grid variables (the neighbors of variable with index 1 being the variables with indexes 2 and \( n \)). We set \( R = P^T \).

We first localize the eigenvalues of \( T \) with the help of Corollary 2.1. Any \( v \in \mathbb{C}^n \) may be written in the form \( v = \sum_{k=0}^{n-1} \alpha_k u_k \), and, since the Fourier modes form an orthonormal basis,

\[
\| (\frac{1}{2}I - X^{-1}A) v \| = \frac{\sum_{k=0}^{n-1} |\alpha_k^2 (\frac{1}{2} - \frac{\lambda_k}{4})|}{\sum_{k=0}^{n-1} |\alpha_k|^2} \leq \max_k \left| \frac{1}{2} - \frac{\lambda_k}{4} \right| \leq \frac{f}{2}.
\]

Hence (2.28) holds with \( \alpha = \frac{1}{2} \), implying that the eigenvalues of \( T \) are in the disk of center \( (\frac{1}{2}, 0) \) and radius \( \frac{1}{2} \) (This corresponds to the situation depicted in Figure 1).

We now bound \( \overline{\rho}(A, X) = \overline{\rho}(A_H, 4I) \), where \( A_H = \frac{1}{2}(A + A^T) \); that is, \( A_H \) is the matrix (2.46) for \( p = 0 \). Note that, for any \( B, C \) SPD and \( 0 \leq \alpha \leq \beta \),

\[
\overline{\rho}(B + C, \beta I) \leq \max \left( \overline{\rho}(B, \alpha I), \overline{\rho}(C, (\beta - \alpha)I) \right).
\]

Hence, letting

\[
B = (1 - f)^{-1}(A_H - 2f I) = \begin{pmatrix}
2 & -1 & -1 & -1 \\
-1 & 2 & -1 & -1 \\
-1 & -1 & 2 & -1 \\
-1 & -1 & -1 & 2
\end{pmatrix},
\]

one has

\[
\overline{\rho}(A_H, 4I) \leq \max \left( \overline{\rho}(2f I, 4f I), \overline{\rho}(A_H - 2f I, 4(1 - f)I) \right) = \max \left( 2, \overline{\rho}(B, 4I) \right).
\]

Further, Theorem A.4.3 in [12] proves that the matrix \( B \) satisfies the approximation property (2.43) with a constant \( \tau \) equal to 1. That is, \( \overline{\rho}(B, \text{diag}(B)) = \overline{\rho}(B, 2I) \leq 1 \). Thus there holds

\[
\overline{\rho}(A, X) \leq \overline{\rho}(A_H, 4I) \leq 2,
\]

and therefore (2.38) shows that \( \sigma(T) \) is also included in the half plane \( \Re(z) \leq \frac{1}{2} \) whereas (2.30) gives

\[
\rho(T) \leq \frac{1}{\sqrt{2}}.
\]

This is illustrated in Figure 2, where, for \( n = 100 \), we also represent the eigenvalues of \( X^{-1}A \) and the nonzero eigenvalues of \( T \), which are here accessible by Fourier analysis:

\[
\lambda_k(T) = 1 - \frac{1 + \cos^2(2k\pi/n)}{1 - f \cos(2k\pi/n) + jfp \sin(2k\pi/n)} + \frac{(1 + \cos(2k\pi/n))^2}{1 + f \cos(2k\pi/n) - jfp \sin(2k\pi/n)}, \quad k = 0, \ldots, \frac{n}{2} - 1.
\]
Figure 2: The solid line (---) delimits the region containing \( \sigma(T) \), according our analysis; for \( n = 100 \), the plus signs (+) corresponds to the actual nonzero eigenvalues for of \( T \), and the bullets (•) to the eigenvalues of \( I - X^{-1}A \).

(Note that, despite the eigenvalues are known explicitly, it would be hard to prove a further bound on \( \rho(T) \)). The results for small \( p \) (and further not shown) indicate that our analysis of \( \pi(A_H, X) \) is accurate: we correctly estimate the largest \( \mu_i \) for the symmetric problem. However, the bounds (2.31), (2.38) are not sharp in this example when the matrix is highly nonsymmetric. From a practical viewpoint, this is a good news: this compensates for the fact that the bounds (2.29), (2.30) are less favorable than their counterpart \( \rho(T) \leq 1 - (\max_i \mu_i)^{-1} \) for the SPD case (in the considered example, the spectral radius is smaller when the matrix is highly nonsymmetric, see Figure 2). From a theoretical point of view, this indicates that a further analysis of \( \max_i |\mu_i| \) could be useful. This, however, lies outside the scope of the present paper.

### 3 Compatible relaxation

The compatible relaxation concept has been introduced in [16] and more thoroughly theoretically justified for the SPD case in [9]. This justification may be summarized as follows. Consider a situation where a Fine/Coarse partitioning has been defined, but \( P = R^T \) not necessarily fixed; for instance, there is still some freedom in the interpolation matrix \( J_{FC} \) in (2.40). Then, apply the smoother alone but restricting the computation to the fine-grid variables, and keep the coarse-grid variables invariant. If the convergence rate of this “compatible relaxation” is fast enough, it is possible to build an interpolation accurate enough (at least theoretically) so that the two-grid method has about the same convergence rate. Otherwise the partitioning has to be revisited. Note that the information retrieved from the compatible relaxation iterations may help to do this, see [17] for practical details.
Hence compatible relaxation amounts to assess
\[ \rho(I - (S^T MS)^{-1}(S^T AS)) , \]
where \( M^{-1} = M_1 \) or \( M^{-1} = M_2 \), and where
\[
S = \begin{pmatrix} I_{n-n_c} & \end{pmatrix} ;
\]
is the orthogonal projector onto the fine-grid variables. Here, for the sake of simplicity we consider that one assesses instead
\[ \rho_S = \rho(I - (S^T XS)^{-1}(S^T AS)) , \]
or, equivalently, we consider \( \rho(I-(S^T MS)^{-1}(S^T AS)) \) but restrict the discussion to schemes with only one smoothing step; this is sensible since convergence estimates derived for this case may be seen, at least from an heuristic point of view, as a worst case estimates for more general smoothing schemes.

We also restrict the discussion to the real case with \( R = P^T \).

Now, letting \( A_S = (S^T AS) \) and \( X_S = (S^T XS) \),
\[
\rho_S = \max_{\lambda \in \sigma(X_S^{-1}A_S)} |1 - \lambda| \\
\geq 1 - \min_{\lambda \in \sigma(X_S^{-1}A_S)} |\lambda| \\
= 1 - \frac{1}{\rho(A_S^{-1}X_S)} .
\]

On the other hand, observe that \( S \) and \( Z = S^T \) fulfill the assumptions in statement 2 of Theorem 2.1 whatever \( P \) of the form (2.40). Letting
\[
C_{S,P} = (S^T A S) - (S^T A P)A_c^{-1}(P^T A S) ,
\]
one has therefore
\[
|\mu_i| \leq \rho((C_{S,P}^{-1}A_S)(A_S^{-1}X_S)(X_S^{-1}S^T X(S - \pi_X)S)) .
\]
It is then sensible to expect
\[
|\mu_i| \leq c \rho(C_{S,P}^{-1}A_S) \rho(A_S^{-1}X_S)
\]
for some nontrivial (not too large) constant \( c \). In fact, when \( A \), \( X \) are SPD, (3.4) holds with \( c = 1 \), whereas the approach is heuristic in other cases.

---

\(^3\)The approach applies in fact to more general contexts; the discussion to follow requires only that \( S \) is an \( n \times (n-n_c) \) matrix such that \((S - P)\) has full rank for the type of prolongation foreseen by the method.
Now, the key argument in \cite{10} is that, choosing $P$ such that $S^T A P = 0$, one has $C_{S,P} = A_S$, hence (3.3), (3.4) provide directly an estimate for $\rho(T)$; for instance, $\rho(T) \leq \rho_S$ if $A$, $X$ are SPD. Further, a prolongation satisfying this condition is obtained with

$$
P = (I - S(S^T A S)^{-1} S^T A) \hat{R}^T,
$$

(3.5)

where $\hat{R}$ is any $n_c \times n$ matrix such that $\hat{R} S = 0$ and $\hat{R} \hat{R}^T = I_{n_c}$. With $S$ given by (3.1) one may use

$$
\hat{R} = \begin{pmatrix} 0 & I_{n_c} \end{pmatrix},
$$

and, letting

$$
A = \begin{pmatrix} A_{FF} & A_{FC} \\
A_{CF} & A_{CC} \end{pmatrix},
$$

straightforward computation show that (3.5) amounts to

$$
P = \begin{pmatrix} -A_{FF}^{-1} A_{FC} \\
I_{n_c} \end{pmatrix}.
$$

This is compatible with (2.40) but in most cases impractical since $A_{FF}^{-1}$ is in general a dense matrix.

Fortunately, it is not required to achieve exactly $S^T A P = 0$ to construct relevant $P$ in the SPD case, see, e.g., \cite{30}. From the theoretical point of view, what is needed is $\gamma < 1$, where

$$
\gamma^2 = \rho(A_S^{-1}(S^T A P) A_e^{-1}(P^T A S)).
$$

If $\gamma < 1$, one has indeed $\min_{\lambda \in \sigma(A_S^{-1} C_{S,P})} |\lambda| \geq 1 - \gamma^2$ and (3.4) gives, using also (3.3),

$$
|\mu_i| \leq \frac{c}{(1 - \gamma^2)(1 - \rho_S)}.
$$

In the SPD case, $\gamma$ is known as the Cauchy-Bunyakowski-Schwarz (C.B.S.) constant \cite{31,32,33} associated with the matrix

$$
\hat{A} = \begin{pmatrix} P^T \\
S^T \end{pmatrix} A \begin{pmatrix} P & S \end{pmatrix} = \begin{pmatrix} P^T A P & P^T A S \\
S^T A P & S^T A S \end{pmatrix}.
$$

(3.6)

This matrix may be seen as the system matrix $A$ expressed in the generalized hierarchical basis induced by $(P, S)$ \cite{34}. In this case, it is known that $\gamma < 1$, and $\gamma$ possesses some nice properties, showing that it measures in fact how well $\hat{A}$ is approximated by its block diagonal part

$$
D_{\hat{A}} = \begin{pmatrix} P^T A P \\
S^T A S \end{pmatrix}.
$$

The following theorem shows that some of these properties carry over to the nonsymmetric case.
Theorem 3.1 Let

\[ A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \]

be a \( n \times n \) matrix with nonsingular square diagonal blocks \( A_{11}, A_{22} \) of order \( n_1, n_2 \), respectively. Assume \( n_2 \leq n_1 \) and let \( \lambda_1, \ldots, \lambda_{n_2} \) be the eigenvalues of \( A_{22}^{-1}A_{21}A_{11}^{-1}A_{12} \).

Let \( \gamma = \max_{1 \leq i \leq n_2} |\lambda_i|^{1/2} \).

1. \( \gamma^2 = \rho(A_{22}^{-1}A_{21}A_{11}^{-1}A_{12}) = \rho(A_{11}^{-1}A_{12}A_{22}^{-1}A_{21}) \).

2. The eigenvalues of \( A_{22}^{-1}(A_{22} - A_{21}A_{11}^{-1}A_{12}) \) are \( 1 - \lambda_1, \ldots, 1 - \lambda_{n_2} \).

3. The eigenvalues of \( A_{11}^{-1}(A_{11} - A_{12}A_{22}^{-1}A_{21}) \) are \( 1 - \lambda_1, \ldots, 1 - \lambda_{n_2} \), plus \( n_1 - n_2 \) times the eigenvalue 1.

4. Letting

\[ D_A = \begin{pmatrix} A_{11} \\ A_{22} \end{pmatrix}, \]

the eigenvalues of \( D_A^{-1}A \) are \( 1 + \lambda_1^{1/2}, 1 - \lambda_1^{1/2}, \ldots, 1 + \lambda_{n_2}^{1/2}, 1 - \lambda_{n_2}^{1/2} \), plus \( n_1 - n_2 \) times the eigenvalue 1, and

\[ \rho(I - D_A^{-1}A) = \gamma. \]

Proof. Statements 1–3 are readily proved with the help of Lemma A.1. On the other hand, from

\[ \det \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix} = \det(B_{11}) \det(B_{22} - B_{21}B_{11}^{-1}B_{12}), \]

one finds

\[
\det(D_A^{-1}A - \lambda I) = \det \begin{pmatrix} (1 - \lambda)I_{n_1} & A_{11}^{-1}A_{12} \\ A_{22}^{-1}A_{21} & (1 - \lambda)I_{n_2} \end{pmatrix} \\
= \det((1 - \lambda)I_{n_1}) \det((1 - \lambda)I_{n_2} - (1 - \lambda)^{-1}A_{22}^{-1}A_{21}A_{11}^{-1}A_{12}) \\
= \det((1 - \lambda)I_{n_1}) \det((1 - \lambda)^{-1}I_{n_2}) \det((1 - \lambda)^2I_{n_2} - A_{22}^{-1}A_{21}A_{11}^{-1}A_{12}) \\
= (1 - \lambda)^{n_1 - n_2} \mathcal{P}((1 - \lambda)^2) ,
\]

where \( \mathcal{P}(\lambda) \) is the characteristic polynomial of \( A_{22}^{-1}A_{21}A_{11}^{-1}A_{12} \). The fourth statement straightforwardly follows. \( \blacksquare \)
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Appendix

Lemma A.1 Let \( F \) be a \( n \times m \) matrix and \( G \) a \( m \times n \) matrix. Let \( \mathcal{P}_{FG} \) and \( \mathcal{P}_{GF} \) be the characteristic polynomials of \( FG \) and \( GF \), respectively. There holds

\[
\mathcal{P}_{FG}(\lambda) = \lambda^{n-m} \mathcal{P}_{GF}(\lambda).
\]

Proof. Let

\[
B = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix} = \begin{pmatrix} x I_n & F \\ G & x I_m \end{pmatrix},
\]

where \( x \) is any nonzero number. From \( \det(B) = \det(B_{11}) \det(B_{22} - B_{21}B_{11}^{-1}B_{12}) \) one finds

\[
\det(B) = \det(x I_n) \det(x I_m - x^{-1}GF) = \det(x I_n) \det(x^{-1}I_m) \det(x^2I_m - GF) = x^{n-m} \mathcal{P}_{GF}(x^2).
\]

Similarly, from \( \det(B) = \det(B_{22}) \det(B_{11} - B_{12}B_{22}^{-1}B_{21}) \), one obtains

\[
\det(B) = \det(x I_m) \det(x I_n - x^{-1}FG) = x^{m-n} \mathcal{P}_{FG}(x^2).
\]

Comparing both expressions for \( \det(B) \) proves (A.1) for all positive \( \lambda \). Since \( \mathcal{P}_{FG} \) and \( \mathcal{P}_{GF} \) are polynomials of order \( n, m \), respectively, (A.1) then necessarily holds for any \( \lambda \).
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