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Abstract

New air interfaces are currently being developed to meehitie spectral efficiency requirements of the emerg-
ing wireless communication systems. Multi-carrier codégsibn multiple access (MC-CDMA) is seen as a promising
candidate for the fourth generation (4G) cellular commatidn systems because it can interestingly deal with the mul
tipath propagation at a low processing complexity. Besgiestral efficiency and power consumption, the production
cost of the transceiver should also be optimized. Directemsion radio frequency (RF) receivers are appealing be-
cause they avoid costly intermediate frequency (IF) filtelewever, they imply RF 1Q separation, introducing a phase
and amplitude mismatch between the | and Q branches. A comation system based on MC-CDMA is sensitive
to synchronization errors and front-end non-idealitiesdose it uses a long symbol duration. The goal of this paper
is to evaluate the impact of the carrier frequency offset@f;Ehe sampling clock offset (SCO) and the 1Q imbalance
on the MC-CDMA downlink system performance, consideringeeiver based on channel tracking designed to cope
with high mobility conditions. It is demonstrated that pafithe effects is compensated by the channel estimation and
an expression of the variance of the remaining symbol esttima&rror is provided. For the cellular system and the
target performance considered in this paper, specificatoa defined on the non-idealities. The results are vatidate

with bit error rate (BER) simulations.

. INTRODUCTION

Because of the limited frequency bandwidth, on the one hand the potential limited power
of terminal stations, on the other hand, spectral and poffieremcies of future communication
systems should be as high as possible. New air interfacebktodee developed to meet the new
requirements. Cellular systems of the third generation) @@ based on the recently emerged
direct-sequence code-division multiple access (DS-CDkeEhnique [1]. DS-CDMA offers a
potentially high system capacity and interesting netwaglabilities. For example, soft hand-over
can be supported between two cells making use of differesh¢sat the base stations. However,
the DS-CDMA system suffers from inter-symbol interfererft®l) and multi-user interference
(MUI) caused by multi-path propagation, leading to a higéslof performance. The orthogonal
frequency-division multiplexing (OFDM) modulation hasedpeselected for wireless local area
networks (WLANS) [2]. At the cost of the addition of a cyclieghix, the time dispersive channel

is seen in the frequency-domain as a set of parallel indepenitht sub-channels and can be
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2
equalized at a low complexity. Multi-carrier code-divisimultiple access (MC-CDMA) combines

DS-CDMA and OFDM by applying the CDMA spreading on top of theenel equalized in the
frequency domain, keeping the interesting orthogonalitthe CDMA spreading codes [3], [4],
[5]. Because it can deal with the multipath propagation avadomplexity, MC-CDMA is seen
as a promising air interface for the fourth generation (4élutar communication systems.

On the other hand, integrated direct-conversion analag-fads are now widely envisaged to
replace the classical super-heterodyne structure betlaggavoid costly intermediate frequency
(IF) filters [6]. Since the 1Q demodulation is directly perfoed in the analog domain (rather
than a first down-conversion to an intermediate frequendjpénanalog domain followed by an
IQ demodulation in the digital domain), the system suffeosf a phase and amplitude mismatch
between the | and Q branches. Futhermore, because the éltdramplifiers on the | and Q
branches are different, the transfer functions on the | atda@ches are also different. However,
IQ imbalance is mostly frequency-independent for the stvatidwidths considered in the actual
cellular systems. It has been recently shown that IQ imlzglaan be advantageously compensated
digitally [7].

Though MC-CDMA is robust against the interference causethbymultipath propagation, it
is sensitive to the system non-idealities that destroy ttigogonality between the carriers. Es-
pecially, the carrier frequency offset (CFO) and the sangptilock offset (SCO), caused by the
local oscillators at the transmitter and receiver, and @énbalance, caused by the use of direct-
conversion analog front-ends, are destructive. In orden&ible the communication in the presence
of CFO, SCO and IQ imbalance, the digital receiver is gehesatuctured in two steps. A rough
estimation of the non-idealities is performed based onrtesimission of a training sequence dur-
ing the acquisition step taking place in front of the trarssian of data. When data are transmitted,
the non-idealities are pre-compensated according to tiraasd values and the remaining error
is tracked based on pilots that are inserted into the daté#shan

A lot of work relates to the acquisition of CFO and IQ imbalendecause each of the two
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3
effects destroys the estimation of the other effect, CFOlghtnbalance need to be estimated

together. Papers [8] and [9] introduce two different estorgof the CFO in the presence of 1Q
imbalance. While the estimator proposed in [8] is iterativel relies on a specifically designed
pilot symbol in the frequency domain, the estimator propasd9] features a lower complexity
and is compatible to the time-domain periodic training e imposed by the IEEE 802.11a
WLAN standard. On the other hand, [10] proposes an estinshtbe IQ imbalance in the presence
of CFO. It exploits the fact that IQ imbalance destroys theastinness of the propagation channels
in the frequency domain. Interestingly, [11] proposes aegrated structure to compensate for the
CFO and for frequency-dependent IQ imbalance. Finally, lse propose an integrated structure
for joint CFO and 1Q imbalance compensation taking the véigtspecifications of the emerging
4G wireless systems into account [12].

When the CFO and IQ imbalance acquisition has been perfqrthednon-idealities can be
pre-compensated and data symbols can be transmitted. ldowe remaining errors after the
acquisition still cause a significant degradation of the RIBMA system performance. While
[13] evaluates analytically the impact of CFO on the perfance of a single-user MC-CDMA
system, [14] and [15] extend the study of [13] to a multi-usK2-CDMA system. Interestingly,
[16] demonstrates that the performance in the presence 6f @S CO strongly degrades for an
increasing number of carriers. Paper [16] studies alsoffeets of carrier phase jitter and timing
jitter on the system. Because the CFO and SCO cause a phaserrdinearly increasing with the
symbol index, the errors can be tracked based on the obgsT@dtthe rotation on pilot symbols.
An iterative method for tracking the CFO that maximizes tkelihood function is also proposed
in [17]. Even if the impact of IQ imbalance on OFDM systems &lasady been investigated [10],
the sensitivity of MC-CDMA systems to this effect is not yaidied.

In the present paper, the joint impact of CFO, SCO and IQ iarixzé on the MC-CDMA down-
link of a mobile communication system is assessed. Becésehiannels are time-varying, they

need to be tracked for possible compensation [18], [19]s We@monstrated that part of the er-
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4
rors can be assimilated to the channel so that the chanmakgisin tracking system compensates

partially for these effects.

The paper is organized as follows. Section Il gives an oeanaf the system. In Section lll,
an equivalent matrix model of the CFO, SCO and 1Q imbalandberfrequency domain is built.
Based on the model, the error caused by the non-idealitibe atutput of a single-user detector is
computed in Section IV. Because the considered detectesmh the tracking of the time-varying
propagation channels, the impact of a channel estimatiam en the detection performance is
also evaluated. Finally, the channel estimation error mpmated for the different non-idealities
in Section V. The impact of the different non-idealities twe integrated system performance is
evaluated numerically in Section VI.

In the sequel, the operaterdenotes the convolution between two signals( Ez)) is the ex-
pectation of the functiorf(x) over the random variable. We use single- and double-underlined
letters for the vectors and matrices respectively. Mag\i/,xis the identity matrix of sizeV and
matrix0, . is a matrix of zeros of siz&/ x N. The operators.)", ()T and(.)* denote respec-
tively the complex conjugate, transpose and hermitiarsfrage of a vector or a matrix. The trace

of matrix M is denoted by t{g]. The operator is the Kronecker product between two vectors

or matrices.

[I. SYSTEM OVERVIEW

The system under consideration is illustrated in Figure tlthA base station, the different user
symbol streams are spread with the CDMA codes and interteaver the carriers. Frames of
symbol blocks are formed, in which pilot blocks are insemegularly. The frequency domain
signal is transformed to the time domain by the use of an se/&ourier transform (IFFT). An
analog transmitter front-end is used at the base statioerid the signals over the propagation
channel. At the mobile terminak (m = 1,..., M), the signal is received through the receiver
analog front-end. Because the mobile terminals are gdypdrailt at a lower cost than the base

station, the non-idealities coming from the mobile terrhim@alog front-end are prevailing over
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5
the ones coming from the base station. It is assumed that tiderterminal front-end suffers

from 1Q imbalance. Furthermore, because one base statimmoaaicates simultaneously with
multiple terminals, the crystal frequency of the base atats assumed to be the reference. The
crystal at the mobile terminal generates CFO and SCO. Thelsagrtime instant, CFO and 1Q
imbalance are generally acquired and pre-compensatedebisi® detection of the symbols. An
error is committed on the acquisition of all the effects. Tin@act of the remaining error on the
MC-CDMA reception performance is studied. After going baskhe frequency domain by the
use of a fast Fourier transform (FFT), the received pilot lsgi® are separated from the received
data symbols. The time-varying propagation channel isnegéd based on each pilot symbol and
time-interpolated between the pilot symbols. The user ®jsdire detected after inversion of the

channel at each time instant, deinterleaving and CDMA dssping.

[1l. M ODEL OF THE NONIDEALITIES IN THE FREQUENCY DOMAIN

The purpose of this section is to build an equivalent modéhefCFO, SCO and IQ imbalance
in the frequency domain. Figure 2 illustrates a simplifieddel®f the non-idealities.

Each symbolX (¢) in the vector of symbol&, defined ast = [X(—Q/2)---X(Q/2 —1)]",
is transmitted on the carrier frequengyby applying an IFFT on X The symbol block dura-
tion is equal toQT, where( is the number of carriers aril is the duration of one symbol.
Assuming that the vector of symbols is sent periodicallyi¢ihhs performed in practice by the
addition of a cyclic prefix at the transmitter and by the real@f the corresponding samples at
the receiver), the IFFT is equivalent to multiplyidg(q) by p,(t) = % eI2mat/QT gnd to sum-
ming the contributions on the different carriers. The basebsignal is up-converted to the carrier
frequencyw,, after low-pass filtering by)r(¢) in order to remove the out-of-band components.
The resulting signakzx(t) is transmitted through a frequency selective charngl(¢). Addi-
tive white Gaussian noise (AWGN)xr(t), of one-sided power spectral density equalMg is
added in the first amplifier stages of the receiver front-ehlde radio frequency (RF) received

signalrgr(t) is finally down-converted to the baseband domain for compfgeration, low-pass
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6
filtered in order to avoid aliasing and sampled before goiackiio the frequency domain by the

use of an FFT, corresponding to the multiplication of theeneed vector of samples by a matrix
F = [%e‘jm/‘?] . The received vector is composed of the signals receivedeon t
different carrier frequencies, as defineddn= [Z(—Q/2)--- Z(Q/2 — 1)]". Due to the fact that
the local oscillator at the receive terminal is differemtrir the one at the transmit base-station, the
down-conversion to the baseband domain is operated witlasepbhiftp, and with a frequency
shift Aw (CFO), and the received signal is sampled with an initialgettg different from0 and
with a period7” slightly different from the one at the transmittéf 7" = 7'(1 + §) (SCO). On
the other hand, 1Q imbalance caused by the use of differemiets on the | and Q branches,

is modeled by a difference in amplitudeand phase\¢ between the two branches, and by the

different low-pass filters),(t) andy%(t) on the two branches.

A. Impact of the receive front-end

If r(¢) :=r.(t)—jr;(t) is the baseband representation of the RF received sigpél), we have

that

rre(t) = r.(t) cos(wot) + 7(t) sin(wpt) . (1)

Taking the CFO and IQ imbalance into account, the basebamgpaoent of the signal on the |

branch after multiplication by the cosine is
yr(t) = 1:(t) (1 + €) cos(Ap + Awt + ¢g) — 7i(t) (1 + €) sin(A¢ + Awt + ¢p) (2)
and the baseband component of the signal on the Q branchrafteplication by the sine is
yi(t) = —re(t) (1 =€) sin(A¢ — Awt — ¢o) + 7i(t) (1 —€) cos(Ap — Awt — ). (3)

We are not interested in the high frequency componentstiegdtom the multiplication with the
cosine and sine because they will be later filtered out bydtedass filtera)’ (t) andwg(t). By
definingy(t) := y,(t) — jy:(t), we get that

y(t) = ae I BGHR) p(p) G el (Awto) px () (4)

November 21, 2005 DRAFT



in which

a = cos(A¢) — jesin(Ag) (5)

B = ecos(A¢)+ jsin(Ag). (6)
The parametera andj express the impact of the 1Q imbalance on the received s{gnal 1 and
G = 0 when the two paths are exactly the same). The CFO leads tgjaeiney shift of the two
components of the baseband received signal, as shown in (4).

If the 1Q imbalance is frequency-independent, the low-fi¢tes is identical on the two |1 and Q

branches so thatg(t) := ¥k (t) = ¥%(t). We obtain

2(t) = y@)xvr() (7)

= a e TBYHO) (1) w (1)) 4 B BN (1 () () )T . (8)
The model is extended to the special case of frequency-depeiQ imbalance in Appendix I.

B. Frequency domain transmission

Because the transmitted signal at the output of the IFFTviEsgby

LR .
x(t) = o) > X(g)der, 9)
=—Q/2
based on (8), we have that
Q/2-1
2(t) = Z X(q Jzé%te J(Awt+o)
=—Q/2
Q/2-1 o
Fogg > X G et () (10)
=—Q/2

in which G(q) is the composite impulse responge) := 7 (t) x h(t) x Yr(t) /2%t at the carrier
frequencyg (h(t) denotes the baseband represention of the RF channét)), andw’(t) is the
noise at the output of the received front-end, givembyt) := o e 7 (A«t@0) (1 (1) x1hg(t)e?2t) +

B eAwtto0) ((t)xpg(t)e? ) (w(t) denotes the baseband represention of the RF ngigét)).
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After sampling, we get

zs(n) == z(t = nT(1+9) + o) (11)
1 Q/2-1 -
— ﬁ Z X(q) G(q) oI (Go+Awto) ,J Z2q (gt —AwT)(1+0)n
=—Q/2
;9 .
+ 8 — G* j (¢o+Awto) ,—J QTq —i(G AT+ w'(n (12)
70 Y. X(@)G(q)¢ (n)

=—Q/2
wherew!(n) = w'(t = nT(1 + ) + tg). Assuming that the filter)(¢) is a perfect low-pass
filter of bandwidth1/7”, the noise samples are independent and of variance equg|(tp =

2No/T'(1 + €2) ~ 2Ny /T".

C. Frequency domain reception

At the output of the FFT, the signal on each carfi¢p = —Q/2,...,Q/2 — 1) is

Q/2-1
1 2mnp
Zp)=—= > zme’ @ (13)
V@,
Q/2-1 Q/2-1
=a Y X(@G@n@ypa + 8 > X(9)G (@%@ v (—p.q) + W(p)
=—Q/2 =Q/2
(14)
in which~,(q) andv(p, ¢) are given by
AwQT AwQTEH
ryo(q) e €_j (Po+Awtp) 'ej QS;QQ '6—]'(%1(5—%—AWQT6) 1 sin (7'('(]5 2 ) (15)
RN E IR VT
r(q—p 1
Wp.q) = (~1)@P TG — (16)
COS(W(qQ_p)) + (tan(%ﬁ _ % _ Ao;T(S)) Sin(w(qQ_p))
andW'(p) := fof 02 Wh(n) ¢ 73" is the noise in the frequency domain. Equality (14)

has been obtained by noting tH@;ff:‘g 2" = (1—29)/(1 —2). If § << 1 (which is always the

case with a realistic front-end) andib << AwT (which is often the case with a realistic front-
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9
end and realistic acquisition algorithms)(q) and~(p, ¢) can be interestingly approximated by

. . AwQT
Yo(q) =~ e_j(¢°+A“t°_%M)éjg_ﬁq'smiwcﬁf ) (7)
2
- m(q—p)
(—1)lePe™ "o
v(p,q) =~ —— - — . (18)
cos( (qu)) _ (%)—1 sin ( (qu))
Equality (14) can be expressed in the following matriciad@lo
_ ok * * * !/
Z=ayAA X+ BYVAAN X+ W (19)
where the matrixy is equal toy := [y(p, Q)]M:o...Q—l and the matrixy is a flipped version

of v (the rows corresponding to = —Q/2 + 1,---,Q/2 — 1 are flipped). The matriceg0
andéG are diagonal. Matrix/:\O contains the elementg(¢q) on its diagonal. MatrixéG con-
tains the channel coefficients(g) on its diagonal. The noise vectd¥” is equal tolV’ :=
W'(=Q/2)--- W'(Q/2—-1)]".

CFO causes a common rotation as well an amplitude variatiail@arriers (see the impact of
oo andAw in (17)). SCO causes a rotation proportional to the carnigniper (see the impact of
to in (17)). Mainly CFO creates inter-carrier interferencglfl(see (18)). IQ imbalance adds an
image of the transmitted vector (complex conjugated angéiip) that interferes with the desired

signal (see (19)).

IV. IMPACT OF THE NON-IDEALITIES ON THE MC-CDMA RECEPTION

The MC-CDMA downlink communication system is illustratedrigure 3. Each usen sends
a vector of complex symbokg” of sizeB (m = 1,--- , M). The symbols are assumed to be inde-
pendent and of variance’. As we have indicated in the introduction, MC-CDMA first pmrhs
classical DS-CDMA symbol spreading, followed by OFDM matidn, such that the information
symbols are spread across thealifferent subcarriers. Witl) = BN and N the spreading code
length, the) x B spreading matrixg™ := a™ ® [ ,, in whicha™ := [a™[0] ... a™[N — 1" is the
m-th user’s code vector, spreads each symbol on equally dgacgers.

At the mobile receivern, a single-user detector is assumed. The channel is invieased on
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its estimated valué . The user signal is recovered after CDMA despreading. Basdd9), the

estimated vector of symbols is

Am m Nt ~k A K A K * /
5" = (@A, [y A A 05 + BT SN0 + W]
in which
T
S — |: (§1)T (SM)T:|
0 = |g o]

(21)

(22)

When the channel is estimated, part of the non-idealitiestisnated together with the channel.

Based on (19), itis clear that the parameteand the matrix/:\0 can be assimilated to the channel

matrix A Since front-end non-idealities and additive noise péedte the channel estimation

process, an error matri/;(e is committed on the estimate. We have that

AG:OéAA +ée.

=0 =G

By making a first order approximation, we further have that

—1
(éo éG) a2 (:0 2a/ =

- 1
At = =
G «

By defining the matrices

X = (éo éc;)_l J (éo éG)

Y= (B4 (A

:z’q

the average mean square error (MSE) is equal to
1 m my\ [am m\H
= E tr |:ES7’U),€ ((S -3 ) (§ -5 ) )]

—2 —~2 —2 —2
Ons + Uoffs + Uz’q + Oce

12
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(23)

(24)

(25)

(26)

(27)

(28)
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11
in which

_ 0'3) m -1 m
o= T @7 (14,007 8,8,) 7] (29)
2
_ < m m
P, = Fr @) (108" X" — 2R + 1) 7] (30)
iq B la = Sig== Z4¢ ) =
2
_ (o) H — m(am -
O = Bla|? u [Q éH(éoéG) = (éf@ (@ )Hée) (éoéc) ZQ] ' (32)

The terms (29), (30), (31) and (32) denote respectively thdributions of the additive noise,
frequency offsets, IQ imbalance and channel estimatiorm M8E terms coming jointly from IQ
imbalance/noise and channel estimation have been negjlsictee they are of the second order.
Note that the contributions of the non-diagonal termg @fi 52, and of the flipped version Q_fiq
in 6§q are also of the second order. The mathematical derivateading to (29), (30), (31) and
(32) can be found in Appendix II.

The last MSE term (32) depends on the second order statidtibe channel estimation error.

In the next section, the channel estimation error autoetation matrix is computed by taking the

CFO, SCO and IQ imbalance into account.

V. IMPACT OF THE NONIDEALITIES ON THE CHANNEL ESTIMATION

In Figure 4, the channel estimator proposed in [20] is regoresd. It is based on the transmission
of one OFDM binary pilot symbak , of sizeQ at the base station and on the maximum-likelihood
(ML) estimation of the time domain channel impulse respatgbe mobile terminal (note that it
is possible to restrict the pilot symbol to a limited set afriEs).

At the receiver, part of the front-end non-idealities israated together with the channel. Espe-
cially the IQ coefficientx and the frequency offset coefficientg q) are assimilated to the channel

coefficientsG(q). In the frequency domain, the estimated composite chaanel i
Gy = aA G (33)

inwhichG := [G(-Q/2)---G(Q/2 - 1)]".
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12
Under the assumption that the channel is of finite odésmaller than or equal to the cyclic

prefix length), it is more efficient to estimate the channehiatime domain f coefficients need
to be estimated) than in the frequency doméicpefficients need to be estimated). By doing so,
the correlation of the channel coefficients in the frequeadayain is exploited. The channel in the

frequency domain is the non-normalized FFT of the channtiertime domain, as expressed in

Q():

||~

9o (34)

whereg0 is the channefz,, in the time domain an@ is a matrix of siz&) x L composed of thé
first columns of the square matriX@ - F of sizeQ.

The ML channel estimator first performs an initial frequemomain channel estimate by in-
verting the pilot coefficients (multiplication of the reeed vectorZ by the diagonal matrix:\p
composed of the pilot coefficients,)), and then transforms the initial estimate to the time do-
main estimatey (multiplication of the result by the matriEH) [20]. Finally, the estimate in the
frequency domaitd is obtained by multiplying the result by.

Based on (19), the estimated channel is

AN 1 - —~H \H T 6 ~x A x TR % /
G = GEE"AY |98 Py, + 25 A F g+ W) (35)
By defining the matrices
o H
A ép lép (36)
. ANH zx A%
:ceﬂ'q T ép l éﬁ”’ (37)
the channel estimate error auto-correlation matrix is
R, = Ey((G—Go) (G- Go)") (38)
- ﬁce,ns + ﬁcepffs + ﬁceﬂ'q (39)
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in which

01211 = =H
—ce,ns - agi (40)
L - —m = =H = =H
ﬁce,offs - @Ei (éce o £ )£ ’ Eg <20 g(?) ) £ (éce B £ >H££ (41)
R =— §2FFHX FE (g*gT>-FTXH PP (42)
=—ce,iq Q2 o = :ce,iq: 9 \JoZo f— :ce,iq:: .

The terms (40), (41) and (42) denote respectively the dastions of the additive noise, frequency
offsets and 1Q imbalance. Itis assumed that the channebtapadependent and with complex co-
efficients of the same variance (the real and imaginary padach tap have an identical variance).
The mathematical derivations leading to (40), (41) and ¢&2)be found in Appendix Il1.

In the absence of non-idealities, the average estimatronweariance is equal to/ @ tr [@CMS] =
02 L/Q. Thanks to the fact that the channels have been estimatee fimte domain, an interesting

decrease of the error variance by a fadigt) is observed.

VI. NUMERICAL RESULTS

A. System under consideration

We consider a mobile cellular system, which operates in &homu sub-urban macro-cell prop-
agation environment. The channel model is largely inspgnmath the 3GPP TR25.996 geometrical
spatial channel model [21]. The radius of the cell is equalke. The mobile terminals are mov-
ing at a speed ranging frofn(static) to120 km/h (highly mobile). The system operates at a carrier
frequency of2 GHz, with a system bandwidth 6fMHz. The performance (MSE or bit error rate
(BER)) is averaged ove00 stochastic channel realizations. The performance ismigted as a
function of the transmit power at the base station, or, eajeitly, as a function of the received
symbol energy averaged over the channel realizations.

The user signals are spread by periodic Walsh-Hadamard éodgpreading, which are overlaid
with an aperiodic Gold code for scrambling. A spreadingdaetgual to3 has been chosen. The
system is fully loaded, so th&tusers are active . QPSK, 16QAM, or 64QAM constellation is

used with() = 128 sub-channels, and a CP lengthlof= 32. Both at the transmitter and at the
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receiver, the signal is shaped by a half-root Nyquist filidre roll-off factor is equal t®.2. The

channel is estimated evebysymbol blocks based on a full pilot symbol block and is intdaped
between two estimates. The pilot symbol is a truncated pseode sequence. Because CFO and
SCO mainly cause a rotation on the different carriers, tharpoterpolation has been selected. No

channel coding has been applied in order to not hide theteféé¢he front-end.

B. Specifications on CFO, SCO and IQ imbalance

Our goal is to define specifications on the CFO, SCO and IQ iamu& based on the analytical
expressions of the MSE (30), (31), (41) and (42). The actijpiisalgorithms need to be designed
to meet the CFO and IQ imbalance specifications. The crystallator needs to respect the SCO
specification. As an example, we target an average sigrabige ratio (SNR) flooring &5 dB
due to the CFO/SCO and IQ imbalance separateydB if the effects are combined). This is
clearly sufficient to support QPSK and 16QAM, but certaindy to support 64QAM (see the BER
curves of the AWGN channel illustrated in Figure 9 for eachatellation).

The impact of CFO on the MSE is presented in Figure 5 for difievalues of the SCO. The
CFO ranges up ta0 kHz (this corresponds to the performance of extremely ba® @Equisi-
tion algorithms) and the SCO ranges uplt® ppm (this corresponds to poorly designed crystal
oscillators). The solid curves represent the impact of (& on the single-user detector (term
(30)) and the dashed curves represent the impact of chastimab¢ion errors due to CFO/SCO on
the single-user detector (term (41) inserted in (32)). Bofitst order of approximation, the other
MSE terms are independent on the CFO/SCO. The MSE incraasesly with the CFO and SCO
values. The impact of CFO and SCO on single-user detectioreisiling over the one of channel
estimation errors due to CFO and SCO. To achivelB average SNR, the SCO is not critical.
On the other hand, the CFO should be limited kHz.

On the other hand, the impact of IQ imbalance on the MSE is ashinoWrigure 6. Because the
bandwidth of the system is small, we consider that the 1Q larx® is frequency-independent.

As an upper-bound on the range, we select an 1Q amplitude ati$nof10% and an 1Q phase
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mismatch of10% of 27 (this corresponds to the specifications of a poorly designeirature

frequency down-converter in the absence of IQ imbalancaisitipn). The solid curves represent
the impact of IQ imbalance on the single-user detector ({81)) and the dashed curves represent
the impact of channel estimation errors due to 1Q imbalamcthe single-user detector (term (42)
inserted in (32)). To the first order of approximation, thieestMSE terms are independent on the
IQ imbalance. The MSE increases rapidly with the IQ imbates@that IQ can become dominant
over the other effects. Again, the impact of IQ imbalance ioglse-user detection is prevailing
over the one of channel estimation errors due to 1Q imbalahzachieve25 dB average SNR, the
IQ amplitude mismatch should be limited2&% and the IQ phase mismatch should be limited to
1°.

Finally the output SNR is illustrated in Figure 7 as a funetaf the ratioE /N, (Fs denotes
the average received symbol energy aviddenotes the noise one-sided power spectral density).
The non-idealities are settled at their specification valu&Hz CFO, 100 ppm SCO,2.5% IQ
amplitude mismatch antf 1Q phase mismatch. The solid curves represent the impaciditie
noise, CFO/SCO and IQ imbalance on the performance of tlggesirser detector (terms (29),
(30) and (31)). The dashed curves represent the impact afttienel estimation errors due to
additive noise, CFO/SCO and IQ imbalance on the performahttee single-user detector (terms
(40), (41) and (42) inserted in the term (32)). While at lowues of £/ N,, the noise is dominant
over the CFO, SCO and IQ imbalance, the SNR floor82atlB for high values ofE;/Ny. As

foreseen, the average SNR floor@adB due to CFO/SCO and IQ imbalance independently.

C. Final performance

The goal of the present sub-section is to validate the appréa@lowed to define the system
specifications with BER curves.

Figure 8 illustrates the performance of a static systemgusib6QAM constellation. Each non-
ideality is activated separately at its specification valber a matter of comparison, the degra-

dation due to phase noise (PN) is also illustrated. Typiallas of the PN power and bandwidth
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have been selected. The power is equal2alBc and the bandwidth is equal 200 kHz [22]. In

the presence of all non-idealities, the BER floor3.ab—*. I1Q imbalance has a stronger effect than
CFO/SCO. The impact of PN is negligible with respect to the ohCFO/SCO and IQ imbalance.

Figure 9 illustrates the performance of a static systemdcheyossible constellation. The per-
formance of the ideal system (dashed curves) is compardtetpdrformance of the system in
the presence of the non-idealities (solid curves). All migelities are activated at their specifica-
tions. As foreseen, QPSK and 16QAM can be supported whileA®A®Guffers from a too high
degradation (considering that a BER higher than® is not sufficient).

Figure 10 illustrates the performance of a mobile systemgigaiQPSK constellation. The per-
formance of a static system is compared to the performaneesyktem in which the terminal
moves at a pedestrian spead km/h), at a low vehicular speed( km/h) and at a high vehicular
speed (20 km/h). Both the performance of the ideal system (dashedesiiand the performance
of the system in the presence of the non-idealities (soligtes) degrade significantly for an in-
creasing speed. However, it is shown that a system emplay@®BSK constellation can reach an

acceptable BER equal tb10~* at high vehicular speeds.

VIlI. CONCLUSION

In this paper, the impact of synchronization errors (CFOQ¥$&nd of front-end non-idealities
(IQ imbalance) on the reception of a MC-CDMA downlink sighak been studied. A single-user
detector, that successively inverts the propagation alanrhe frequency domain and correlates
the resulting estimated chip sequence with the terminal @zide, has been assumed. Because
mobile environments are targeted, we have assumed thahtbevarying channels are estimated
regularly using the ML channel estimation scheme basedlohgimbols, and time-interpolated
between the pilots. It has been demonstrated that the trgqaki the channel compensates for
part of the non-idealities, and an analytical expressiothefremaining symbol estimation error
variance has been derived. The impact of the channel egtimatrors on the final performance

is negligible with respect to the one of the noise and of the-idealities. The SNR at the output
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of the resulting receiver decreases linearly with the CF® &60. For the cellular system and

the target performance under consideration, the SCO iggilagl with respect to the CFO. On the
other hand, the performance of the system degrades verwiidisthe 1Q imbalance, which can

become rapidly the limiting factor.

APPENDIX |: MODEL OF THE FREQUENCYDEPENDENTIQ IMBALANCE

The goal of this appendix is to extend the frequency domaidehof the non-idealities to
frequency-dependent IQ imbalance. In case of frequenpgsdent IQ imbalance, the low-pass
filters on the | and Q branches are different. The signél) in (2) filtered out by the low-pass

filter ¢4 (t) is given by

2. (t) = (1+¢€) (cos(Agp) + jsin(Ag)) (zpé(t) % ¢l (Awitdo) r*(t))

+

N~ N~

(14€) (cos(Ag) — jsin(Ag)) (Pp(t) x eI ET00) (1)) (43)

and the signad;(t) in (3) filtered out by the low-pass fiIt@vg(t) is given by

(1= €) (cos(A) + jsin(Ag)) (¥() x 7@t n(t))
(1= ) (cos(Ad) - jsin(Ag)) (F(6) S22 (0) . (44)

By definingz(t) := z,.(t) — jzi(t), we get that

z(t) — o J(Awltgo) (r(t)*(a¢R(t)€jAwt + /B*ER(t)ejAwt))

L pi(Bwtten) ( () % (B g (t)e?2 + OzER(t)ejA‘Ut))* (45)

in which« and(3, defined in (5) and (6), denote the 1Q imbalance generateldélptal oscillator,

and

Ur(t) = (UR(H) + ¥R (1))/2
er(t) = (Vp(t) = vR(t)/2 (46)
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denote the average low-pass filter and the impulse resposseatch respectively. The final model

(19) can be easily adapted to

Z=qAA

OZG,QX + i é

* * * /
AT X4 W (47)

in which éG,a is a diagonal matrix containing the composite impulse raspg(t) := ¥r(t) *
h(t) x (app(t)e?™t + B*er(t)e’!) in the frequency domain on its diagonal, ang _ is a
diagonal matrix containing the composite impulse respgige= 7 (t)xh(t)x (3 g (t)e? 2t +
aegr(t)e?®#) in the frequency domain on its diagonal. The symbol MSE aadtannel estimation
MSE can be computed based on the model (47), leading to (2Bf3%®) in which the products

aéG andg é*G are replaced bgG,a andé*w.

APPENDIX II: DERIVATION OF SYMBOL ESTIMATION MSE

The goal of this appendix is to derive the expressions (28), (31) and (32).
Starting from the expression of the symbol estimate (2@j,ratying on the definitions (25) and

(26), the symbol estimation error is given by

- = @) (x - L) s - @) (8,0,) A xbs
+ g(‘gm)hrézqggF B %(gm)H <é0éG>_l A Xiqgﬁ*
b (8,4,) W - @M (8,A,) A, (A8,) W8

obtained by noting that™ = (§™)" 0 s.

The average MSE (27) is defined as the trace of the auto-atiaelof the symbol estimation
error (48) divided by the number of symbols. It can be easiiyputed based on two facts:
« By making an approximation of the second order, the termsd46ain (48) can be neglected at
high SNRs (they are generated by both the IQ imbalance/aoide¢he channel estimation error).
« The cross-correlation between two different terms in (48lways equal to zero (remark that
Eswe(ss) =0 and that the mean of the symbol or noise or channel estimatiaor

=BMxBM

independently is equal to zero).
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The noise term (29) is the auto-correlation of the term 5 B).(4rhe CFO/SCO term (30) is the

auto-correlation of the term 1 in (48) (note also td:?@f’ 0™ = §™). The IQ imbalance term (31) is
the auto-correlation of the term 3 in (48). The channel ediom term (32) is the auto-correlation

of the term 2 in (48).

APPENDIX IIl: D ERIVATION OF CHANNEL ESTIMATION ERROR AUTGCORRELATION

The goal of this appendix is to derive the expressions (4Q), &nd (42).
Starting from the expression of the channel estimate (3&)relying on the definitions (36) and

(37), the channel estimation error is given by

1

x 2]

— 7H —
EE" (x, —1,)Eg, +

—ce

— - ATW'. (49
Q Kce ig— =0 — ( )

We are interested in the channel estimation error auteeladion (38). If the channel taps are
independent, of zero-mean and with complex coefficiente@stame variance (the real and imag-
inary parts of each tap have an identical variance), thesecogelation between two different
terms in (49) is always equal to zero (remark th@LE{go Qo) = ngL). The noise term (40) is
the auto-correlation of the term 3 in (49). The CFO/SCO tetf) (s the auto-correlation of the

term 1in (49). The IQ imbalance term (42) is the auto-cotieteof the term 2 in (49).
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Fig. 1. Overall system model (dashed blocks are not corsidarthis study).
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solid lines: system in the presence of non-idealities).

November 21, 2005 DRAFT



30

—6— static

—+— 10km/h
—&— 60km/h
—*— 120km/h | ]

BER

0 5 10 15 20 25 30 35 40 45
E/N, [dB]
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