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Abstract

We consider the problem of detecting unobserved heterogeneity, that is, the problem of testing the absence of random individual effects in a $n \times T$ panel. We establish a local asymptotic normality property (with respect to intercept, regression coefficient, scale parameter $\sigma^2$, and the parameter of interest $\sigma^2_u$, for fixed density $f_1$), when $n$ tend to infinity and $T$ is fixed. This result allows for developing asymptotically optimal parametric procedures for $\sigma_u^2$ under specified densities $f_1$. The pseudo-Gaussian tests (optimal under Gaussian densities but valid under non-Gaussian ones) are investigated. Rank-based versions of the optimal parametric procedures are also provided. These tests are locally asymptotically optimal at correctly specified innovation densities. The limiting distribution of our test statistics is obtained both under the null and under sequences of contiguous alternatives. A local asymptotic linearity property is established in order to control for the effect of substituting estimated values for nuisance parameters. The asymptotic relative efficiencies of the proposed procedures with respect to the corresponding pseudo-Gaussian parametric tests are derived, and small-sample performances are investigated via a Monte-Carlo study.
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1 Introduction.

1.1 Testing for random effects in panel data.

Panel data consist of a series of $T$ observations made through time over a number $n$ of cross-sectional items or experimental units. By combining cross-sectional and time-series features,
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panel data methods are able to identify and estimate effects that are not detectable via pure cross-sectional or time-series methods, while controlling for individual heterogeneity and taking into account dynamics; see Baltagi (2005) for background reading. Throughout, we consider the model

\[ Y_{it} = \mu + \beta' x_{it} + \nu_{it} \quad i = 1, \ldots, n, \quad t = 1, \ldots, T, \]  

(1.1)

with \( i \) denoting individuals or experimental units and \( t \) denoting time; \( Y_{it} \) is the observed response for individual \( i \) at time \( t \), \( x_{it} \) is a vector of \( K \) nonstochastic exogenous regressors, and \( (\mu, \beta')' \) is a \((K + 1) \times 1\) unknown regression parameter. We will assume that the disturbances \( \nu_{it} \) follow a one-way error component model

\[ \nu_{it} = u_i + \varepsilon_{it}, \]  

(1.2)

where \( u_i \) denotes unobserved individual-specific random effect and \( \varepsilon_{it} \) is the error term. We assume that the \( u_i \)'s are i.i.d. \((0, \sigma_u^2)\), that the \( \varepsilon_{it} \)'s are i.i.d. \((0, \sigma^2)\), and that \( u_i \) and \( \varepsilon_{jt} \) are mutually independent for all \( i, j, \) and \( t \). Note that the individual effects \( u_i \) are constant over time, and account for autocorrelation among the data, with \( \text{corr}(\nu_{it}, \nu_{is}) = \sigma_u^2 / (\sigma_u^2 + \sigma^2) \) for \( t \neq s \). This random effect model is closer to repeated measurement than to time series models, where \( t \) denotes time, and account for autocorrelation among the data, with \( \text{corr}(\nu_{it}, \nu_{ts}) = \sigma_u^2 / (\sigma_u^2 + \sigma^2) \) for \( t \neq s \). This random effect model is closer to repeated measurement than to time series models, as \( \text{corr}(\nu_{it}, \nu_{is}) \) remains the same irrespective of the time lag \( t - s \): for given \( i \), the \( \nu_{it} \)'s thus are not mixing nor weakly dependent in any sense. Moreover, this autocorrelation is the same for all individuals.

Failing to take that autocorrelation structure into account when estimating the model, e.g. by ordinary least squares (OLS), may lead to seriously biased estimators and invalid testing procedures (Scott and Holt 1982; Moulton 1986). Therefore, it is important to be able to perform a preliminary test of the hypothesis that the variance component \( \sigma_u^2 \) for individual effect is zero, that is, \( \mathcal{H}_0 : \sigma_u^2 = 0 \), versus the alternative \( \mathcal{H}_1 : \sigma_u^2 > 0 \).

A popular method for deriving locally optimal tests is the Lagrange Multiplier method based on Gaussian likelihoods. That approach has been considered by Breusch and Pagan (1980), who propose a test of \( \mathcal{H}_0 \) based on the (“two-sided”) Lagrange Multiplier test statistic,

\[ T_{\text{Breusch-Pagan}}^{(n,T)} := \frac{nT}{2(T-1)} \left[ \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{t \neq t=1}^{T} \tilde{\nu}_{it} \tilde{\nu}_{it} / \sum_{i=1}^{n} \sum_{t=1}^{T} \tilde{\nu}_{it}^2 \right]^2, \]

where \( \tilde{\nu}_{it} \) denotes the OLS residuals obtained under \( \mathcal{H}_0 \). This statistic is asymptotically \( \chi^2_1 \) (as both \( n \to \infty \) and \( T \to \infty \)) under \( \mathcal{H}_0 \), and is easy to compute, as it only requires OLS residuals. Honda (1985) and King and Evans (1986) observed that a “one-sided” Lagrange Multiplier test, based on the asymptotically standard normal distribution of

\[ T_{\text{Honda}}^{(n,T)} := \sqrt{\frac{nT}{2(T-1)}} \left[ \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} \tilde{\nu}_{it} \tilde{\nu}_{it} / \sum_{i=1}^{n} \sum_{t=1}^{T} \tilde{\nu}_{it}^2 \right], \]

is sizeably more powerful in this inherently one-sided problem. Honda (1985) also established the robustness to nonnormal errors of the asymptotic normality (as \( n \to \infty \) and \( T \to \infty \)) of \( T_{\text{Honda}}^{(n,T)} \); unfortunately, as shown by Moulton and Randolph (1989), the finite-sample performance of tests based on that normal approximation can be pretty poor, even in fairly large samples. This occurs if either there are many regressors or the regressors are highly correlated within groups. They suggest an alternative standardized Lagrange Multiplier statistic, whose asymptotic critical values are generally much closer to the exact critical values than those of the original one. An
alternative derivation of the Breusch and Pagan statistic has been obtained by Chesher (1984). Lagrange multiplier tests also have been derived by Hamerle (1990), Orme (1993), Jacqumin-Gadda and Commenges (1995), and Lin (1997) for generalized linear model versions of (1.1).

Small $T$ values, however, are the rule rather than the exception in this context. In a fixed-$T$ setup, Wooldridge (2002) recently proposed the test statistic

$$T_{\text{Wooldridge}}^{(n)} := \left( \sum_{i=1}^{n} \sum_{t=2}^{T} \sum_{l=1}^{t-1} \tilde{\nu}_{it} \tilde{\nu}_{il} \right) / \left[ \sum_{i=1}^{n} \left( \sum_{t=2}^{T} \sum_{l=1}^{t-1} \tilde{\nu}_{it} \tilde{\nu}_{il} \right)^2 \right]^{1/2},$$

which is asymptotically standard normal (as $n \to \infty$ under fixed $T$). As pointed out by Wooldridge (2002, p. 265) himself, that statistic can be interpreted as a test statistic for the problem of detecting serial correlation among the $\nu_{it}$’s.

While none of the previous tests require specifying the distribution of random effects, they still are of a parametric nature, and require finite moments of order two. One way of avoiding such assumptions consists in basing the tests on statistics that are measurable with respect to invariant or distribution-free quantities such as ranks. The main objective of this paper is to construct, for the problem of testing the null hypothesis $H_0$ of no random effects, rank-based tests which are asymptotically (as $n \to \infty$, under fixed $T$) distribution-free and hence remain (asymptotically) valid under extremely mild assumptions—in particular, in the absence of any moment assumptions—while retaining optimality (in the Le Cam sense) at correctly specified densities.

For instance, the normal-score or van der Waerden rank test rejecting the null hypothesis of no random effects for large values of

$$T_{\text{vdW}}^{* (n)}(\hat{\beta}) := \frac{1}{2s_{\hat{\phi}}^{(n)}(N)} \sqrt{R} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq r=1}^{T} \left[ a \Phi^{-1} \left( \frac{R_{il}^{(n)}(\hat{\beta})}{N + 1} \right) \Phi^{-1} \left( \frac{R_{rt}^{(n)}(\hat{\beta})}{N + 1} \right) - c_{\phi}^{(N)} \right],$$

where $\Phi$ is the standard normal distribution function, $\hat{\beta}$ an appropriate estimator of $\beta$,

$$N := nT, \quad c_{\phi}^{(N)} := \frac{a}{N(N - 1)} \sum_{r=1}^{N} \sum_{s \neq r=1}^{N} \Phi^{-1} \left( \frac{r}{N + 1} \right) \Phi^{-1} \left( \frac{s}{N + 1} \right),$$

$R_{il}^{(n)}(\hat{\beta})$ stands for the rank of $Z_{it} := Y_{it} - \mu - \beta'x_{it}$ among $Z_{11}, \ldots, Z_{nT}$ (this rank does not depend on $\mu$, which justifies the notation), $a \approx 0.4549$ (see (2.2)) and $s_{\phi}$ is defined in (4.2), is distribution-free under the hypothesis of no random effects, asymptotically optimal against Gaussian local alternatives, and asymptotically equivalent (as $n \to \infty$, under fixed $T$) to the Honda test under Gaussian densities. Although asymptotic relative efficiency (ARE) comparisons between this van der Waerden test and Honda’s classical one are somewhat unfair to van der Waerden (since $T_{\text{Honda}}^{(n,T)}$ requires $T \to \infty$ while $T_{\text{vdW}}^{* (n)}$ does not), the AREs (see Section 4.4) of $T_{\text{vdW}}^{* (n)}$-based tests with respect to the $T_{\text{Honda}}^{(n,T)}$-based ones are strictly larger than one under a very broad range of densities. These theoretical findings are confirmed (Section 5) by finite-sample simulations.

1.2 Outline of the paper.

The paper is organized as follows. In Section 2.1, we collect the main assumptions needed in the sequel. Section 2.2 states the uniform local asymptotic normality (ULAN) result (for fixed
density \( f_1 \) of the \( \varepsilon_{i,t} \)'s) on which our construction (Section 3.1) of locally and asymptotically optimal tests is based. Due to the mixture nature of likelihoods under random individual effects, establishing that ULAN result is particularly delicate. The special case of the pseudo-Gaussian tests (optimal under Gaussian densities but valid under non-Gaussian ones) is investigated in Section 3.2. In Section 4.1, we construct rank-based versions of the central sequences appearing in the ULAN result and, in Section 4.2, derive the corresponding rank-based tests for the absence of random effects. Some special cases (van der Warden and Wilcoxon scores) of the proposed rank-based statistics are considered in Section 4.3. Asymptotic relative efficiencies with respect to the pseudo-Gaussian tests are derived in Section 4.4. Section 5 provides some simulation results assessing the finite-sample performance of the various tests proposed. Finally, the appendix collects the proofs of ULAN and other technical results.

2 Uniform local asymptotic normality.

2.1 Notation and technical assumptions.

Denote by \( P_{\theta, \sigma^2, \sigma_u^2; f_1, h_1}^{(n)} \) the probability distribution of the observation \((Y_1^{(n)}, Y_2^{(n)}, \ldots, Y_n^{(n)})'\), where \( Y_i^{(n)} := (Y_{i1}, \ldots, Y_{iT})' \) is generated by

\[
Y_{it} = \mu + \beta' x_{it} + u_i + \varepsilon_{it} = \theta' z_{it} + u_i + \varepsilon_{it}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,
\]

where \( x_{it} := (x_{it1}, x_{it2}, \ldots, x_{itK})' \) is the \( K \)-tuple of explanatory variables for individual \( i \) at time \( t \), \( z_{it} := (1, x_{it}')' \), and \( \theta := (\mu, \beta)' \in \mathbb{R}^{K+1} \); \( \{u_i, \ i = 1, \ldots, n\} \) is an unobservable i.i.d. sequence of individual random effects with mean zero, variance \( \sigma_u^2 \), and density \( u \mapsto h(u) := (1/\sigma_u) h_1(u/\sigma_u) \); \( \{\varepsilon_{it}, i = 1, \ldots, n, \ t = 1, \ldots, T\} \) is another unobservable i.i.d. sequence, with density \( \varepsilon \mapsto f(\varepsilon) := (1/\sigma) f_1(\varepsilon/\sigma) \), for some scale parameter \( \sigma \in \mathbb{R}^+_0 \) and \( f_1 \) in the class of standardized densities

\[
\mathcal{F}_0 := \left\{ f_1 : \int_{-\infty}^0 f_1(z) dz = 0.5 = \int_1^\infty f_1(z) dz \right\}.
\]

Under \( f_1 \in \mathcal{F}_0 \), the \( \varepsilon_{i,t} \)'s therefore have median zero and median absolute deviation \( \sigma \); this standardization which, contrary to the usual one based on the mean and the standard error, avoids all moment assumptions, plays the role of an identification constraint, and has no impact on subsequent results. Finally, the individual effects \( u_i \) and the disturbances \( \varepsilon_{i,t} \) are assumed to be mutually independent for all \( i, j, \) and \( t \).

Clearly, whenever \( \sigma_u = 0 \), the probability density \( h \) of individual effects has no impact on the distribution of the observation; we emphasize that fact by writing \( P_{\theta, f_1}^{(n)} \) or \( P_{\theta, \sigma^2, \sigma_u^2; 0, f_1}^{(n)} \) instead of \( P_{\theta, f_1, h_1}^{(n)} \) whenever \( \sigma_u = 0 \).

Our derivation of locally asymptotically optimal tests at density \( f_1 \) will be based on the uniform local and asymptotic normality (ULAN) with respect to \((\theta', \sigma^2, \sigma_u^2)'\), at \((\theta', \sigma^2, 0)'\), of the families of distributions

\[
\mathcal{P}_{f_1, h_1}^{(n)} := \left\{ P_{\theta, \sigma^2, \sigma_u^2; f_1, h_1}^{(n)} : \theta \in \mathbb{R}^{K+1}, \sigma^2 > 0 \text{ and } \sigma_u^2 \geq 0 \right\}.
\]

This ULAN property requires some technical assumptions on the innovation density \( f_1 \), the asymptotic behavior of the regressors, and the density function \( h \) of individual random effects.

Assumption (A). The density \( f_1 \) is such that
(A1) \( f_1 \in \mathcal{F}_0; \)

(A2) \( f_1(z) > 0 \) for all \( z \in \mathbb{R}; \)

(A3) \( z \mapsto f_1(z) \) is \( C^2 \) on \( \mathbb{R} \), with derivatives \( f_1' \) and \( f_1'' \); letting \( \phi f_1 := -\dot{f}_1 / f_1 \) and \( \psi f_1 := \ddot{f}_1 / f_1, \)

\[
\mathcal{I}_\phi(f_1) := \int_{\mathbb{R}} \phi f_1(z) f_1(z) dz < \infty, \quad \mathcal{I}_\psi(f_1) := \int_{\mathbb{R}} \psi f_1^2(z) f_1(z) dz < \infty,
\]

and

\[
\mathcal{J}_\phi(f_1) := \int_{\mathbb{R}} z^2 \phi f_1^2(z) f_1(z) dz < \infty,
\]

which entails

\[
\mathcal{I}_{\phi\psi}(f_1) := \int_{\mathbb{R}} \psi f_1(z) \phi f_1(z) f_1(z) dz < \infty \quad \text{and} \quad \mathcal{K}_{\phi\psi}(f_1) := \int_{\mathbb{R}} z \psi f_1(z) \phi f_1(z) f_1(z) dz < \infty.
\]

The set of all densities satisfying Assumption (A) will be denoted as \( \mathcal{F}_A \). It should be stressed that none of these assumptions requires the existence of any moment for the density \( f_1 \). They are satisfied, for instance, for all Student distributions with \( \nu > 0 \) degrees of freedom, with standardized densities \( f_1(z) = f_{1,\nu}(z) := C_\nu \sqrt{\alpha}/(1 + \alpha z^2/\nu)^{-(1+\nu)/2} \), for which

\[
\mathcal{I}_\phi(f_1) = \frac{\alpha (\nu + 1)}{\nu + 3}, \quad \mathcal{I}_\psi(f_1) = 2a^2 \left( \frac{\nu^4 + 8\nu^3 + 27\nu^2 + 40\nu + 20}{\nu^4 + 15\nu^3 + 71\nu^2 + 105\nu} \right),
\]

\[
\mathcal{J}_\phi(f_1) = \frac{3(\nu + 1)}{\nu + 3}, \quad \mathcal{I}_{\phi\psi}(f_1) = 0, \quad \text{and} \quad \mathcal{K}_{\phi\psi}(f_1) = 2a^2 \left( \frac{\nu + 1}{\nu + 3} \right)^2. \quad (2.1)
\]

The same remark holds for the logistic distribution, with standardized density \( f_1(z) = \ell_1(z) := \sqrt{b} \exp(-\sqrt{b}z)/(1 + \exp(-\sqrt{b}z))^2 \), for which \( \mathcal{I}_\phi(f_1) = b/3, \mathcal{I}_\psi(f_1) = b^2/5, \mathcal{J}_\phi(f_1) = (12 + \pi^2)/9, \mathcal{I}_{\phi\psi}(f_1) = 0, \) and \( \mathcal{K}_{\phi\psi}(f_1) = b/2. \) The corresponding values for the Gaussian distribution, with standardized density \( f_1(z) = \phi_1(z) := \sqrt{a}/2\pi \exp(-az^2/2), \) can be obtained by taking limits as \( \nu \to \infty \) of the Student information quantities in (2.1):

\[
\mathcal{I}_\phi(f_1) = a \approx 0.4549, \quad \mathcal{I}_\psi(f_1) = 2a, \quad \mathcal{J}_\phi(f_1) = 3, \quad \mathcal{I}_{\phi\psi}(f_1) = 0, \quad \text{and} \quad \mathcal{K}_{\phi\psi}(f_1) = 2a. \quad (2.2)
\]

The normalizing constants \( C_\nu, a_\nu > 0, a > 0 \) and \( b > 0 \) are such that \( f_1 \in \mathcal{F}_0. \)

Assumption (B). Let \( C^{(n)} := \frac{1}{n} \sum_{i=1}^{n} \sum_{t=1}^{T} x_{it} x_{it}' \). Denoting by \( \mathbf{D}^{(n)} \) the diagonal matrix with elements \( (C^{(n)})_{11}, \ldots, (C^{(n)})_{KK} \), define \( \mathbf{R}^{(n)} := (\mathbf{D}^{(n)})^{-1/2} C^{(n)} (\mathbf{D}^{(n)})^{-1/2}. \)

(B1) The limit \( \lim_{n \to \infty} \mathbf{R}^{(n)} =: \mathbf{R} \) exists, is positive definite, and therefore factorizes into \( \mathbf{R} = (\mathbf{K}\mathbf{K}')^{-1} \) for some full-rank \( K \times K \) matrix \( \mathbf{K} \). Letting \( \mathbf{K}^{(n)} := (\mathbf{D}^{(n)})^{-1/2} \mathbf{K} \), note that \( \mathbf{K}^{(n)} \) is also of full rank.

(B2) The classical Noether conditions hold: letting \( \mathbf{X}^{(n)} := \frac{1}{nT} \sum_{i,t} (x_{it})_k, \)

\[
\lim_{n \to \infty} \max_{1 \leq i \leq n} \left( \frac{(x_{it})_k - \mathbf{X}^{(n)}_k}{\mathbf{s}_k} \right)^2 = 0, \quad k = 1, \ldots, K, \quad t = 1, \ldots, T.
\]
Note that the Noether conditions also imply that

$$
\lim_{n \to \infty} \frac{\max_{i,j \leq n} (x_{it})^2}{\sum_{i=1}^n \sum_{t=1}^T (x_{it})^2} = 0, \quad k = 1, \ldots, K, \quad t = 1, \ldots, T.
$$

**Assumption (C).**

(C1) \( \int_R u h_1(u) du = 0 \) and \( \int_R u^2 h_1(u) du = 1 \).

(C2) Letting \( z := (z_1, \ldots, z_T)' \), \( K_z(u, y) := \prod_{i=1}^T f_1(z_i - yu) \), and, for \( y > 0 \), \( \hat{K}_z(u, y) := \frac{\partial^2 K_z(u, y)}{\partial y^2} \), the Fisher information associated with \( \sigma \)

\[
y \mapsto I_{\psi}(f_1, y) := \begin{cases} 
\frac{1}{y^2} \int_{R^T} \left[ \int_{w=0}^y \int_R \hat{K}_z(u, w)h_1(u)dudw \right] d\mathbf{z} & \text{if } y > 0 \\
\int_{R^T} \prod_{i=1}^T f_1(z_i - yu)h_1(u)dudu & \text{if } y = 0,
\end{cases}
\]

is continuous from the right at \( y = 0 \).

Assumption (C2) actually is an assumption involving the couple of densities \((f_1, h_1)\). For all \( f_1 \in \mathcal{F}_A \), let

\[
\mathcal{F}_{C|f_1} := \{ h_1 \mid h_1 \text{ and } (f_1, h_1) \text{ satisfy Assumptions (C1) and (C2), respectively} \}.
\]

### 2.2 ULAN.

As mentioned above, we first construct tests that are optimal at correctly specified densities, in the sense of Le Cam’s asymptotic theory of statistical experiments; these tests settle the optimality bounds our rank-based tests are to compete with. In this section we establish the uniform local asymptotic normality (ULAN) result (with respect to intercept, regression coefficient, scale parameter \( \sigma^2 \), and the parameter of interest \( \sigma_w^2 \), for fixed density \( f_1 \)) on which optimality will be based.

Letting \( \theta = (\theta', \sigma^2, 0)' \), consider sequences of local alternatives of the form \( \theta + n^{-\frac{1}{2}} \nu^{(n)} \tau^{(n)} \), where

\[
\nu^{(n)} := \begin{pmatrix} \nu_1^{(n)} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{with} \quad \nu_1^{(n)} := \begin{pmatrix} 1 & 0 \\ 0 & K^{(n)} \end{pmatrix},
\]

and \( \tau^{(n)} := (\tau_1^{(n)}, \tau_2^{(n)}, \tau_3^{(n)}, \tau_4^{(n)})' \in \mathbb{R}^{K+2} \times \mathbb{R}_0^+ \) (indeed, \( \tau_4^{(n)} \) is intrinsically nonegative) is such that \( \sup_n \tau^{(n)} < \infty \). Defining

\[
Z_{it} = Z_{it}(\theta, \sigma^2) := \sigma^{-1}(Y_{it} - \mu - \beta'x_{it}), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,
\]

note that, under \( P_{\theta, \sigma^2, 0; f_1}^{(n)} \), \( \sigma Z_{it}(\theta, \sigma^2) \) coincides with \( \varepsilon_{it} \). We have the following result (see the Appendix for a proof).


Proposition 2.1 Let Assumptions (B) and (C) hold. Fix \( f_1 \in \mathcal{F}_A \) and \( h_1 \in \mathcal{F}_{C_f_1} \). Then, the family \( P_{f_1,h_1}^{(n)} \) is ULAN (for \( n \to \infty \) with fixed \( T \)) at any \( \vartheta = (\vartheta', \sigma^2, 0)' \), with central sequence

\[
\Delta_{f_1}^{(n)}(\vartheta) := \left( \begin{array}{c}
\Delta_{f_1;1}(\vartheta)
\Delta_{f_1;2}(\vartheta)
\Delta_{f_1;3}(\vartheta)
\Delta_{f_1;4}(\vartheta)
\end{array} \right)
:= \left( \begin{array}{c}
\frac{1}{\sigma \sqrt{n}} \sum_{t=1}^{T} \phi_{f_1}(Z_{it})
\frac{1}{\sigma \sqrt{n}} \sum_{t=1}^{T} \phi_{f_1}(Z_{it})(K_{n}^{(n)})'x_{it}
\frac{1}{2\sigma^2 \sqrt{n}} \sum_{t=1}^{T} (Z_{it}\phi_{f_1}(Z_{it}) - 1)
\frac{1}{2\sigma^2 \sqrt{n}} \sum_{t=1}^{T} \left\{ \sum_{t=1}^{T} \psi_{f_1}(Z_{it}) + \sum_{t=1}^{T} \phi_{f_1}(Z_{it})\phi_{f_1}(Z_{it}) \right\}
\end{array} \right),
\tag{2.4}
\]

and full-rank information matrix

\[
\Gamma_{f_1}(\vartheta) := \left( \begin{array}{cccc}
\Gamma_{f_1;11}(\vartheta) & \Gamma_{f_1;12}(\vartheta) & \Gamma_{f_1;13}(\vartheta) & \Gamma_{f_1;14}(\vartheta) \\
0 & \Gamma_{f_1;21}(\vartheta) & 0 & 0 \\
0 & 0 & \Gamma_{f_1;33}(\vartheta) & \Gamma_{f_1;34}(\vartheta) \\
0 & 0 & \Gamma_{f_1;43}(\vartheta) & \Gamma_{f_1;44}(\vartheta)
\end{array} \right),
\tag{2.5}
\]

where

\[
\Gamma_{f_1;11}(\vartheta) := \frac{T}{\sigma^2} T_{\vartheta}(f_1), \quad \Gamma_{f_1;22}(\vartheta) := \frac{T}{\sigma^2} T_{\vartheta}(f_1)K, \quad \Gamma_{f_1;33}(\vartheta) := \frac{T}{4\sigma^2}(T_{\vartheta}(f_1) - 1),
\]

\[
\Gamma_{f_1;13}(\vartheta) := \frac{T}{2\sigma^2} K_{\vartheta}(f_1), \quad \Gamma_{f_1;14}(\vartheta) := \frac{T}{2\sigma^2} T_{\vartheta}(f_1), \quad \Gamma_{f_1;34}(\vartheta) := \frac{T}{4\sigma^2} K_{\vartheta}(f_1)
\]

and

\[
\Gamma_{f_1;44}(\vartheta) := \frac{T}{4\sigma^2} \left\{ T_{\vartheta}(f_1) + 2(T - 1)T_{\vartheta}^2(f_1) \right\}.
\]

More precisely, for any \( \vartheta^{(n)} = (\mu^{(n)}, \beta^{(n)}), \sigma^{2(n)}, 0)' \) such that \( \mu^{(n)} - \mu = O(n^{-1/2}), \quad (K^{(n)})^{-1}(\beta^{(n)} - \beta) = O(n^{-1/2}) \) and \( \sigma^{2(n)} - \sigma^2 = O(n^{-1/2}) \), and any bounded sequence \( \tau^{(n)} \in \mathbb{R}^{K+2} \times \mathbb{R}^+ \), we have

\[
\Lambda_{\vartheta^{(n)} + \frac{1}{n} \vartheta^{(n)}, \tau^{(n)}} f_{1,h_1} = \log \left( \frac{dP_{\vartheta^{(n)} + \frac{1}{n} \vartheta^{(n)}, \tau^{(n)}} f_{1,h_1}}{dP_{\vartheta^{(n)}}, f_{1,h_1}} \right) = \tau^{(n)} \Delta_{f_1}^{(n)}(\vartheta^{(n)}) - \frac{1}{2} \tau^{(n)} \Gamma_{f_1}(\vartheta) \tau^{(n)} + o_P(1)
\]

and

\[
\Delta_{f_1}^{(n)}(\vartheta^{(n)}) \overset{\mathcal{D}}{\rightarrow} \mathcal{N}(0, \Gamma_{f_1}(\vartheta)), \quad \vartheta = (\mu, \beta', \sigma^2, 0)',
\]

under \( \vartheta^{(n)} f_{1,h_1} \), as \( n \to \infty \) with fixed \( T \).

Note the non-diagonal form of the information matrix \( \Gamma_{f_1}(\vartheta) \), which implies that the intercept parameter \( \mu \) and the scale parameters \( \sigma^2 \) and \( \sigma_2^2 \) are not mutually information-orthogonal. The notation \( \Delta_{f_1}^{(n)}(\vartheta) \) and \( \Gamma_{f_1}(\vartheta) \) emphasizes the fact that the central sequence and the information matrix do not depend on \( h_1 \).
The Gaussian versions of (2.4) and (2.5) are

\[
\Delta^{(n)}_{\mathcal{N}}(\vartheta) = \begin{pmatrix}
\frac{a}{\sigma\sqrt{n}} \sum_{t=1}^{T} Z_{it} \\
\frac{a}{\sigma\sqrt{n}} \sum_{t=1}^{T} Z_{it} (K^{(n)})^{T} x_{it} \\
\frac{1}{2\sigma^2\sqrt{n}} \sum_{i=1}^{n} (a Z_{it}^2 - 1) \\
\frac{1}{2\sigma^2\sqrt{n}} \sum_{i=1}^{n} \left\{ \sum_{t=1}^{T} (a^2 Z_{it}^2 - a) + a^2 \sum_{t=1}^{T} \sum_{i \neq t} Z_{it} Z_{it} \right\}
\end{pmatrix}
\]

and

\[
\Gamma_{\mathcal{N}}(\vartheta) = \begin{pmatrix}
a \sigma^{-2} T & 0 & 0 & 0 \\
0 & a \sigma^{-2} I_K & 0 & 0 \\
0 & 0 & \frac{1}{2} \sigma^{-4} T & \frac{1}{2} a \sigma^{-4} T \\
0 & 0 & \frac{1}{2} a \sigma^{-4} T & \frac{1}{2} a^2 \sigma^{-4} T^2
\end{pmatrix}
\]

respectively.

3 Optimal parametric tests and pseudo-Gaussian tests.

We are interested in testing the null hypothesis

\[
\mathcal{H}_0^{(n)} := \bigcup_{g_1 \in \mathcal{F}_0} \mathcal{H}_{g_1}^{(n)} := \bigcup_{g_1 \in \mathcal{F}_0} \bigcup_{\vartheta \in \mathbb{R}^{K+1}} \{ P_{\vartheta,\sigma^2,0;g_1}^{(n)} \},
\]

optimality being sought against alternatives of the form

\[
\bigcup_{\vartheta \in \mathbb{R}^{K+1}} \bigcup_{\sigma^2 > 0} \bigcup_{\vartheta_1 \in \mathcal{F}_1} \bigcup_{h_1 \in \mathcal{F}_1} \{ P_{\vartheta,\sigma^2,\vartheta,0;g_1}^{(n)} \}
\]

for some fixed “target” density \( f_1 \in \mathcal{F}_A \). The parameters \( \mu, \beta, \) and \( \sigma^2 \) thus are nuisance parameters, while \( \sigma^2_\vartheta \) is the parameter of interest. The asymptotic covariances, in (2.5), between the \( \mu \)-part \( \Delta^{(n)}_{\mathcal{H}_{g_1}^{(n)}}(\vartheta) \), the \( \sigma^2 \)-part \( \Delta^{(n)}_{\mathcal{H}_{g_1}^{(n)}}(\vartheta) \) and the \( \sigma^2_\vartheta \)-part \( \Delta^{(n)}_{\mathcal{H}_{g_1}^{(n)}}(\vartheta) \) of (2.4) are not zero. This implies, via Le Cam’s Third Lemma, that a local perturbation of \( \mu \) or \( \sigma^2 \) has the same asymptotic impact on \( \Delta^{(n)}_{\mathcal{H}_{g_1}^{(n)}}(\vartheta) \) as a local perturbation of \( \sigma^2_\vartheta \): hence, the cost of not knowing the actual values of \( \mu \) or \( \sigma^2 \) when performing inference on \( \sigma^2_\vartheta \), in general (the Gaussian case, as far as \( \mu \) is concerned, is an exception), will be strictly positive.

3.1 Optimal parametric tests.

ULAN and the convergence to of local experiments to the Gaussian shifts

\[
\begin{pmatrix}
\Delta_1 \\
\Delta_3 \\
\Delta_4
\end{pmatrix} \sim \mathcal{N}
\begin{pmatrix}
\begin{pmatrix}
\Gamma_{f_1;11}(\vartheta) & \Gamma_{f_1;13}(\vartheta) & \Gamma_{f_1;14}(\vartheta) \\
\Gamma_{f_1;13}(\vartheta) & \Gamma_{f_1;33}(\vartheta) & \Gamma_{f_1;34}(\vartheta) \\
\Gamma_{f_1;14}(\vartheta) & \Gamma_{f_1;34}(\vartheta) & \Gamma_{f_1;44}(\vartheta)
\end{pmatrix} \begin{pmatrix}
\tau_1 \\
\tau_3 \\
\tau_4
\end{pmatrix},
\begin{pmatrix}
\Gamma_{f_1;11}(\vartheta) & \Gamma_{f_1;13}(\vartheta) & \Gamma_{f_1;14}(\vartheta) \\
\Gamma_{f_1;33}(\vartheta) & \Gamma_{f_1;34}(\vartheta) & \Gamma_{f_1;44}(\vartheta) \\
\Gamma_{f_1;14}(\vartheta) & \Gamma_{f_1;34}(\vartheta) & \Gamma_{f_1;44}(\vartheta)
\end{pmatrix}
\end{pmatrix}
\]

(3.6)
imply that locally optimal inference on \( \sigma^2_u \) in the presence of unspecified \( \mu \) and \( \sigma^2 \), should be based on the residual of the regression (in (3.6)), of \( \Delta_4 \) with respect to \( (\Delta_1, \Delta_2)' \), computed at \( \Delta^{(n)}_{f;4}(\vartheta) \) and \( (\Delta^{(n)}_{f;1}(\vartheta), \Delta^{(n)}_{f;3}(\vartheta))' \). That residual, called the efficient central sequence for \( \sigma^2_u \), takes the form

\[
\Delta^{(n)}_{f;4}(\vartheta) := \Delta^{(n)}_{f;4}(\vartheta) - (\Gamma^{(n)}_{f;14}(\vartheta), \Gamma^{(n)}_{f;34}(\vartheta)) \left( \begin{array}{cc} \Gamma^{(n)}_{f;11}(\vartheta) & \Gamma^{(n)}_{f;13}(\vartheta) \\ \Gamma^{(n)}_{f;13}(\vartheta) & \Gamma^{(n)}_{f;33}(\vartheta) \end{array} \right)^{-1} \left( \begin{array}{c} \Delta^{(n)}_{f;1}(\vartheta) \\ \Delta^{(n)}_{f;3}(\vartheta) \end{array} \right)
\]

\[
= \frac{1}{2\sigma^2 \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{j \neq t} \phi_{f_i}(Z_{it}) \phi_{f_i}(Z_{jt});
\]

under \( P^{(n)}_{\vartheta, f_i} \), with \( \vartheta = (\vartheta', \sigma^2, 0)' \), it is asymptotically normal, with mean zero and variance

\[
\Gamma^{(n)}_{f;44}(\vartheta) := \Gamma^{(n)}_{f;44}(\vartheta) - (\Gamma^{(n)}_{f;14}(\vartheta), \Gamma^{(n)}_{f;34}(\vartheta)) \left( \begin{array}{cc} \Gamma^{(n)}_{f;11}(\vartheta) & \Gamma^{(n)}_{f;13}(\vartheta) \\ \Gamma^{(n)}_{f;13}(\vartheta) & \Gamma^{(n)}_{f;33}(\vartheta) \end{array} \right)^{-1} \left( \begin{array}{c} \Gamma^{(n)}_{f;14}(\vartheta) \\ \Gamma^{(n)}_{f;34}(\vartheta) \end{array} \right)
\]

\[
= \frac{T(T-1)}{2\sigma^4} - I^2_{f_i}(f_i) =: \Gamma^{(n)}_{f;44}(\sigma^2).
\]

Next, recall that a sequence \( \{\hat{\gamma}^{(n)}(\vartheta)\} \) of estimators of \( \gamma \), defined over a sequence of experiments \( \{F^{(n)}_\vartheta | \gamma \in \Gamma\} \), is \( n^{1/2}(\nu^{(n)})^{-1} \)-consistent and asymptotically discrete if, under \( P^{(n)}_\gamma \), as \( n \to \infty \),

\[
(D1) \ n^{1/2}(\nu^{(n)})^{-1}(\hat{\gamma}^{(n)}(\gamma) - \gamma) = O_P(1),
\]

\[
(D2) \ \text{the number of possible values of } \hat{\gamma}^{(n)} \text{ in balls with } O(n^{-1/2}L^{(n)}) \text{ radius centered at } \gamma \text{ is bounded as } n \to \infty.
\]

Note that any \( n^{1/2}(\nu^{(n)})^{-1} \)-consistent estimator \( \hat{\gamma}^{(n)} \) is easily turned into a locally discrete one \( \hat{\gamma}^{(n)}_\# \) by letting \( \hat{\gamma}^{(n)}_\# := c^{-1} \text{sgn}(\hat{\gamma}^{(n)}) n^{-1/2} \nu^{(n)} [n^{1/2}(\nu^{(n)})^{-1}c]^{[\hat{\gamma}^{(n)}]]} \), where \( [z] \) stands for the smallest integer larger than or equal to \( z \), for some arbitrary positive constant \( c \) that does not depend on \( n \). Subscripts \( \# \) in the sequel indicate such discretization. However, this discretization is a purely technical requirement, with little practical implications under fixed \( n \), as the constant \( c \) can be chosen arbitrarily large.

Classical results on ULAN families (see, e.g., Chapter 11 of Le Cam 1986) then show that, for any fixed \( f_1 \in \mathcal{F}_A \), locally uniformly asymptotically optimal (most stringent tests of \( \mathcal{H}^{(n)}_{f_1} = \bigcup_{\theta} \mathcal{H}^{(n)}_{\theta, \sigma^2, 0; f_1} \) can be based on \( \Delta^{(n)}_{f;4}(\vartheta_\#) \), hence on \( T^{(n)}_{f_1}(\vartheta_\#) \), with

\[
T^{(n)}_{f_1}(\vartheta) := (\Gamma^{(n)}_{f;44}(\vartheta))^{-1/2} \Delta^{(n)}_{f;4}(\vartheta),
\]

and \( \vartheta_\# := (\hat{\theta}^{(n)}_\#, \hat{\sigma}^{2(n)}_\#, 0)' \), where \( \hat{\theta}^{(n)}_\# \) and \( \hat{\sigma}^{2(n)}_\# \) are estimators satisfying (D1) and (D2) under \( P^{(n)}_{\vartheta, f_i} \), with \( \vartheta = (\hat{\theta}', \sigma^2, 0)' \). More precisely, we have the following result.

**Proposition 3.1** Let Assumptions (B) and (C) hold, assume that \( \hat{\vartheta}_\# \) satisfies (D1) and (D2), and fix \( f_1 \in \mathcal{F}_A \). Then,

(i) for any \( \hat{\vartheta} = (\hat{\theta}', \sigma^2, 0)' \), \( T^{(n)}_{f_1}(\vartheta_\#) = T^{(n)}_{f_1}(\vartheta) + o_P(1) \) is asymptotically normal, with mean zero and mean \( (\Gamma_{f;44}(\vartheta))^{1/2} \tau_4 \) under \( P^{(n)}_{\vartheta, \sigma^2, 0; f_1} \) and \( P^{(n)}_{\vartheta, \sigma^{-1/2} \nu^{(n)} \tau_{f_1}; h_1} \) (\( h_1 \in \mathcal{F}_C | f_1 \)), respectively, and variance one under both;
(ii) the sequence of tests \( \Phi^{(n)}_{f_1} \) rejecting the null hypothesis \( \mathcal{H}^{(n)}_{f_1} \) as soon as \( T^{(n)}_{f_1}(\hat{\varphi}) \) exceeds the \((1-\alpha)\)-quantile of the standard normal distribution, is locally asymptotically most stringent, at asymptotic probability level \( \alpha \), for \( \mathcal{H}^{(n)}_{f_1} \) against alternatives of the form 
\[
\bigcup_{\varphi} \bigcup_{\sigma^2 > 0} \bigcup_{h_1 \in \mathcal{F}_{C(1)}} \{ P^{(n)}_{\varphi, \sigma^2, \sigma^2_{f_1}; h_1} \}.
\]

An important advantage of the proposed test statistic \( T^{(n)}_{f_1}(\hat{\varphi}) \) is that it does not require specifying the (standardized) density \( h_1 \) of random effects; on the other hand, the validity of the test in principle is limited to the standardized disturbance density \( f_1 \). The Gaussian versions of (3.7), (3.8) and (3.9), obtained for \( f_1 = \phi_1 \), are given by

\[
\Delta^{(n)}_{N;4}(\varphi) = \frac{a^2}{2\sigma^2 \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1} Z_{il} Z_{it}, \quad \Gamma^{*}_{N;44}(\varphi) = \frac{a^2 T(T-1)}{2\sigma^4},
\]

and

\[
T^{(n)}_{N}(\varphi) = \frac{a}{\sqrt{2nT(T-1)}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1} Z_{il} Z_{it}, \quad \text{(3.10)}
\]

respectively.

### 3.2 Pseudo-Gaussian tests.

The central sequence \( \Delta^{(n)}_{N;4}(\varphi) \) allows for asymptotically optimal tests under \( f_1 = \phi_1 \), hence for efficient detection of random effects under Gaussian assumptions on the disturbance. Relaxing that Gaussian assumption is of course highly desirable. Let us show that this is indeed possible, and that the test based on (3.10) can be used as a pseudo-Gaussian test.

Define \( \mu_k(g_1) := \int_{\mathbb{R}} z^k g_1(z) \, dz \), for \( k \in \mathbb{N} \) and consider the class \( \mathcal{F}_A \) of all densities \( g_1 \in \mathcal{F}_A \) such that \( \mu_2(g_1) < \infty \). Since the intercept \( \mu_k \), the regression coefficients \( \beta \), and the scale parameter \( \sigma^2 \) under the null hypothesis remain unspecified, some care has to be taken with the asymptotic impact of estimating \( \mu_k, \beta, \) and \( \sigma^2 \) under unspecified density \( g_1 \). That impact on \( \Delta^{(n)}_{N;4}(\varphi) \) can be obtained, via Le Cam’s Third Lemma, from the asymptotic behavior, under \( P^{(n)}_{\varphi, g_1}(\varphi = (\varphi', \sigma^2, 0)' \), of

\[
\begin{pmatrix}
\Delta^{(n)}_{g_1;1}(\varphi) \\
\Delta^{(n)}_{g_1;2}(\varphi) \\
\Delta^{(n)}_{g_1;3}(\varphi) \\
\Delta^{(n)}_{N;4}(\varphi)
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sigma \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \phi_{g_1}(Z_{it}) \\
\frac{1}{\sigma \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \phi_{g_1}(Z_{it})(K^{(n)})'x_{it} \\
\frac{1}{2\sigma^2 \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} (Z_{it}\phi_{g_1}(Z_{it}) - 1) \\
\frac{a^2}{2\sigma^2 \sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1} Z_{il}Z_{it}
\end{pmatrix},
\]

which is asymptotically normal, with mean zero and block-diagonal covariance matrix

\[
\begin{pmatrix}
\frac{T}{\sigma^2} I_{\phi}(g_1) & 0 & \frac{T}{\sigma^2} K_{\phi\phi}(g_1) & 0 \\
0 & \frac{1}{\sigma^2} I_{\phi}(g_1)K & 0 & 0 \\
\frac{T}{2\sigma^2} K_{\phi\phi}(g_1) & 0 & \frac{T}{4\sigma^2}(J_{\phi}(g_1) - 1) & 0 \\
0 & 0 & 0 & a^4 \frac{T(T-1)}{2\sigma^4} (\mu_2(g_1))^2
\end{pmatrix}.
\]
It follows that $\Delta^{(n)}(\theta^*)$, under $P^{(n)}_{\theta_\Delta}$, has the desirable property of being asymptotically uncorrelated with $\Delta^{(n)}(\theta_1), \Delta^{(n)}(\theta_2), \text{and } \Delta^{(n)}(\theta_3)$—hence, asymptotically insensitive (in distribution), under $P^{(n)}_{\theta_\Delta} (\theta = (\theta', \sigma^2, 0)^\prime)$ and contiguous alternatives, to local perturbations of $\mu, \beta, \text{and } \sigma^2$.

This equivalence in distribution is not sufficient if $\mu, \beta, \text{and } \sigma^2$ in $T_\Delta^{(n)}$ are to be replaced with estimators. A stronger asymmetric equivalence in probability result, however, can be established, based on the following asymptotic linearity result (which only considers perturbations of $\theta = (\mu, \beta')'$, since the linearity of Gaussian scores allows for controlling the non-specification of $\sigma^2$ through the continuous mapping theorem).

**Proposition 3.2** Let Assumptions (B) and (C) hold and fix $\theta \in \mathbb{R}^{K+1}, \sigma^2 > 0$, and $g_1 \in \mathcal{F}^2_A$. Then, for any bounded sequence $t^{(n)} \in \mathbb{R}^{K+1}$,

$$
\Delta^{(n)}_{N/4}(\theta) + n^{-1/2} \nu^{(n)}_{1/2}(t^{(n)}, \sigma^2, 0) - \Delta^{(n)}_{N/4}(\theta, \sigma^2, 0) = o_p(1),
$$

(3.11)

under $P^{(n)}_{\theta, \sigma^2, 0; g_1}$, as $n \to \infty$ with fixed $T$.

The following proposition then is an immediate corollary to Proposition 3.2 and Lemma 4.4 in Kreiss (1987).

**Proposition 3.3** Let Assumptions (B) and (C) hold, assume that $\hat{\theta}_\#$ satisfies (D1) and (D2), and fix $\theta \in \mathbb{R}^{K+1}, \sigma^2 > 0$, and $g_1 \in \mathcal{F}^2_A$. Then $\Delta^{(n)}_{N/4}(\hat{\theta}_\#, \sigma^2, 0) - \Delta^{(n)}_{N/4}(\theta, \sigma^2, 0) = o_p(1)$ under $P^{(n)}_{\theta, \sigma^2, 0; g_1}$, as $n \to \infty$ with fixed $T$.

Under $P^{(n)}_{\theta, \sigma^2, 0; g_1}$, $m_2^{(n)}(\theta) := (nT)^{-1} \sum_{i=1}^n \sum_{t=1}^T (Y_{it} - \mu - \beta' x_{it})^2$ converges in probability to $\sigma^2 \mu_2(g_1)$. In practice, $m_2^{(n)}(\theta)$ cannot be computed from the observations, and $(Y_{it} - \mu - \beta' x_{it})$ is to be substituted for $(Y_{it} - \mu - \beta' x_{it})$ in $m_2^{(n)}(\theta)$ yielding $m_2^{(n)} := m_2^{(n)}(\hat{\theta}_\#)$. Since the asymptotic covariance, under $P^{(n)}_{\theta, \sigma^2, 0; g_1}, g_1 \in \mathcal{F}^2_A$, of $\sqrt{n}m_2^{(n)}(\theta)$ with $(\Delta^{(n)}_{g_1; 1}(\theta), \Delta^{(n)}_{g_1; 2}(\theta))'$ is finite, a routine application of Le Cam’s third Lemma yields $m_2^{(n)}(\hat{\theta}_\#) - m_2^{(n)}(\theta) = o_p(1)$ under $P^{(n)}_{\theta, \sigma^2, 0; g_1}$, $g_1 \in \mathcal{F}^2_A$. Defining

$$
T_{\phi_1}^{(n)}(\theta) := \frac{1}{\sqrt{2nT(T-1)}} \frac{1}{m_2^{(n)}} \sum_{i=1}^n \sum_{t=1}^T \sum_{l \neq l'} (Y_{it} - \mu - \beta' x_{il})(Y_{il} - \mu - \beta' x_{il}),
$$

(3.12)

we then have the following result.

**Proposition 3.4** Let Assumptions (B) and (C) hold and assume that $\hat{\theta}_\#$ satisfies (D1) and (D2). Then,

(i) for any $\theta = (\theta', \sigma^2, 0)'$ and $g_1 \in \mathcal{F}^2_A$, $T_{\phi_1}^{(n)}(\hat{\theta}_\#) = T_{\phi_1}^{(n)}(\theta) + o_p(1)$ is asymptotically normal, with mean zero and mean

$$
\frac{\sqrt{T(T-1)}}{\sqrt{2\sigma^2 \mu_2(g_1)}} T_{\phi_1}
$$

under $P^{(n)}_{\theta, \sigma^2, 0; g_1}$ and $P^{(n)}_{\hat{\theta}_{n-1/2}^{(n)} \tau_{n-1}; g_1}(h_1 \in \mathcal{F}_{C|g_1})$, respectively, and variance one under both,
(ii) the sequence of tests \( \phi_{\nu}^{(n)} \) rejecting the null hypothesis \( H^{(n)}_{a} := \bigcup_{\theta_{1} \in \mathcal{F}_{a}} \bigcup_{\sigma^{2} \geq 0} \{ \mathcal{P}_{\theta_{1},\sigma^{2},0;\gamma_{1}}^{(n)} \} \) as soon as \( T_{\nu}^{(n)}(\theta_{\#}) \) exceeds the \((1-\alpha)\)-quantile of the standard normal distribution is locally asymptotically most stringent, at asymptotic probability level \( \alpha \), for \( H^{(n)}_{a} \) against alternatives of the form \( \bigcup_{\theta_{1} \in \phi_{1}} \{ \mathcal{P}_{\theta_{1},\sigma^{2},\gamma_{2};\phi_{1}}^{(n)} \} \).

The test statistic \( T_{\nu}^{(n)}(\theta_{\#}) \) thus defines a pseudo-Gaussian test, that is, a test which is optimal under Gaussian assumptions but remains valid under a much broader class of densities.

## 4 Optimal rank tests.

### 4.1 Rank-based versions of central sequences.

A serious drawback of the parametric tests of Section 3.1 is that their validity is restricted, in general, to the correctly specified density \( f_{1} \) they have been constructed for. As for the pseudo-Gaussian tests of Section 3.2, they still require finite moments of order two; moreover, for fixed \( n \), the quality of the Gaussian approximation they are based on is likely to depend on the actual underlying density.

Since a correct specification of the actual density \( g_{1} \) in practice is highly unrealistic, the problem has to be considered from a semiparametric point of view, where \( g_{1} \) plays the role of a nuisance. A general result by Hallin and Werker (2003) suggests that, in such context, semiparametrically efficient (at selected \( g_{1} = f_{1} \)) tests can be obtained by conditioning the \( f_{1} \)-central sequence on the maximal invariant \( \sigma \)-field associated with some appropriate generating group.

More precisely, note that the null hypothesis \( H^{(n)} := \bigcup_{g_{1} \in \mathcal{F}_{0}} \bigcup_{\mu \in \mathbb{R}} \bigcup_{\sigma^{2} \geq 0} \{ \mathcal{P}_{\mu,\sigma^{2},0;g_{1}}^{(n)} \} \) is invariant under the action of the group \( \mathcal{G}_{\mathbf{r}}^{(nT)} \) of all transformations \( \mathcal{G}_{\mathbf{r}} \) of \( \mathbb{R}^{nT} \) such that

\[
\mathcal{G}_{\mathbf{r}}(y_{11}, \ldots, y_{nT}) := (\mathbf{r}' \mathbf{x}_{11} + l(y_{11} - \mathbf{r}' \mathbf{x}_{11}), \ldots, \mathbf{r}' \mathbf{x}_{nT} + l(y_{nT} - \mathbf{r}' \mathbf{x}_{11})),
\]

where \( z \mapsto l(z) \) is continuous and monotone increasing and \( \lim_{z \to \pm \infty} l(z) = \pm \infty \) (the order-preserving group); note that the \( \mathcal{G}_{\mathbf{r}}^{(nT)} \) is a generating group for \( \mathcal{H}_{\mathbf{r}}^{(n)} \), and has maximal invariant the vector of ranks \( (R_{11}^{(n)}(\mathbf{r}), \ldots, R_{nT}^{(n)}(\mathbf{r})) \), where \( R_{it}^{(n)}(\mathbf{r}) \) denotes the rank of \( Y_{it} - \mu - \mathbf{r}' \mathbf{x}_{it} \) among \( Y_{11} - \mu - \mathbf{r}' \mathbf{x}_{11}, \ldots, Y_{nT} - \mu - \mathbf{r}' \mathbf{x}_{nT} \) (the \( R_{it}^{(n)}(\mathbf{r}) \)'s do not depend on \( \mu \), which justifies the notation). The idea of considering tests that are measurable with respect to those ranks looks quite natural and appealing, since such tests would be distribution-free (or asymptotically so, since the unspecified \( \mathbf{r} \) will have to be replaced with some estimator) and hopefully semiparametrically efficient. As we shall show, this is indeed the case, and semiparametric efficiency moreover turns out to match parametric efficiency at the selected reference density \( f_{1} \).

The rank-based version \( \Delta^{(n)}(\mathbf{r}) \) of the \( \sigma_{u}^{2} \)-efficient central sequence \( \Delta^{(n)}(\mathbf{r}) \) we plan to base our tests on is

\[
\Delta^{(n)}(\mathbf{r},\sigma^{2}) := \frac{1}{2\sigma^{2} \sqrt{n}} \sum_{t=1}^{T} \sum_{t=1}^{T} \sum_{1 \neq t \in \mathbb{R}} \left\{ \varphi_{f_{1}} \left( \frac{R_{it}^{(n)}(\mathbf{r})}{N + 1} \right) \varphi_{f_{1}} \left( \frac{R_{jt}^{(n)}(\mathbf{r})}{N + 1} \right) - c^{(n)}_{f_{1}} \right\},
\]

with \( c^{(n)}_{f_{1}} := \frac{1}{N(N-1)} \sum_{r=1}^{N} \sum_{s \neq r}^{N} \varphi_{f_{1}}(\frac{r}{N+1}) \varphi_{f_{1}}(\frac{s}{N+1}) \) and \( \varphi_{f_{1}} := \phi_{f_{1}} \circ F_{1}^{-1} \).

Beyond its role in the derivation of the asymptotic distribution of \( \Delta^{(n)}(\mathbf{r},\sigma^{2}) \), the fol-
lowing asymptotic representation result shows that \( \Delta_{f_1;4}^{*}(\beta, \sigma^2) \) is indeed another version of the efficient central sequence \( \Delta_{f_1;4}^{*}(\theta) \) (compare (3.7) with \( \Delta_{f_1;4}^{*}(\theta) \) defined in (4.3) below). Writing \( \sum_{1 \leq r_1 \neq \ldots \neq r_q \leq N} \) for a sum running over the \((N/(N-q)!))\) ordered \(q\)-tuples of distinct integers in \(\{1, \ldots, N\}\), let

\[
s_{f_1}^{2(n)} := \gamma_1 \sum_{r=1}^{N} \sum_{s \neq r=1}^{N} \varphi_{f_1}^{2}(\frac{r}{N+1}) \phi_{f_1}^{2}(\frac{s}{N+1}) + \gamma_2 \sum_{1 \leq r \neq s \neq v \leq N} \varphi_{f_1}^{2}(\frac{r}{N+1}) \phi_{f_1}^{2}(\frac{s}{N+1}) \phi_{f_1}(\frac{v}{N+1}) + \gamma_3 \sum_{1 \leq r \neq s \neq v \leq N} \phi_{f_1}^{2}(\frac{r}{N+1}) \phi_{f_1}(\frac{s}{N+1}) \phi_{f_1}(\frac{v}{N+1}) - \gamma_4 (c_f^{(n)})^2, \tag{4.2}
\]

where

\[
\gamma_1 := \frac{T(T-1)}{2N(N-1)}, \quad \gamma_2 := \frac{7TT(T-1)(T-2)}{3N(N-1)(N-2)}, \quad \gamma_3 := \frac{T(T-1)(nT^2-(n+4)T+6)}{4N(N-1)(N-2)(N-3)},
\]

and

\[
\gamma_4 := \frac{T(T-1)(3nT^2-(3n-16)T-32)}{12}.
\]

Defining the cross-information coefficient

\[
I_\phi(f_1, g_1) := \int_0^1 \phi_{f_1}(F_1^{-1}(u))\phi_{g_1}(G_1^{-1}(u)) \, du,
\]

and denoting by \( \mathcal{F}_A \) the class of all densities \( f_1 \in \mathcal{F}_A \) such that \( \phi_{f_1} \) can be expressed as the difference of two monotone increasing functions, we have the following result.

**Proposition 4.1** Fix \( \theta = (\theta', \sigma^2, 0)' \) (with \( \theta \in \mathbb{R}^{K+1} \) and \( \sigma^2 > 0 \), \( f_1 \in \mathcal{F}_A \), and \( g_1 \in \mathcal{F}_0 \). Then,

(i) under \( P_{\theta, g_1}^{(n)} \), as \( n \to \infty \) with fixed \( T \),

\[
\Delta_{f_1;4}^{*}(\beta, \sigma^2) = \mathbb{E}_{\theta, g_1}^{(n)}[\Delta_{f_1;4}^{(n)}(\theta)]R_{11}^{(n)}(\beta), \ldots, R_{n2}^{(n)}(\beta)] = o_{L^2}(1) = \Delta_{f_1;4}^{*}(\beta, \sigma^2) = o_{L^2}(1),
\]

with (denoting by \( G_1 \) the distribution function associated with \( g_1 \))

\[
\Delta_{f_1;4}^{*(n)}(\theta) := \frac{1}{2\sigma^2 \sqrt{n}} \sum_{t=1}^{T} \sum_{t \neq t=1}^{T} \varphi_{f_1}(G_1(Z_{it})) \phi_{f_1}(G_1(Z_{it})); \tag{4.3}
\]

(ii) under \( P_{\theta, g_1}^{(n)} \), \( \Delta_{f_1;4}^{*(n)}(\beta, \sigma^2) \) has mean zero and variance \( \Gamma_{f_1;4}^{(n)}(\sigma^2) := \sigma^{-4}s_{f_1}^{2(n)} = \Gamma_{f_1;4}^{*}(\sigma^2) + o(1) \) as \( n \to \infty \) with fixed \( T \), where \( \Gamma_{f_1;4}^{*}(\sigma^2) \) was defined in (3.8);

(iii) \( \Delta_{f_1;4}^{*(n)}(\theta) \) is asymptotically normal with mean zero and mean \( (T(T-1)/2\sigma^4) T_\phi^2(f_1, g_1) \tau_4 \) under \( P_{\theta, g_1}^{(n)} \) and \( P_{\theta, g_{1-n^1/2}}^{(n)} \tau_{g_1, h_1}^{(n)} \) respectively, and variance \( \Gamma_{f_1;4}^{*}(\sigma^2) \) under both (the claim under \( \Gamma_{f_1;4}^{(n)}(\theta) \) further requires \( g_1 \in \mathcal{F}_A \) and \( h_1 \in \mathcal{F}_C g_1 \).
4.2 Optimal rank tests.

The parameters $\mu, \beta,$ and $\sigma^2$ remain unspecified under the null. Since only $\beta$ has an influence on the ranks, a consistent estimator $\hat{\beta}^{(n)}$ has to be substituted for the actual $\beta$ value, yielding aligned ranks $R_{i1}^{(n)}(\hat{\beta}^{(n)})$. The effect of this alignment procedure is taken care of in a similar way as in Section 3, via the asymptotic linearity results of Propositions 4.2 and 4.3 below.

**Proposition 4.2** Let Assumptions (B) and (C) hold and fix $f$ on the ranks, a consistent estimator $\hat{\theta}$ under $P_\theta$, and fix $g$ and $\theta$, under $P_g$ and $g_1 \in \mathcal{F}_A$. Then, for any bounded sequence $b(n) \in \mathbb{R}^K$,

$$\Delta_{f_{1,4}}^s(\mu, \beta + n^{-1/2}k(b(n))^{(n)}, \sigma^2, 0) - \Delta_{f_{1,4}}^s(\mu, \beta, \sigma^2, 0) = o_p(1),$$  \hspace{1cm} (4.4)

under $P_{\mu, \beta, \sigma^2, 0, g_1}$, as $n \to \infty$ with fixed $T$.

The following proposition then is an immediate corollary of Proposition 4.2 and Lemma 4.4 in Kreiss (1987).

**Proposition 4.3** Let Assumptions (B) and (C) hold, assume that $\hat{\theta}$ satisfies (D1) and (D2), and fix $\theta \in \mathbb{R}^{K+1}$, $\sigma^2 > 0$, $f_1 \in \mathcal{F}_A$, and $g_1 \in \mathcal{F}_A$. Then

$$\Delta_{f_{1,4}}^s(\mu, \hat{\theta}_{\#}, \sigma^2, 0) - \Delta_{f_{1,4}}^s(\mu, \beta, \sigma^2, 0) = o_p(1),$$

under $P_{\mu, \beta, \sigma^2, 0, g_1}$, as $n \to \infty$ with fixed $T$.

Local asymptotic optimality under density $f_1$ is achieved by the test based on

$$T_{f_1}^s(\theta) := \left(\Delta_{f_{1,4}}^s(\sigma^2)\right)^{-1/2} \Delta_{f_{1,4}}^s(\theta)$$ \hspace{1cm} (4.5)

$$= \frac{1}{2\sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{i \neq t} \left\{ \varphi_{f_1}\left(R_{i1}^{(n)}(\beta)\right) \varphi_{f_1}\left(R_{t1}^{(n)}(\beta)\right) - c_{f_1}^{(n)} / 2 \right\} =: T_{f_1}^s(\beta).$$

More precisely, we have the following result.

**Proposition 4.4** Let Assumptions (B) and (C) hold, assume that $\hat{\theta}_{\#}$ satisfies (D1) and (D2), and fix $f_1 \in \mathcal{F}_A$. Then

(i) for any $g_1 \in \mathcal{F}_A$, $T_{f_1}^s(\hat{\theta}_{\#})$ is asymptotically normal with mean zero and

$$T(T - 1)\tilde{T}^2_{f_1}(f_1, g_1)$$

$$= \frac{2\sigma^2(\Gamma_1^{(n)}(\sigma^2))^{1/2} \chi_1}{2\sigma^2(\Gamma_1^{(n)}(\sigma^2))^{1/2} \chi_1}$$

under $P_{\theta, \sigma^2, 0, g_1}$ and $P_{\theta + \tau, \sigma^2, 0, g_1}$, respectively, and variance one under both.
(ii) the sequence of tests $\phi_{f_1}^{s(n)}$ rejecting the null hypothesis

$$\mathcal{H}_A^{(n)} := \bigcup_{g_1 \in \mathcal{F}_A} \bigcup_{\theta} \{ P_{\theta, \sigma^2, \sigma^2 G_1} \}$$

as soon as $T_{\sim f_1}(\hat{\beta}_#)$ exceeds the $(1 - \alpha)$-quantile of the standard normal distribution is locally asymptotically most stringent, at asymptotic probability level $\alpha$, for $\mathcal{H}_A^{(n)}$ against alternatives of the form $\bigcup_{\theta} \{ P_{\theta, \sigma^2, \sigma^2 G_1} \}$.

4.3 The van der Waerden and Wilcoxon test statistics.

The statistic $T_{\sim f_1}(\hat{\beta}_#)$ is providing a general form for the optimal rank tests of the null hypothesis of absence of random effects. Important particular cases are the Wilcoxon (logistic scores) and van der Waerden (normal scores) test statistics, which are optimal at logistic and normal densities, respectively.

The van der Waerden tests use the standard normal reference density $f_1 = \phi_1$. One easily obtains that $\phi_{f_1}(F_1^{-1}(u)) = a^{1/2} \Phi^{-1}(u)$, where $\Phi$ denotes the standard normal distribution function. The resulting rank test statistic is then

$$T_{\sim \phi_1}^{s(n)}(\hat{\beta}_#) = T_{\sim \phi_1}^{s(n)}(\hat{\beta}_#) = \frac{1}{2 s_{\phi_1}^{(n)}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{\ell \neq t} \left\{ a \Phi^{-1} \left( \frac{R_{it}(\hat{\beta}_#)}{N + 1} \right) \Phi^{-1} \left( \frac{R_{it}(\hat{\beta}_#)}{N + 1} \right) - c_{\phi_1}^{(n)} \right\},$$

with

$$c_{\phi_1}^{(n)} = \frac{a}{N(N - 1)} \sum_{r=1}^{N} \sum_{s \neq r=1}^{N} \Phi^{-1} \left( \frac{r}{N + 1} \right) \Phi^{-1} \left( \frac{s}{N + 1} \right).$$

In the Wilcoxon case, $f_1(z) = \ell_1(z) = \sqrt{\frac{1}{N}} \exp(-\sqrt{b} z)/(1 + \exp(-\sqrt{b} z))^2$ is a standardized logistic density. One easily checks that $\phi_{f_1}(F_1^{-1}(u)) = b^{1/2} u$. Therefore, the Wilcoxon test statistic takes the form

$$T_{\sim \ell_1}^{s(n)}(\hat{\beta}_#) = T_{\sim \ell_1}^{s(n)}(\hat{\beta}_#) = \frac{1}{2 s_{\ell_1}^{(n)}} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{\ell \neq t} \left\{ b \left( \frac{R_{it}(\hat{\beta}_#)}{N + 1} \right) \left( \frac{R_{it}(\hat{\beta}_#)}{N + 1} \right) - c_{\ell_1}^{(n)} \right\},$$

with

$$c_{\ell_1}^{(n)} = \frac{b}{N(N - 1)} \sum_{r=1}^{N} \sum_{s \neq r=1}^{N} \left( \frac{r}{N + 1} \right) \left( \frac{s}{N + 1} \right).$$

It is worth noting that the scale factors $a$ (for van der Waerden) and $b$ (for Wilcoxon) disappear in the final expression of the test statistics, due to the (exact) standardization by $s_{\phi_1}^{(n)}$ and $s_{\ell_1}^{(n)}$, respectively. This confirms that our choice of the median of absolute deviations as a scale parameter in the definition of $\mathcal{F}_0$ has no impact on the results.

4.4 Asymptotic relative efficiencies.

Propositions 3.4 and 4.4 allow for computing ARE values for the rank tests based on $T_{\sim f_1}(\hat{\beta}_#)$ with respect to the pseudo-Gaussian tests based on $T_{\sim G_1}(\hat{\theta})$; these AREs as usual are obtained as ratios of the squares of the shifts of these test statistics under local alternatives.
Proposition 4.5 Let \( f_1 \in \mathcal{F}_A \). Then, the asymptotic relative efficiencies, under \( g_1 \in \mathcal{F}_A^2 \), of the rank tests based on \( T_{f_1}^{*(n)}(\hat{\beta}_\theta) \) with respect to the pseudo-Gaussian tests based on \( T_N^{*(n)}(\hat{\theta}) \) are

\[
\text{ARE}_{g_1}(T_{f_1}^{*(n)}(\hat{\beta}_\theta)/T_N^{*(n)}(\hat{\theta})) = \left\{ \mu_2(g_1)I_2(f_1,g_1)/I_1(f_1) \right\}^2.
\]  

(4.6)

Strictly speaking, however, the interpretation of (4.6) as an ARE value only holds for individual effect standardized densities \( h_1 \in \mathcal{F}_C|g_1 \).

Numerical values of the ARE values of Proposition 4.5, under \( t_3, t_5, t_8, t_{10}, t_{20} \), normal, and logistic densities, are displayed in Table 1. These values all are good, particularly so under heavy tails (see the Student density with 3 degrees of freedom). Also, the AREs of the van der Waerden tests are uniformly larger than or equal to one for all distributions considered in Table 1, and are equal to one in the Gaussian case only. Since the AREs in (4.6) are the squares of those obtained in univariate location problems, this is a general result: the Chernoff-Savage (1958) property extends to the problem considered in this paper, showing that our van der Waerden rank tests, from the Pitman point of view, uniformly dominate their pseudo-Gaussian parametric competitors.

<table>
<thead>
<tr>
<th>actual density ( g_1 )</th>
<th>( f_{1,t_3} )</th>
<th>( f_{1,t_5} )</th>
<th>( f_{1,t_8} )</th>
<th>( f_{1,t_{10}} )</th>
<th>( f_{1,t_{20}} )</th>
<th>( \phi_1 )</th>
<th>( \ell_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>scores</td>
<td>4.0000</td>
<td>1.4923</td>
<td>1.0498</td>
<td>0.7917</td>
<td>0.6718</td>
<td>0.6978</td>
<td>1.0851</td>
</tr>
<tr>
<td>4.0000</td>
<td>1.5625</td>
<td>1.2339</td>
<td>0.9401</td>
<td>0.8370</td>
<td>0.8623</td>
<td>1.1857</td>
<td></td>
</tr>
<tr>
<td>3.5284</td>
<td>1.5319</td>
<td>1.1901</td>
<td>1.0029</td>
<td>0.9232</td>
<td>1.1993</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3960</td>
<td>1.5601</td>
<td>1.1670</td>
<td>1.0158</td>
<td>0.9476</td>
<td>1.1933</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0768</td>
<td>1.4727</td>
<td>1.1597</td>
<td>1.0529</td>
<td>0.9851</td>
<td>1.1610</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6873</td>
<td>1.3079</td>
<td>1.0986</td>
<td>1.0061</td>
<td>1.0000</td>
<td>1.0966</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6091</td>
<td>1.5405</td>
<td>1.1869</td>
<td>1.1101</td>
<td>0.9936</td>
<td>0.9119</td>
<td>1.2026</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: AREs, under Student (3, 5, 8, 10, and 20 degrees of freedom), normal and logistic densities, of various rank tests (based on Student, van der Waerden, and Wilcoxon scores), with respect to the pseudo-Gaussian tests.

5 Simulations.

In this section, we conduct a Monte Carlo experiment to investigate the finite-sample behavior of our rank tests under a variety of error distributions. More precisely, we considered the model

\[
Y_{it} = \mu + \beta_1 x_{1t} + \beta_2 x_{2t} + u_i + \varepsilon_{it}, \quad i = 1, \ldots, n = 100, \quad t = 1, \ldots, T = 5,
\]

(5.7)

where

- \( \mu = \beta_1 = \beta_2 = 1; \)
- the \( x_{1t} \)'s are i.i.d. uniform over (0, 1) and the \( x_{2t} \)'s are obtained from i.i.d. \( \nu_{it} \) uniformly distributed over \((-0.5, 0.5)\) via \( x_{2t}^2 = 0.1t + 0.5x_{2,t-1}^2 + \nu_{it} \) and \( x_{20}^2 = 5 + 10\nu_{i0} \) (see Nerlove 1971);
- the \( u_i \)'s are i.i.d. Gaussian with mean zero and variance \( \sigma_u^2 = 0 \) (null hypothesis), 0.2, 0.3, 0.4, or 0.5 (increasingly distant alternatives);
the $\epsilon_i$’s are i.i.d. Student with 1, 3, and 8 degrees of freedom, Gaussian, or logistic (more precisely, they are i.i.d. with density $f_{1,1}, f_{1,3}, f_{1,8}, \phi_1$, or $\ell_1$).

For each combination of $\sigma_u^2$ and a distribution for the $\epsilon_i$’s, we generated $M = 2,500$ independent samples from (5.7), with the same values of the regressors $x_{it}^j$ over replications. For each replication, the following six tests were performed at nominal probability level $\alpha = 5\%$: the pseudo-Gaussian test based on $T_{\phi_1}^{(n)}(\hat{\theta}_{#}^{(n)})$, three $t_{\nu}$-score tests based on $T_{f_{1,\nu}}^{(n)}(\hat{\beta}_{#}^{(n)})$ ($\nu = 1, 3, 8$), the van der Waerden test based on $T_{\nu}^{(n)}(\hat{\beta}_{#}^{(n)})$, and the Wilcoxon test based on $T_{\nu}^{(n)}(\hat{\beta}_{#}^{(n)})$. The estimator $\hat{\theta}_{#}^{(n)} = (\hat{\mu}_{#}^{(n)}, \hat{\beta}_{#}^{(n)})^{t}$ used is the least absolute deviations (LAD) estimator. Rejection frequencies are reported in Table 2.

These simulations show that the pseudo-Gaussian test, though resisting non-Gaussian densities with finite second-order moments, are collapsing under the heavy-tailed $t_1$ distribution. In sharp contrast with this, all proposed rank-based tests appear to meet the $5\%$ probability level constraint. Empirical power rankings are essentially consistent with the corresponding ARE values from Table 1. For instance, under Gaussian densities, the powers of the $t_{\nu}$-score rank tests are increasing with $\nu$ as expected, whereas the asymptotic optimality of the same tests under the corresponding Student distribution with $\nu$ degrees of freedom is confirmed.

6 Appendix.

6.1 Proof of Proposition 2.1.

The proof consists in checking that Swensen’s (1985) sufficient conditions (1.2)-(1.7) hold. Conditions (1.3)-(1.7) (to be checked, for ULAN, under sequences $\psi^{(n)}$) follow more or less routinely from the assumptions made, and the only delicate one actually is condition (1.2). This condition is a direct consequence (see Swensen’s Lemma 2) of the quadratic mean differentiability, at any $(\mu, \beta, \sigma^2, 0)$, of

$$(\mu, \beta, \sigma^2, \sigma_u^2) \rightarrow \frac{1}{2} \int_{R^2} \mu, \beta, \sigma^2, \sigma_u^2 f_1(y) := \frac{1}{\sigma^2} \int \prod_{t=1}^{T} f_1(t) \left( \frac{1}{\sigma} (y_t - \mu - \beta x_t - \sigma u) \right) h(u) du \right)^{1/2}$$

with $y := (y_1, \ldots, y_T)' \in R^T$ and $x_t := (x_1, x_2, \ldots, x_K)' \in R^K$, $t = 1, \ldots, T$. The technical difficulty lies in the fact that $\int \mu, \beta, \sigma^2, \sigma_u^2 f_1$ has the form of a mixture density. Quadratic mean differentiability is established in the following lemma.

Lemma 6.1 Let Assumptions (B) and (C) hold on fix $f_1 \in F_A$. Define, for $y \in R^T$,

$$D_\mu \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) := \frac{1}{2\sigma} \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) \left[ \sum_{t=1}^{T} \phi_{f_1} \left( \frac{y_t - \mu - \beta x_t}{\sigma} \right) \right],$$

$$D_\beta \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) := \frac{1}{2\sigma} \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) \left[ \sum_{t=1}^{T} \phi_{f_1} \left( \frac{y_t - \mu - \beta x_t}{\sigma} \right) \right],$$

$$D_\sigma \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) := \frac{1}{4\sigma^2} \int_{\mu, \beta, \sigma^2, \sigma_u^2} f_1(y) \left[ \sum_{t=1}^{T} \left( \frac{y_t - \mu - \beta x_t}{\sigma} \right) \phi_{f_1} \left( \frac{y_t - \mu - \beta x_t}{\sigma} \right) \right].$$
Table 2: Rejection frequencies (out of $M = 2,500$ replications), for $\sigma_u = 0$ (null hypothesis) 0.2, 0.3, 0.4, 0.5 (alternative hypotheses), with Gaussian ($\phi_1$), logistic ($\ell_1$), $t_\nu$ with $\nu = 1, 3, 8$ ($f_{1, t_1}, f_{1, t_3}, f_{1, t_8}$) disturbances, of the pseudo-Gaussian test ($\mathcal{N}$), and the van der Waerden (vdW), Wilcoxon (W), and $t_\nu$-score with $\nu = 1, 3, 8$ ($t_1, t_3, t_8$) rank tests; the sample size is 500 ($n = 100$ and $T = 5$).
and

\[ D_{\sigma_{z}^{-1/2} f_{1}^{1/2}}(\mu, \sigma_{z}; \beta, \sigma_{z}; f_{1}(y)|\sigma_{z}^{2}=0) := \frac{1}{4\sigma_{z}^{-2}} f_{1}^{1/2} \left[ \sum_{t=1}^{T} \frac{y_{t} - \mu - \beta' x_{t}}{\sigma} \right] \]

Then, as \( t, s, v, \) and \( r \to 0, \)

(i) \[ \int \left\{ \frac{1}{\sigma_{z}^{2}} f_{1/2} \left( f_{1}(y) - \frac{1}{\sigma_{z}^{2}} \right) dy = o(r^{4}) \right\} \]

(ii) \[ \int \left\{ \frac{1}{\sigma_{z}^{2}} f_{1/2} \left( f_{1}(y) - (t, s', v) \left( D_{\sigma_{z}^{-1/2} f_{1}^{1/2}}(\mu, \sigma_{z}, 0; f_{1}(y)) \right) \right) dy = o(1) \right\} \]

(iii) \[ \int \left\{ D_{\sigma_{z}^{-1/2} f_{1}^{1/2}}(\mu, \sigma_{z}, 0; f_{1}(y)|\sigma_{z}^{2}=0) - D_{\sigma_{z}^{-1/2} f_{1}^{1/2}}(\mu, \sigma_{z}, 0; f_{1}(y)|\sigma_{z}^{2}=0) \right\} dy = o(1) \]

(iv) \[ \left\{ \frac{1}{\sigma_{z}^{2}} f_{1/2} \left( f_{1}(y) - (t, s', v, r^{2}) \right) \right\} dy = o(1) \]

Proof. (i) Letting \( z_{t} := (y_{t} - (\mu + t) - (\beta + s') x_{t}) / (\sigma^{2} + v)^{1/2} \) and \( z := (z_{1}, z_{2}, \ldots, z_{T})' \), the left-hand side in (i) takes the form

\[ \int_{\mathbb{R}}^{T} \left[ \left( \int_{\mathbb{R}}^{T} f_{1}(z_{t} - \frac{r}{(\sigma^{2} + v)^{1/2}} u) h(u) du \right)^{1/2} - \left( \prod_{t=1}^{T} f_{1}(z_{t}) \right)^{1/2} \right]^{2} dz. \]

In order to prove (i), it is thus sufficient to establish differentiability in quadratic mean with respect to \((r/(\sigma^{2} + v)^{1/2})^{2}\). This quadratic mean differentiability property, however, is somewhat nonstandard, as it involves the second-order derivatives of the product \( \prod_{t=1}^{T} f_{1}(z_{t}) \). As in Akharif and Hallin (2003), the proof is decomposed into three parts.

(a) With the above notation, \( y^{2} \rightarrow L_{x}(y) := \int_{\mathbb{R}}^{T} K_{x}(u, y) h(u) du \), where \( K_{x}(u, y) := \prod_{t=1}^{T} f_{1}(z_{t} - yu) \), is absolutely continuous at \( y = 0 \), with a.e. derivative

\[ \Psi_{x}(y) := \frac{1}{2y} \int_{y}^{\infty} \left\{ \sum_{t=1}^{T} f_{1}(z_{t} - wu) \left[ \prod_{l=1}^{T} f_{1}(z_{l} - wu) \right] + \sum_{l=1}^{T} f_{1}(z_{l} - wu) f_{1}(z_{t} - wu) \left[ \prod_{m=1}^{T} f_{1}(z_{m} - wu) \right] \right\} u^{2} h(u) du dw. \]

(6.1)
We obtain
\[
L(y) - L(0) = \int_{u=-\infty}^{\infty} [K(u, y) - K(u, 0)] h(u) \, du
\]
\[
= \int_{u=-\infty}^{\infty} \int_{a=0}^{y} \dot{K}(u, a) \, da \, h(u) \, du
\]
\[
= \int_{u=-\infty}^{\infty} \int_{a=0}^{y} [K(u, a) - \dot{K}(u, 0)] da \, h(u) \, du + \int_{u=-\infty}^{0} \int_{a=0}^{y} \dot{K}(u, 0) \, da \, h(u) \, du
\]
\[
= \int_{u=-\infty}^{\infty} \int_{a=0}^{y} \dot{K}(u, w) \, dw \, da \, h(u) \, du,
\]
where
\[
\dot{K}(u, w) := \sum_{t=1}^{T} f_1(z_t - wu) \left[ \prod_{l \neq t} f_1(z_l - wu) \right] u^2
\]
\[
+ \sum_{t=1}^{T} \sum_{l \neq t} f_1(z_t - wu) f_1(z_l - wu) \left[ \prod_{m \neq t, m \neq l} f_1(z_m - wu) \right] u^2.
\]

The value (6.1) of the a.e. derivative for \( y > 0 \) follows. At \( y = 0 \), the right derivative is defined as the limit, as \( y \downarrow 0 \), of \([L(y) - L(0)]/y^2\), for which (6.2) yields 0/0. Applying L'Hospital's rule we have
\[
\lim_{y \downarrow 0} [L(y) - L(0)]/y^2 = \frac{1}{2} \left( \sum_{t=1}^{T} \psi f_1(z_t) + \sum_{l \neq t} \sum_{t=1}^{T} \phi f_1(z_l) \phi f_1(z_t) \right) \left\{ \prod_{m=1}^{T} f_1(z_m) \right\}.
\]

(b) It follows that \( y^2 \rightarrow s_z(y) := [L_z(y)]^{1/2} \) is also absolutely continuous in a neighborhood of \( y = 0 \), with a.e. derivative
\[
\dot{s}_z(y) = \frac{1}{4y} \int_{u=0}^{y} \dot{K}(u, y) h(u) \, du / \left[ \int_{\mathbb{R}} K(u, y) h(u) \, du \right]^{1/2} \, dw.
\]

L'Hospital's rule at \( y = 0 \) yields
\[
\dot{s}_z(0) = \frac{1}{4} \left( \prod_{l=1}^{T} f_1(z_l) \right)^{-1/2} \left\{ \prod_{l=1}^{T} f_1(z_l) \right\} \left[ \prod_{m=1}^{T} f_1(z_m) \right].
\]

Hence, for all \( z \),
\[
\lim_{y \downarrow 0} \left\{ \frac{1}{y^2} [s_z(y) - s_z(0)] \right\} = \dot{s}_z(0).
\]

(c) The partial quadratic mean differentiability property to be proved takes the form
\[
\lim_{y \downarrow 0} \int_{\mathbb{R}^T} \left\{ \frac{1}{y^2} [s_z(y) - s_z(0)] - \frac{1}{4} \dot{s}_z(0) \right\}^2 \, dz = 0.
\]

From (b) above,
\[
\left\{ \frac{1}{y^2} [s_z(y) - s_z(0)] \right\}^2 = \left( \frac{1}{y} \right)^2 \left( \int_{\lambda=0}^{y^2} \dot{s}_z(\sqrt{\lambda}) \, d\lambda \right)^2 \leq \frac{1}{y^2} \int_{\lambda=0}^{y^2} \left[ \dot{s}_z(\sqrt{\lambda}) \right]^2 \, d\lambda,
\]
for all \( z \). Fubini’s theorem and (6.3) yields

\[
\int_{\mathbb{R}^T} \left\{ \frac{1}{y^2} [s_z(y) - s_z(0)] \right\}^2 dz \leq \frac{1}{y^2} \int_{\lambda=0}^{y^2} \int_{\mathbb{R}^T} \left[ \hat{s}_z(\sqrt{\lambda}) \right]^2 dz d\lambda \tag{6.6}
\]

\[
= \frac{1}{16y^2} \int_{\lambda=0}^{y^2} I_{\psi}(f_1; \sqrt{\lambda}) d\lambda,
\]

with \( I_{\psi}(f_1; y) \) defined in (2.3). The continuity assumption in (B3) implies that this latter quantity converges, as \( y \to 0 \), to

\[
\frac{1}{16} I_{\psi}(f_1; 0) = \int_{\mathbb{R}^T} [s_z(0)]^2 dz,
\]

which together with (6.6), entails that

\[
\limsup_{y \to 0} \int_{\mathbb{R}^T} \left\{ \frac{1}{y^2} [s_z(y) - s_z(0)] \right\}^2 dz \leq \int_{\mathbb{R}^T} [s_z(0)]^2 dz. \tag{6.7}
\]

In view of Theorem V.I.3 of Hájek and Šidák (1967) [also in Hájek, Šidák and Sen (1999)], (6.4) and (6.7) jointly imply (6.5). This completes the proof of part (i) of the lemma.

(ii) The problem here reduces to the classical case of linear models considered by Swensen (1985).

(iii) First note that, as \( t, s \to 0 \),

\[
\int_{\mathbb{R}^T} \left\{ D_{\sigma^2} f_{\hat{\mu} + t, \sigma^2, \sigma^2; f_1}(y) | \sigma^2 = 0 - D_{\sigma^2} f_{\hat{\mu}, \sigma^2, \sigma^2; f_1}(y) | \sigma^2 = 0 \right\}^2 dy = o(1).
\]

For the perturbation of \( \sigma^2 \), letting \( z_t := y_t - \mu - \beta' x_t \) for \( t = 1, \ldots, T \), we have

\[
T := \int_{\mathbb{R}^T} \left\{ D_{\sigma^2} f_{\hat{\mu} + t, \sigma^2, \sigma^2; f_1}(y) | \sigma^2 = 0 - D_{\sigma^2} f_{\hat{\mu}, \sigma^2, \sigma^2; f_1}(y) | \sigma^2 = 0 \right\}^2 dy
\]

\[
= \int_{\mathbb{R}^T} \left\{ \frac{1}{4} (\sigma^2 + h)^{T+4/4} \left[ \prod_{t=1}^{T} f_{1/2} \left( \frac{y_t - \mu - \beta' x_t}{(\sigma^2 + h)^{1/2}} \right) \right] \right. \]

\[
\times \left[ \sum_{t=1}^{T} \psi_{f_1} \left( \frac{y_t - \mu - \beta' x_t}{\sigma} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi_{f_1} \left( \frac{y_t - \mu - \beta' x_t}{\sigma} \right) \phi_{f_1} \left( \frac{y_l - \mu - x_l \beta}{\sigma} \right) \right] \right\}^2 dy
\]

\[
= \int_{\mathbb{R}^T} \left\{ \frac{1}{4} (\sigma^2 + h)^{T+4/4} \left[ \prod_{t=1}^{T} f_{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right] \right. \]

\[
\times \left[ \sum_{t=1}^{T} \psi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi_{f_1} \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \right] \right\}^2 dz
\]

\[
- \frac{1}{4} (\sigma^2)^{T+4/4} \left[ \prod_{t=1}^{T} f_{1/2} \left( \frac{z_t}{\sigma} \right) \right] \left[ \sum_{t=1}^{T} \psi_{f_1} \left( \frac{z_t}{\sigma} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi_{f_1} \left( \frac{z_t}{\sigma} \right) \phi_{f_1} \left( \frac{z_l}{\sigma} \right) \right] \right\}^2 dz
\]
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\[
\begin{align*}
&= \int_{\mathbb{R}^T} \left\{ \frac{1}{4} \left[ 1 - \frac{1}{(\sigma^2 + h)} \prod_{t=1}^{T} \left( \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right) - \frac{1}{\sigma^2} \prod_{t=1}^{T} \frac{1}{\sigma^{1/2}} f_1^{1/2} \left( \frac{z_t}{\sigma} \right) \right] \\
&\quad \times \left[ \sum_{t=1}^{T} \psi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi f_1 \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \right] \\
&\quad + \frac{1}{4 \sigma^2} \left[ \prod_{t=1}^{T} \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right] \left\{ \sum_{t=1}^{T} \left[ \psi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \psi f_1 \left( \frac{z_t}{\sigma} \right) \right] \right\}^2 \right\} d\mathbf{z} \\
&\leq C \left( T_1 + T_2 + T_3 \right),
\end{align*}
\]

where

\[ T_1 := \int_{\mathbb{R}^T} \left\{ \frac{1}{4} \left[ 1 - \frac{1}{(\sigma^2 + h)} \prod_{t=1}^{T} \left( \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right) \right] \right. \\
\quad \times \left[ \sum_{t=1}^{T} \psi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi f_1 \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \right] \left\}^2 d\mathbf{z}, \]

\[ T_2 := \int_{\mathbb{R}^T} \left\{ \frac{1}{4 \sigma^2} \left[ \prod_{t=1}^{T} \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right] - \frac{1}{\sigma^{1/2}} f_1^{1/2} \left( \frac{z_t}{\sigma} \right) \right. \\
\quad \times \left[ \sum_{t=1}^{T} \psi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) + \sum_{t=1}^{T} \sum_{l \neq t} \phi f_1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi f_1 \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \right] \left\}^2 d\mathbf{z}, \]
and
\[ T_3 := \int_{\mathbb{R}^T} \left\{ \frac{1}{4\sigma^2} \prod_{t=1}^T \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right\} \left\{ \sum_{t=1}^T \left[ \psi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \psi_{f_1} \left( \frac{z_t}{\sigma} \right) \right] \right. \\
+ \left. \sum_{t=1}^T \sum_{t=1}^T \phi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi_{f_1} \left( \frac{z_t}{\sigma} \right) \right\}^2 \, dz. \]

Clearly, \( T_1 = O((\sigma^2 + h)^{-1} - \sigma^{-2})^2(\pi \psi(f_1) + \pi \phi(f_1)) \), which implies that \( T_1 = o(1) \), as \( h \to 0 \).

Turning to \( T_2 \), we have
\[ T_2 = \int_{\mathbb{R}^T} \left\{ \frac{1}{4\sigma^2} \left( \sum_{l=1}^T \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right] \right) \right. \\
\times \prod_{k=1}^{t-1} \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=t-1}^{T-1} \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{\sigma} \right) \right\} \\
\times \left\{ \sum_{t=1}^T \psi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) + \sum_{t=1}^T \sum_{t \neq t} \phi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \phi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right\}^2 \, dz \\
= \int_{\mathbb{R}^T} \left\{ \frac{1}{4\sigma^2} \left( \sum_{l=1}^T \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right] \right) \right. \\
\times \psi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=1}^{t-1} \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=t-1}^{T-1} \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{\sigma} \right) \right\} \\
+ \frac{1}{4\sigma^2} \sum_{l=1}^T \sum_{m=1}^T \sum_{m \neq l} \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right] \phi_{f_1} \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \\
\times \phi_{f_1} \left( \frac{z_m}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=1}^{t-1} \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=t-1}^{T-1} \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{\sigma} \right) \right\}^2 \, dz \\
\leq C_1 (T_2^1 + T_2^2),
\]
where
\[ T_2^1 := \int_{\mathbb{R}^T} \left\{ \frac{1}{4\sigma^2} \left( \sum_{l=1}^T \sum_{m=1}^T \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right] \right) \right. \\
\times \psi_{f_1} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=1}^{t-1} \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=t-1}^{T-1} \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{\sigma} \right) \right\}^2 \, dz
\]
and
\[ T_2^2 := \int_{\mathbb{R}^T} \left\{ \frac{1}{4\sigma^2} \sum_{l=1}^T \sum_{m=1}^T \sum_{m \neq l} \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_{1/2}^1 \left( \frac{z_t}{\sigma} \right) \right] \phi_{f_1} \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) \\
\times \phi_{f_1} \left( \frac{z_m}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=1}^{t-1} \frac{1}{(\sigma^2 + h)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \prod_{k=t-1}^{T-1} \frac{1}{(\sigma^2)^{1/4}} f_{1/2}^1 \left( \frac{z_k}{\sigma} \right) \right\}^2 \, dz.
\]
Then, in order to prove that \( T_2 = o(1) \), it is clearly sufficient to show that \( T_2^1 \) and \( T_2^2 \) are \( o(1) \) as \( h \to 0 \). We start with \( T_2^1 \), which is bounded by \( B (T_2^{11} + T_2^{12} + T_2^{13}) \), where \( B \) is some positive constant,

\[
T_2^{11} := \int_{\mathbb{R}} \left\{ \sum_{i=1}^{T} \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \psi_f \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \frac{1}{\sigma^{1/2}} f_1^{1/2} \left( \frac{z_t}{\sigma} \right) \psi_f \left( \frac{z_t}{\sigma} \right) \right] \times \prod_{k=1}^{l-1} \left( \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \right) \prod_{k=l-1}^{T} \frac{1}{(\sigma^2)^{1/4}} f_1^{1/2} \left( \frac{z_k}{\sigma} \right) \right\}^2 dz 
\]

\[
\leq B_1 \int_{\mathbb{R}} \left\{ e^{f_1^{1/2}(u)} \psi_f(e^u) \right\}^2 du, \quad (6.8)
\]

\[
T_2^{12} := \int_{\mathbb{R}} \left\{ \sum_{i=1}^{T} \left[ \psi_f \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) - \psi_f \left( \frac{z_t}{\sigma} \right) \right] \frac{1}{\sigma^{1/2}} f_1^{1/2} \left( \frac{z_t}{\sigma} \right) \times \prod_{k=1}^{l-1} \left( \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \right) \prod_{k=l-1}^{T} \frac{1}{(\sigma^2)^{1/4}} f_1^{1/2} \left( \frac{z_k}{\sigma} \right) \right\}^2 dz 
\]

\[
\leq B_2 \int_{\mathbb{R}} \left\{ \psi_f \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) - \psi_f(e^u) \right\}^2 e^u f_1(e^u) du \quad (6.9)
\]

and

\[
T_2^{13} := \int_{\mathbb{R}} \left\{ 2 \left[ \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_t}{(\sigma^2 + h)^{1/2}} \right) \right]^2 \right\} \left\{ \frac{1}{\sigma^{1/2}} f_1^{1/2} \left( \frac{z_t}{\sigma} \right) \times \prod_{k=1}^{l-1} \left( \frac{1}{(\sigma^2 + h)^{1/4}} f_1^{1/2} \left( \frac{z_k}{(\sigma^2 + h)^{1/2}} \right) \right) \prod_{k=l-1}^{T} \frac{1}{(\sigma^2)^{1/4}} f_1^{1/2} \left( \frac{z_k}{\sigma} \right) \right\} \right. 
\]

\[
\leq B_3 \int_{\mathbb{R}} \left\{ e^{f_1^{1/2}(u)} \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) - e^{f_1^{1/2}(u)} \right\}^2 du \times I_\psi(f_1). \quad (6.10)
\]

Since \( e^{f_1^{1/2}(u)} \), \( e^{f_1^{1/2}(u)} \psi_f(e^u) \) and \( \phi_f(e^u) \) are square integrable, quadratic mean continuity implies that the integrals in (6.8), (6.9), and (6.10) are \( o(1) \) as \( h \to 0 \).

Similarly, it easily shown that

\[
T_2^2 \leq C \left\{ \int_{\mathbb{R}} \left\{ e^{f_1^{1/2}(u)} \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) \phi_f \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) \right. \right. 
\]

\[
\times I_\phi(f_1) + \int_{\mathbb{R}} \left\{ \phi_f \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) \right. - \phi_f(e^u) \left\}^2 e^u f_1(e^u) du \right. 
\]

\[
+ \left\{ e^{f_1^{1/2}(u)} \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) \right. \left. \right. 
\]

\[
\times I_\phi(f_1) \right\} = o(1), \quad h \to 0,
\]

since \( e^{f_1^{1/2}(u)} \), \( e^{f_1^{1/2}(u)} \psi_f(e^u) \) and \( \phi_f(e^u) \) are square integrable.

As for \( T_3 \), note that \( T_3 \leq D(T_3^1 + T_3^2) \) where

\[
T_3^1 := \int_{\mathbb{R}} \left\{ \frac{1}{4\sigma^2} \left[ \prod_{l=1}^{T} \left( \frac{1}{(\sigma^2)^{1/4}} f_1^{1/2} \left( \frac{z_l}{\sigma} \right) \right) \right] \right. 
\]

\[
\left\{ \sum_{i=1}^{T} \left[ \psi_f \left( \frac{z_l}{(\sigma^2 + h)^{1/2}} \right) - \psi_f \left( \frac{z_l}{\sigma} \right) \right] \right\}^2 dz
\]

\[
\leq D_1 \int_{\mathbb{R}} \left\{ \psi_f \left( e^{u-\ln(1+\frac{h}{\sigma^2})^{1/2}} \right) - \psi_f(e^u) \right\}^2 e^u f_1(e^u) du = o(1), \quad h \to 0,
\]
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and
\[
T_3^2 := \int_{-\infty}^{\infty} \left\{ \frac{1}{4\sigma^2} \left[ \prod_{t=1}^{T} \frac{1}{(\sigma^2 + h)^{1/2}} f_1^{1/2}(z_t / \sigma) \right] \right\} \left\{ \sum_{\substack{l=1\atop l \neq t}}^{T} \left[ \phi_{1,(\sigma^2 + h)^{1/2}}(z_t / \sigma) \right] \phi_{1,(\sigma^2 + h)^{1/2}}(z_t / \sigma) \right\}^2 \, dz
\]

\[
\leq D_2 \int_{-\infty}^{\infty} \left\{ \phi_{1,(\sigma^2 + h)^{1/2}}(z_t) \right\} \left\{ \phi_{1,(\sigma^2 + h)^{1/2}}(z_t) \right\}^2 \, dz
\]

since $\phi_{1,(\sigma^2 + h)^{1/2}}(z_t)$ and $\psi_{1,(\sigma^2 + h)^{1/2}}(z_t)$ are square integrable. This completes the proof of Lemma 6.1, hence of Proposition 2.1. \qed

6.2 Proofs of Propositions 3.2, 4.1, and 4.2.

Proof of Proposition 4.1. The proof of Part (i) follows along the same lines as in Section 4.1 of Hallin, Ingenbleek, and Puri (1985), and therefore is omitted. Part (ii) of the proposition is obtained by direct computation. As for Part (iii), under $P_{\theta,\sigma^2}$, the result straightforwardly follows from classical central limit theorems. On the other hand, it is easy to see that, still under $P_{\theta,\sigma^2}$, the log-likelihood $\Lambda^{(n)}_{\theta,\alpha^2,\sigma^2}$ are jointly multinormal; the desired result then follows from a routine application of Le Cam’s Third Lemma. \qed

Proofs of Propositions 3.2 and 4.2. Since (letting $K(u) := (a^{1/2}G_1^{-1}(u))^2$, $u \in (0,1)$) the proof of Proposition 3.2 is essentially similar to that of Proposition 4.2, we can safely focus on the latter. Throughout this proof, we let $\theta^{(n)} := \theta + \nu^{(n)} Y^{(n)}$. Accordingly, let $Z^{\nu}_it := \sigma^{-1}(Y^{(n)} - \nu^{(n)} Y^{(n)})$ and $Z_{it}^{\nu} := \sigma^{-1}(Y^{(n)} - \nu^{(n)} Y^{(n)})$. Proposition 4.1 implies that $\Delta^{s(n)}_{f_1; t, \sigma^2, 0} - \Delta^{s(n)}_{f_1; t, \sigma^2, 0}$ is $op(1)$ under $P_{\theta,\sigma^2,\nu^{(n)}}$. Similarly, $\Delta^{s(n)}_{f_1; t, \sigma^2, 0} - \Delta^{s(n)}_{f_1; t, \sigma^2, 0}$ is $op(1)$ under $P_{\theta,\sigma^2,\nu^{(n)}}$. Consequently, the left hand side in (4.4) is asymptotically equivalent, under $P_{\theta,\sigma^2,\nu^{(n)}}$, to

\[
C^{(n)}(\theta, \sigma^2) := \Delta^{s(n)}_{f_1; t, \sigma^2, 0} - \Delta^{s(n)}_{f_1; t, \sigma^2, 0}
\]

and we need only to prove that $C^{(n)}(\theta, \sigma^2)$ is $op(1)$. Let $K_{f_1}(u) := \phi_{1,(\sigma^2 + h)^{1/2}}(z_t / \sigma)$ and consider the following truncation: for all $\ell \in \mathbb{N}_0$, define

\[
K^{(\ell)}_{f_1}(u) := K_{f_1} \left( \frac{2}{\ell} \right) \ell(u - \frac{1}{\ell}) \, I_{(|\frac{u}{\ell} - \frac{1}{\ell}|)} + K_{f_1}(u) \, I_{(|\frac{u}{\ell} - \frac{1}{\ell}|)}
\]

\[
+ K_{f_1} \left( \frac{1 - \frac{2}{\ell}}{\ell} \right) \ell \left( \left( 1 - \frac{1}{\ell} \right) - u \right) \, I_{(\mathbb{N}_0, \mathbb{N}_0)}
\]

Continuity of $u \mapsto K_{f_1}(u)$ implies the continuity of $u \mapsto K^{(\ell)}_{f_1}(u)$ on the interval $(0,1)$. It follows that the truncated scores $K^{(\ell)}_{f_1}$ are bounded for all $\ell \in \mathbb{N}_0$. Moreover, since we have
assumed that $K_{f_1}$ is monotone increasing, there exists some $L$ such that $|K_{f_1}(u)| \leq |K_{f_1}(u)|$ for all $u \in (0,1)$ and all $l \geq L$.

One shows easily that $C^{(n)}(\theta, \sigma^2)$ decomposes into $D_1^{(n;\ell)} + D_2^{(n;\ell)}$, where, denoting by $E_0$ and $\Var_0$ expectation and variance, respectively, under $P_{\theta,\sigma^2,0;g_1}$,

$$
D_1^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \\
- \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \\
- \frac{n^{-1/2}}{2\sigma^2} E_0 \left[ \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \right],
$$

$$
D_2^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} E_0 \left[ \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \right],
$$

$$
R_1^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \\
- \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})),
$$

and

$$
R_2^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \\
- \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})).
$$

We prove that $C^{(n)}(\theta, \sigma^2) = o_p(1)$ by establishing that $D_1^{(n;\ell)}$ and $D_2^{(n;\ell)}$ are $o_p(1)$ under $P_{\theta,\sigma^2,0;g_1}$, $n \to \infty$, for fixed $\ell$ and that $R_1^{(n;\ell)}$ and $R_2^{(n;\ell)}$ are $o_p(1)$ under the same sequence of distributions, as $\ell \to \infty$, uniformly in $n$. For the sake of convenience, these three results are treated separately (Lemmas 6.2, 6.3 and 6.4)

Decompose $D_1^{(n;\ell)}$ into $D_1^{(n;\ell)}_{1,1} + D_1^{(n;\ell)}_{1,2} - E_0[D_1^{(n;\ell)}_{1,1}]$, where

$$
D_1^{(n;\ell)}_{1,1} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})) \\
- \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K_{f_1}(G_1(Z_{it})) K_{f_1}(G_1(Z_{it})),
$$
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and
\[
D^{(n;\ell)}_{1,2} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K^{(\ell)}_{f_1}(G_1(Z_{it}^0))K^{(\ell)}_{f_1}(G_1(Z_{it}^0))
- \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K^{(\ell)}_{f_1}(G_1(Z_{it}^0))K^{(\ell)}_{f_1}(G_1(Z_{it}^0)).
\]

(taking into account the independence between \(Z_{it}^0\) and \((Z_{it}^0, Z_{it}^0)\) under \(P^{(n)}_{\theta,\sigma^2,0;g_1}\)). We then have the following.

**Lemma 6.2** For any fixed \(\ell\),

(i) \(E_0[\left(D^{(n;\ell)}_{1,1} - E_0[D^{(n;\ell)}_{1,1}]\right)^2] = o(1), \text{ as } n \to \infty;\)

(ii) \(E_0[D^{(n;\ell)}_{1,2}] = o(1), \text{ as } n \to \infty;\)

(iii) \(D^{(n;\ell)}_{1} = o_p(1), \text{ as } n \to \infty, \text{ under } P^{(n)}_{\theta,\sigma^2,0;g_1}.\)

**Lemma 6.3** For any fixed \(\ell\), \(D^{(n;\ell)}_{2} = o(1), \text{ as } n \to \infty, \text{ under } P^{(n)}_{\theta,\sigma^2,0;g_1}.\)

**Lemma 6.4** As \(\ell \to \infty\), uniformly in \(n\),

(a) \(R^{(n;\ell)}_{1} \text{ is } o_p(1) \text{ under } P^{(n)}_{\theta,\sigma^2,0;g_1};\)

(b) \(R^{(n;\ell)}_{2} \text{ is } o_p(1) \text{ under } P^{(n)}_{\theta,\sigma^2,0;g_1} \text{ for } n \text{ sufficiently large.}\)

**Proof of Lemma 6.2** Let us begin with the second part of Lemma 6.2.

(ii) First note that \(D^{(n;\ell)}_{1,2} := (n^{-1/2}/2\sigma^2) \sum_{i=1}^{n} T^{(n;\ell)}_{i}\), where, for \(i = 1, \ldots, n,\)

\[
T^{(n;\ell)}_{i} := \sum_{t=1}^{T} \sum_{l \neq t=1}^{T} K^{(\ell)}_{f_1}(G_1(Z_{it}^0))\left[K^{(\ell)}_{f_1}(G_1(Z_{it}^0)) - K^{(\ell)}_{f_1}(G_1(Z_{it}^0))\right]
- 2 \sum_{t=1}^{T-1} \sum_{l=t+1}^{T} K^{(\ell)}_{f_1}(G_1(Z_{it}^0))\left[K^{(\ell)}_{f_1}(G_1(Z_{it}^0)) - K^{(\ell)}_{f_1}(G_1(Z_{it}^0))\right].
\]

are i.i.d. Using the independence, for \(t \neq l\), between \(Z_{it}^0\) and \((Z_{it}^0, Z_{it}^0)\) and the boundedness
of \( K_{f_1}^{(\ell)} \), we have that

\[
E_0 \left[ \left( \mathbf{D}_{1,1}^{(n;\ell)} \right)^2 \right] = \frac{n^{-1}}{4\sigma^4} \sum_{i,j=1}^{n} E_0 \left[ T_i^{(n;\ell)} T_j^{(n;\ell)} \right] = \frac{n^{-1}}{4\sigma^4} \sum_{i=1}^{n} E_0 \left[ (T_i^{(n;\ell)})^2 \right]
\]

\[
= \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} \left\{ \sum_{t=1}^{T-1} \sum_{l=l+1}^{T} E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{il}^n)) \right)^2 \right] E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{il}^0)) \right)^2 \right] \right. \\
+ \sum_{t=1}^{T-1} \sum_{l \neq k=l+1}^{T} E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{il}^0)) \right)^2 \right] \times E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{il}^n)) \right)^2 \right] \left( K_{f_1}^{(\ell)}(G_1(Z_{ik}^n)) \right)^2 \left( K_{f_1}^{(\ell)}(G_1(Z_{ik}^0)) \right)^2 \right\}
\]

\[
\leq C_1 \max_{1 \leq k \leq T} \left\{ E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{ik}^n)) \right)^2 \right] \right\}.
\]

Then, it only remains to be shown that \( E_0 \left[ \left( K_{f_1}^{(\ell)}(G_1(Z_{ik}^n)) \right)^2 \right] = o(1), \) as \( n \to \infty, \) uniformly in \( k. \) Continuity of \( K_{f_1}^{(\ell)} \circ G_1 \) and the fact that \( |Z_{ik}^n - Z_{ik}^0| \) is \( o_p(1) \) together imply that \( K_{f_1}^{(\ell)}(G_1(Z_{ik}^n)) - K_{f_1}^{(\ell)}(G_1(Z_{ik}^0)) = o_p(1), \) under \( P_{\theta,\sigma^2,\theta_{\|1}}^{(n)} \) as \( n \to \infty. \) Moreover, since \( K_{f_1}^{(\ell)} \) is bounded, this convergence to zero also holds in quadratic mean.

(i) Letting \( T_i^{(n;\ell)} := \sum_{t=1}^{T-1} \sum_{l=t+1}^{T} \left[ K_{f_1}^{(\ell)}(G_1(Z_{il}^n)) \right] K_{f_1}^{(\ell)}(G_1(Z_{il}^0)), \) we have

\[
D_{1,1}^{(n;\ell)} - E_0[D_{1,1}^{(n;\ell)}] = \frac{n^{-1/2}}{\sigma^2} \sum_{i=1}^{n} \left[ T_i^{(n;\ell)} - E_0[T_i^{(n;\ell)}] \right],
\]

and then

\[
E_0 \left[ \left( D_{1,1}^{(n;\ell)} - E_0[D_{1,1}^{(n;\ell)}] \right)^2 \right] = \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} E_0 \left[ \left( T_i^{(n;\ell)} - E_0[T_i^{(n;\ell)}] \right)^2 \right] = \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} \text{Var}_0 \left[ T_i^{(n;\ell)} \right]
\]

\[
\leq \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} E_0 \left[ \left( T_i^{(n;\ell)} \right)^2 \right] = \frac{1}{\sigma^4} E_0 \left[ \left( T_1^{(n;\ell)} \right)^2 \right].
\]
and, it only remains to show that $E_0 \left[ \left( T_1^{(n;\ell)} \right)^2 \right] = o(1)$, as $n \to \infty$:

$$E_0 \left[ \left( T_1^{(n;\ell)} \right)^2 \right] = \sum_{t=1}^{T-1} E_0 \left[ \left( K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(t)}(G_1(Z_{j_1}^0)) \right)^2 \right] + 2 \sum_{t=2}^{T-1} \sum_{k=1}^{t-1} \sum_{s=1}^{t+1} E_0 \left[ \left( K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(t)}(G_1(Z_{j_1}^0)) \right) \times \left( K_{i_1}^{(s)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(s)}(G_1(Z_{j_1}^0)) \right) \right]$$

$$= \sum_{t=1}^{T-1} E_0 \left[ \left( K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(t)}(G_1(Z_{j_1}^0)) \right)^2 \right] + 2 \sum_{t=2}^{T-1} \sum_{k=1}^{t-1} \sum_{s=1}^{t+1} E_0 \left[ \left( K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(t)}(G_1(Z_{j_1}^0)) \right) \times \left( K_{i_1}^{(s)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(s)}(G_1(Z_{j_1}^0)) \right) \right]$$

$$\leq C_2 \max_{1 \leq k \leq T} \left\{ E_0 \left[ \left( K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) - K_{j_1}^{(t)}(G_1(Z_{j_1}^0)) \right)^2 \right] \right\} = o(1).$$

(iii) trivially follows from (i)-(ii) and the fact that convergence in quadratic mean implies convergence in probability. \( \square \)

**Proof of Lemma 6.3.** Letting

$$B_1^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1} \sum_{l \neq t=1} K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) K_{j_1}^{(t)}(G_1(Z_{j_1}^0)),$$

one can show that, under $P_{\theta, \sigma^2, 0; g_1}^{(n)}$, as $n \to \infty$,

$$B_1^{(n;\ell)} \xrightarrow{L} \mathcal{N} \left( 0, \frac{T(T-1)}{2\sigma^4} \left( E[(K_{j_1}^{(t)}(U))^2] \right)^2 \right),$$

where $U$ stands for a random variable uniformly distributed over $(0, 1)$. Defining

$$B_2^{(n;\ell)} := \frac{n^{-1/2}}{2\sigma^2} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{l \neq t=1} \sum_{l \neq t=1} K_{i_1}^{(t)}(G_1(Z_{i_1}^n)) K_{j_1}^{(t)}(G_1(Z_{j_1}^n)),$$

it follows from ULAN that, under $P_{\theta, \sigma^2, 0; g_1}^{(n)}$, as $n \to \infty$,

$$B_2^{(n;\ell)} \xrightarrow{L} \mathcal{N} \left( 0, \frac{T(T-1)}{2\sigma^4} \left( E[(K_{j_1}^{(t)}(U))^2] \right)^2 \right).$$

(6.11)
Since \( D_1^{(n;\ell)} = B_2^{(n;\ell)} - B_1^{(n;\ell)} - E_0[B_2^{(n;\ell)}] = o_P(1) \), we have that
\[
B_2^{(n;\ell)} - E_0[B_2^{(n;\ell)}] \overset{\mathcal{L}}{\to} \mathcal{N}
\left( 0, \frac{T(T-1)}{2\sigma^4} \left( E[(K_{f_1}^{(\ell)}(U))^2] \right)^2 \right)
\] (6.12)
as \( n \to \infty \), under \( P_{\theta', \sigma', 0; g_1}^{(n)} \). From (6.11) and (6.12), it follows that \( D_2^{(n;\ell)} = E_0[B_2^{(n;\ell)}] \) is \( o(1) \) as \( n \to \infty \).

**Proof of Lemma 6.4** (a) We have that
\[
E_0[(R_1^{(n;\ell)})^2] = \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} E_0 \left[ \left( \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} \left[ K_{f_1}(G_1(Z_0^{(t)}))K_{f_1}(G_1(Z_0^{(t')}) - K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))K_{f_1}^{(\ell)}(G_1(Z_0^{(t')}) \right) \right]^2 \right] 
\]
\[
= \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} E_0 \left[ \left( \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} \left[ K_{f_1}(G_1(Z_0^{(t)}))K_{f_1}(G_1(Z_0^{(t')}) - K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))K_{f_1}^{(\ell)}(G_1(Z_0^{(t')}) \right) \right]^2 \right] 
\]
\[
+ \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} E_0 \left[ \left( \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} \left[ K_{f_1}(G_1(Z_0^{(t)}))K_{f_1}(G_1(Z_0^{(t')}) - K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))K_{f_1}^{(\ell)}(G_1(Z_0^{(t')}) \right) \right]^2 \right] 
\]
\[
+ \frac{2n^{-1}}{\sigma^4} \sum_{i=2}^{n} E_0 \left[ \left( \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} \left[ K_{f_1}(G_1(Z_0^{(t)}))K_{f_1}(G_1(Z_0^{(t')}) - K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))K_{f_1}^{(\ell)}(G_1(Z_0^{(t')}) \right) \right]^2 \right] 
\]
\[
= A_1 + A_2 + A_3.
\]

Using the fact that \( E_0[K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))] = o(1) \) as \( \ell \to \infty \), uniformly in \( n \) and for all \( t \) and \( i \), it follows that \( A_2 \) and \( A_3 \) are \( o(1) \) as \( \ell \to \infty \), uniformly in \( n \) and it only remains to show that \( A_1 \) is \( o(1) \) as \( \ell \to \infty \), uniformly in \( n \).

Now, we have that
\[
A_1 = \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} E_0 \left[ \left( K_{f_1}(G_1(Z_0^{(t)}))K_{f_1}(G_1(Z_0^{(t')}) - K_{f_1}^{(\ell)}(G_1(Z_0^{(t)}))K_{f_1}^{(\ell)}(G_1(Z_0^{(t')}) \right) \right]^2 \right] 
\]
\[
= \frac{n^{-1}}{\sigma^4} \sum_{i=1}^{n} \sum_{t=1}^{T-1} \sum_{t'=t+1}^{T} \int_0^1 \int_0^1 \left( K_{f_1}(u)K_{f_1}(v) - K_{f_1}^{(\ell)}(u)K_{f_1}^{(\ell)}(v) \right)^2 du \ dv 
\]
\[
= \frac{T(T-1)}{2\sigma^4} \int_0^1 \int_0^1 \left( K_{f_1}(u)K_{f_1}(v) - K_{f_1}^{(\ell)}(u)K_{f_1}^{(\ell)}(v) \right)^2 du \ dv. \] (6.13)

Since \( K_{f_1}^{(\ell)}(u)K_{f_1}^{(\ell)}(v) \) converges to \( K_{f_1}(u)K_{f_1}(v) \) for all \( (u, v) \in (0, 1) \times (0, 1) \), and since \( |K_{f_1}^{(\ell)}(u)| \) is bounded by \( |K_{f_1}(u)| \) for all \( \ell \geq L \), the integrand in (6.13) is bounded (uniformly in \( \ell \)) by \( 4|K_{f_1}(u)|^2|K_{f_1}(v)|^2 \), which is integrable on \( (0, 1) \times (0, 1) \). The Lebesgue dominated convergence theorem implies that \( A_1 = o(1) \) as \( \ell \to \infty \), uniformly in \( n \).

(b) The claim here is the same as in (a), except that \( Z_{it}^n \) replaces \( Z_{it}^0 \). Accordingly, (b) holds under \( P_{\theta', \sigma', 0; g_1}^{(n)} \). That is also holds under \( P_{\theta', \sigma', 0; g_1}^{(n)} \) follows from Lemma 3.5 in Jurečková (1969). \( \square \)
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