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1. Introduction 

Assessing discrimination in the credit market is difficult for reasons related to the ambiguity 

of theoretical and legal definitions (Dymski, 2006), which conditions the way in which the 

discrimination is framed econometrically.1 Testing methods for credit discrimination remain 

controversial, and data limitations often lead researchers to use inappropriate methods (Ross, 

2002). Recently developed outcome tests are based on the profitability of marginal applicants 

(Dobbie et al., 2021). Following Becker’s (1993) argument that harsher treatment of minority 

loan applicants should result in higher lender profits from this group, the outcome tests rely on 

the assumption that profit is the lender’s objective. This assumption is restrictive in two ways. 

First, there are discriminatory practices that do not result in profit losses for the lender but are 

harmful to rejected applicants (Ferguson & Peters, 2000). Second, for providers of prosocial 

finance, the purpose is not purely financial (Wry & Zhao, 2018; Cornée & Szafarz, 2014). 

This paper proposes a new test procedure based on defaults rather than profits. It improves 

the methodology of testing for discrimination in lending, thanks to an empirical design that 

helps navigate the intricacies of lenders’ attitudes toward demographic categories. By using 

repayment records rather than profits to test for discrimination in lending, we operationalize the 

early theoretical intuition of Ferguson and Peters (1995) (hereafter F&P (1995)) that credit 

discrimination is detected when an identified subset of applicants suffers from both a lower (or 

equal) default rate and a higher (or equal) denial rate, provided that at least one inequality is 

strict. Replacing profit with the lender’s recovery rate mimics the practice of using credit 

scoring models (Roszbach, 2004), which makes sense regardless of the lender’s profit 

orientation. From an econometric point of view, accounting for sample selection is key to 

studying inequalities between groups (Maasoumi & Wang, 2017). Our novel approach has the 

advantage of addressing the endogeneity associated with the borrower selection by using data 

on applicants rather than just clients. The infra-marginality problem is addressed by a (testable) 

first-order stochastic dominance.2 

 

1 In the US, credit discrimination is a crime. The country’s legal framework includes the Fair Housing Act of 1968, 

the Equal Credit Opportunity Act of 1974, and the Home Mortgage Disclosure Act of 1975. Under these laws, 

lenders must treat all borrowers equally with respect to protected characteristics, such as race and gender. Since 

1989, U.S. lenders have been required to report the race and ethnicity of their applicants. This general principle 

provides scholars with many testing opportunities. Recent contributions on gender discrimination in lending 

include, for example, Beck et al. (2018), Cozarenco and Szafarz (2018), and Delis et al. (2022). 
2 The infra-marginality problem (Ayres, 2002) arises when groups of applicants have different risk distributions, 

leading to biased estimates. Scholars typically address this problem using instrumental variables (Arnold et al., 

2018). Dobbie et al. (2021) use a two-stage least-squares (2SLS) estimation method in which loan take-up is 

instrumented by the loan officer’s leniency level and a significantly positive effect on profit for one group is 
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2.  Discrimination Tests for Prosocial Lending 

Economists typically portray discrimination as a double standard that cannot be justified by 

the lender’s profit maximizing objective. This approach ignores ethical lenders, who are 

typically motivated by social justice rather than profit maximization (D’Espallier et al., 2021; 

Adbi, 2023). A broader view of discrimination in the credit market can be obtained by extending 

the outcome to any socioeconomic motivation, including contributions to the common good. 

According to this logic, lenders discriminate if their lending to a certain category of applicants 

is more restrictive without being justified by their social and/or financial mission. 

Negative bias in lending is not necessarily intentional, as stereotyping is a common human 

trait (Nelson, 2014; Bordalo et al., 2016). Depending on the context, positive bias (or 

affirmative action) can be interpreted as taste-based, statistical, or both. Taste-based bias could 

result from prosocial lenders who are willing to disregard information about repayment and 

focus solely on group membership. By contrast, prosocial lenders using statistical 

discrimination might favor groups with lower credit scores, which are interpreted as a signal of 

economic hardship. Disentangling these two types of positive bias is difficult. Discrimination 

implies disparate treatment, but the reverse is not true: Disparate treatment may well be justified 

by objective credit risk characteristics. If women entrepreneurs were a higher credit risk than 

men, all else being equal, then differential treatment would be the lender’s rational response 

and would not be considered gender discrimination. Since repayment records are needed to 

assess credit risk, researchers who do not take them into account have no other choice but to 

rely on the (strong) assumption of equal creditworthiness across all tested characteristics.  

In sum, the main problem plaguing empirical research on credit discrimination is that 

lender's assessment of creditworthiness is a black box for researchers (Cornée, 2019; Becchetti 

& Conzo, 2011). One way to identify bias in credit allocation would be to conduct an 

experiment that holds loan application characteristics fixed while varying gender, as in Fay and 

Williams (1993) and Brock and De Haas (2023), or to exploit the exogenous variation in credit 

allocation provided by an explicit staff rotation policy, as in Fisman et al. (2020). Another way 

 

taken as evidence of bias against that group. F&P (1995, p. 744) already had the infra-marginality problem in 

mind (but not by that name), claiming that the distinction between marginal and average borrowers is key, and 

by subsequently defining discrimination in lending as “the use of different credit standards across the two 

components of the population, i.e. a policy that leads to the marginal borrower from each component of the 

population having a different credit score.” This definition is close to the following statement by Ayres (2002, 

p. 135): “In the mortgage context, a test of disparate treatment would want to ask whether the least qualified 

whites to whom banks were willing to lend had a higher default rate than the least qualified minorities to whom 

banks were willing to lend.” 
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would be to have access to the detailed decision process of the lender, and this is the approach 

we have taken. It is based on regressions explaining the lender’s decision, controlling for as 

many covariates as possible. This approach is reliable if all the relevant variables considered by 

the lender are also considered by the researcher, as in the situation where there is no personal 

contact between the lender and the loan applicant. 

2.1. Building on the Ferguson and Peters Model 

The early theory developed by F&P (1995) addresses the legitimate criticism that tests based 

only on loan approval fail to account for differences in creditworthiness across the applicant 

groups. The innovation lies in the introduction of loan default as a second variable of interest 

in addition to loan approval. In this respect, the F&P (1995) model can be seen as a pioneer in 

implementing the outcome-testing approach to lending discrimination (Becker, 1971). As F&P 

put it: “If differences in average credit quality explain differences in denial rates, then equal 

default rates imply discrimination against the minority population” (F&P, 1995, p. 748). 

Despite the innovative vision of the F&P article, its econometric implementation remained 

stalled for a very long time, during which the literature took different paths. This paper aims to 

fill this gap. 

In the F&P model, a bank decides to approve or deny a loan based on the applicant’s credit 

score, which is assumed to be an increasing function of the probability of repayment 𝜃 ∈ [0,1]. 

A uniform credit policy is defined by a threshold 𝜃∗ such that credit is granted to applicants 

with 𝜃 ≥ 𝜃∗, otherwise credit is denied. To simplify the model, F&P assume that all borrowers 

are charged the same interest rate3 and that the size of all loans is one dollar. The entire 

population is characterized by the probability density function 𝑓(𝜃) and its cumulative 

distribution function 𝐹(𝜃). The bank’s policy divides this population into successful applicants 

(i.e., borrowers) and rejected applicants. The borrowers have a mean value of 𝜃, denoted by 𝜃, 

greater than 𝜃∗, and: 

𝜃 = ∫
𝜃𝑓(𝜃)𝑑𝜃

1 − 𝐹(𝜃∗)

1

𝜃∗

 

 

3 The authors argue that this assumption is consistent with the mortgage lending practice. In a more general setting, 

the assumption should impose equality of all loan terms (interest rate, collateral, maturity, etc.). Moreover, 

defaulted loans may be partially repaid (before the default occurs), which explains why the next section uses the 

(continuous) recovery rate rather than the (binary) default. 
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Since an applicant’s probability of default is (1 − 𝜃) and the denial rate in the entire population 

is 𝐹(𝜃∗), the expected default rate among borrowers is (1 − 𝜃). Suppose the pool of applicants 

is divided into two groups with different probability distributions of 𝜃, and let 𝑓𝑘(𝜃) and 

𝐹𝑘(𝜃) be the probability density function and the cumulative distribution function of group 

𝑘, 𝑘 ∈ {1,2}, respectively. Paying attention to the entire probability distributions meets a key 

concern in addressing differences between groups (Nelson, 2015). 

For simplicity, we order the groups according to their average probability of repayment, 

which is thus higher for group 1 than for group 2. In addition, F&P (1995) assume that the 

cumulative distribution function of group 1 first-order stochastically dominates (FOSD) that of 

group 2, which means that: 

∀𝜃 ∈ [0,1]: 𝐹1(𝜃) ≤ 𝐹2(𝜃). 

In this setting, a fair (i.e., nondiscriminatory) bank uses a uniform credit standard 𝜃∗ across 

the two groups, so that applicants in group 1 are more likely to be approved for a loan than 

applicants in group 2 (see Figure 1), but the marginal borrower in each group has the same 

credit score. In contrast, if the bank has a “taste for discrimination,” as coined by Becker (1993), 

its sensitivity to group membership goes beyond credit scores. The double standard is evidenced 

by the use of group-specific values of 𝜃∗. While these values are not directly observable from 

data on loan denials and default rates, F&P show that some circumstances are sufficient to 

detect discriminatory lending: either a higher denial rate for group 1 (group 1 is discriminated 

against) or a lower default rate for group 2 (group 2 is discriminated against). In the remaining 

situations, inference cannot simply resolve the single versus double standard question. 

The FOSD assumption is key to the relevance of the F&P model because it allows the 

assessment of discrimination in lending with average repayment probabilities (𝜃1 > 𝜃2), and 

thus avoids the problem of infra-marginality.4 The next section discusses and illustrates this 

point. 

  

 

4 Recent studies on discrimination in lending pay particular attention to the infra-marginality problem (Dobbie et 

al., 2021). In a different context (racial discrimination against drivers stopped by the police), Simoiu et al. (2017) 

develop a threshold test that makes the FOSD assumption unnecessary but the translation of their approach to 

the credit market remains unfulfilled. 
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Figure 1. Two groups of applicants with different probability distributions 

Notes: The applicants in Group 1 and Group 2 have the density functions 𝑓1(𝜃) and 𝑓2(𝜃), respectively, where 

θ is the probability of repayment and the cumulative distribution function of Group 1 first-order stochastically 

dominates that of Group 2. 𝜃∗ represents a uniform lending policy threshold: Loans are granted to applicants 

with 𝜃 ≥ 𝜃∗. 𝜃̂1 and 𝜃̂2 are the average repayment rates of the borrowers in Group 1 and Group 2, respectively. 

For each group, the surface of the shaded area measures the probability of denial.  

Source: Adapted from Ferguson and Peters (1995). 

2.2 Econometric Implementation 

First, consider an unbiased, risk-neutral lender who makes fixed-term loans. For each 

applicant, this lender has two options: Either the loan is denied, and the future return is zero, or 

the loan is approved, and the future cash flow depends on the outcome of the loan. If there is 

no default, the payoff is 𝐿𝑆(1 + 𝑟), where r is the interest rate charged and LS is the loan 

amount. Default, on the other hand, results in a loss to the lender. The loss given default (LGD) 

is equal to the write-off of the debt.  

In line with F&P (1995), we assume that an unbiased lender forms expectations about the 

recovery rate rationally, which rules out any discriminatory loan allocation that could be 

attributed to biased expectations. The lender’s decision boils down to approving the loan if the 

present value of 𝐸[(1 + 𝑟)𝐿𝑆 − 𝐿𝐺𝐷] is greater than LS, where LGD is the only random 

component of future cash flows. To formalize this decision rule, we use the relative measure 

known as the recovery rate: 

(1) 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒 =
𝐿𝑆(1+𝑟)−𝐿𝐺𝐷

𝐿𝑆
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Equation (1) gives the following rule: 

(2)  𝐿𝑜𝑎𝑛 𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙 = 1 ⟺ 𝐸[𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒] ≥ 1  

Equation (2) dictates that any applicant characteristic that is a positive factor for the recovery 

rate should increase the probability of loan approval. The recovery rate is a key variable in 

credit scoring. Lenders typically address information asymmetries by assessing the 

creditworthiness of applicants using credit scoring techniques. In line with the Basel framework 

for credit risk management, scoring models are based on recovery records (Shaffer, 1996; 

Boyes et al., 1989). These models assign credit risk levels to customer segments so that 

applicants who fall into categories with lower estimated creditworthiness are more likely to be 

denied credit, controlling for personal credit history. Using the recovery rate as the outcome 

variable is robust to contextual features, such as loan characteristics (duration, collateral, and 

interest rate) and the legal status of the lender (for-profit, public, nonprofit, or hybrid). Since 

the recovery rate can only be observed for approved applicants, we need to address the 

endogeneity concern arising from this selection bias by applying the Heckman (1979) 

estimation method.  

Our two-equation model is used to test for biased loan originators: 

(3) 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒𝑖 = 𝛼𝑅𝐹𝑖 + 𝛽𝑹
′ 𝑿𝒊 + 𝜀𝑖     

(4) 𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 = 𝟙[𝛼𝐴𝐹𝑖 + 𝛽𝑨
′ 𝒁𝒊 + 𝑣𝑖 > 0] 

where 𝑣~𝑁(0,1) and 𝐸(𝜀|𝑣) ≠ 0. Index i refers to loan applicants; 𝐹𝑖 takes the value of 1 if 

applicant i is a woman and 0 otherwise. The control variables in the vector X include the 

characteristics of the applicant, while the vector Z is obtained by stacking X with an instrument 

that affects the approval decision but not the recovery rate, as required by the Heckman 

estimation method.5 In practice, we estimate two equations—one for the recovery rate and the 

other for the approval probability—and compare the signs of the coefficients of interest in the 

two equations.  

According to F&P, there are two situations in which discrimination in lending can be 

identified. In the first, a group faces a negative bias from the lender if it has a lower relative 

default rate and a higher or equal relative denial rate. In our setting, this configuration 

corresponds to 𝛼𝑅 > 0 and 𝛼𝐴 ≤ 0. The second situation corresponds to a positive bias 

associated with the combination of a higher or equal relative default rate and a lower relative 

denial rate, identified as 𝛼𝑅 ≤ 0 and 𝛼𝐴 > 0. The F&P model leads to the decision rule in Table 

 

5 When an instrument is difficult to find, the Honoré and Hu (2022) approach for models without exclusion 

restrictions (i.e., X = Z) is a fruitful alternative. 
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1, regardless of whether women are in group 1 or group 2. This table will guide the practical 

implementation of our testing procedure. For simplicity, we refer to the group under 

investigation as "women". The proposed classification detects both negative bias against 

women and positive bias in favor of women thanks to the signs of the tested parameters, 𝛼𝑅 and 

𝛼𝐴. This is particularly useful in the context of prosocial lending where the lender may wish to 

target specific disadvantaged populations. 

As an econometric refinement of the F&P model, we refer to strong or weak bias depending 

on the number of strict inequalities (at a given level of significance). Strong bias means that 

both criteria are significant (e.g., lower approval rate and higher recovery rate), while weak bias 

indicates only one significant strict inequality (e.g., higher denial rate with the same recovery 

rate). The classification in Table 1 detects both negative bias against women and positive bias 

in favor of women thanks to the signs of the tested parameters, 𝛼𝑅 and 𝛼𝐴. 

 

Table 1. Detecting bias in lending with bivariate estimation 

 

Higher approval rate 

for women: 

𝜶𝑨 > 0 

Insignificant 

difference between 

approval rates: 

𝜶𝑨 = 𝟎 

Lower approval rate 

for women: 

𝜶𝑨 < 0 

Higher recovery 

rate for women: 

𝜶𝑹 > 0 

No bias detected Weak negative bias Strong negative bias 

Insignificant 

difference between 

recovery rates: 

𝜶𝑹 = 𝟎 

Weak positive bias No bias detected Weak negative bias 

Lower recovery 

rate for women: 

𝜶𝑹 < 0 

Strong positive bias Weak positive bias No bias detected 

Notes: This table presents the decision rule of the discrimination test based on the Heckman 

estimation of the recovery rate and the loan approval rate. 𝛼𝑅 and 𝛼𝐴 are the coefficients of the gender 

dummy, which takes the value of 1 for women, in Equations (3) and (4), respectively. 

 

The Heckman estimator is particularly well suited for inference based on observations of 

denial and default rates. It is consistent with the intuition that biased lending works by making 

it more difficult for applicants with a particular characteristic that has no effect on objective 

creditworthiness to obtain credit. The proposed rule subsumes this intuition by addressing both 

positive and negative forms of discrimination. However, its validity depends on the FOSD 

assumption. In the real world, this working assumption may or may not be true.6 Therefore, to 

 

6 Appendix A illustrates the importance of the FOSD requirement with an example where FOSD is not met and 

the conclusions in Table 1 no longer hold. 
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consolidate the results, we introduce a final step and put FOSD to the test. To do this, we 

estimate the probability densities of the predicted recovery rates using a kernel method and 

perform a commonly used Kolmogorov–Smirnov test (McFadden, 1989). First, we compute 

the predicted recovery rate for applicant i: 

(5) 𝑦̂𝑖 = 𝛼̂𝑅𝐹𝑖 + 𝛽̂𝑹
′ 𝑿𝒊 

where 𝛼̂𝑅 and 𝛽̂𝑅 are taken from Equation (3). Then, we use the Epanechnikov (1969) kernel, 

which is known for its efficiency in smoothing probability density distributions (Zucchini et al., 

2003). Finally, we apply the Kolmogorov–Smirnov test to assess the validity of FOSD with the 

following statistic: 

(6) 𝐷 = max
𝑦̂

{𝐺1(𝑦̂) − 𝐺2(𝑦̂)} 

where 𝐺1(𝑦̂) and 𝐺2(𝑦̂) are the empirical cumulative distribution functions for the 𝑛1 female 

applicants and the 𝑛2 male applicants, respectively. The p-values of the test statistic are 

obtained from the following closed-form asymptotic distribution (Smirnov, 1933): 

(7) lim
{𝑛1,𝑛2→∞}

Pr {√
n1𝑛2

n1+𝑛2
 𝐷{𝑛1,𝑛2} ≤ 𝑧} = 1 − 2 ∑ (−1)𝑙−1exp (−2𝑙2𝑧2)

∞

𝑙=1
  

 

3. Conclusion 

The persistence of bigoted behavior in economic and financial markets suggests that, while 

competition may mitigate discrimination, it may not be able to crowd out all discriminatory 

biases. One possible reason may be that some biases do not pay off (Méon & Szafarz, 2011). 

In this case, biased loan denials fly under the radar of tests based on measures of profitability, 

because they hurt some applicants without affecting the lender's profits. Another example is 

prosocial finance, where lenders prioritize a social mission over pure profit. Therefore, profit is 

not the appropriate lens through which to test for bias in ethical lending and we suggest using 

recovery rates instead.  

Our approach is particularly appropriate when there is no face-to-face interaction between 

the lender and the borrower. These interactions typically generate "soft information" that is 

hidden from the researcher, who in turn may incorrectly attribute differences to discrimination 

rather than unobservable factors (Brock et al., 2012). Therefore, a promising area of application 

for our testing method concerns discrimination in fintech lending (Fuster et al., 2022). Lending 

technology for financial inclusion is rapidly evolving with artificial intelligence tools that are 

prone to gender bias (Chen et al., 2023; Pethig & Kroenung, 2023). Our method advances the 
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research agenda on algorithmic bias detection and the mere legitimacy of using machine 

learning and algorithmic financial scoring in lending. 

Using the recovery rate as the outcome variable has advantages and disadvantages. The two 

main advantages are its robustness with respect to the lender’s objective and its widespread use 

by lenders worldwide. By being agnostic to the lender’s objective, the recovery rate acts as a 

“one size fits all” outcome, which is clearly more appropriate than profit when dealing with 

prosocial lenders. In addition, the recovery rate is routinely used as a performance measure in 

banking studies. Its generality can act as a safeguard against the temptation to manipulate a 

narrower outcome criterion. On the other hand, the broad spectrum of the recovery rate makes 

it a relatively crude indicator of performance. Precision could be gained by narrowing the 

outcome targeted by the lender under review. In practice, this is rarely done because prosocial 

outcomes are much harder to identify, let alone measure (Värendh Månsson et al., 2020). 

Therefore, a general, robust method such as the one presented in this paper has significant 

practical advantages.  
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Appendix A. The F&P (1995) approach with and without FOSD7 

 

To illustrate the importance of the FOSD condition in the application of the F&P (1995) 

approach, we consider (without loss of generality) the bottom left cell in Table 1 where women 

are subject to higher approval rate (𝛼𝐴 > 0) and lower recovery rate (𝛼𝑅 < 0). This 

configuration should signal a strong positive bias in favor of women. 

Figures A1 and A2 show two observationally equivalent situations with these characteristics—

namely a higher approval rate for women than for men (73% vs. 64%) and a lower recovery 

rate for women than for men (39% vs. 45%)—but with and without FOSD, respectively. Each 

figure shows two density functions of repayment probabilities, in red for women, and in blue 

for men. In Figure A1, the FOSD causes the male cumulative distribution function to first-order 

stochastically dominate the female cumulative distribution function, so that 𝜃1
∗ > 𝜃2

∗. In 

contrast, in Figure A2, we do not have FOSD and 𝜃2
∗ > 𝜃1

∗. Thanks to FOSD, the situation in 

Figure A1 is consistent with Table 1, and the credit standard for women is lower than that for 

men, while Figure A2 shows that, without FOSD, this conclusion is no longer valid. 

  

 

7 Example inspired from Simoiu et al. (2017). 
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Figure A1. Two groups of applicants with first-order stochastic dominance  

 

 

 

 

Figure A2. Two groups of applicants without first-order stochastic dominance  
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