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#### Abstract

A delayed term in a differential equation reflects the fact that information takes significant time to travel from one place to another within a process being studied. Despite de apparent similarity with ordinary differential equations, delay-differential equations (DDE) are known to be fundamentally different and to require a dedicate mathematical apparatus for their analysis. Indeed, when the delay is large, it was found that they can sometimes be related to spatially extended dynamical systems. The purpose of this paper is to explain this fact in the simplest possible DDE by way of a multiple-scale analysis. We show the asymptotic correspondence of that linear DDE with the diffusion equation. This partial differential equations arises from a solvability condition that differs from the ones usually encountered in textbooks on asymptotics: In the limit of large delays, the leading-order problem is a map and secular divergence at subsequent orders stem from forcing terms in that map.


## I. INTRODUCTION

In mathematical modelling, to be able to describe a physical, chemical, or an automated process by a lumpedelement model, i.e., by a finite set of time-dependent variables, is a promising starting point for fruitful analysis. Occasionally, the interaction between elements of the model takes place with a time delay that cannot be neglected. In such a case, the appropriate mathematical problem to be solved typically consists of one ore more Delay Differential Equations (DDEs), also called functional differential equations, as opposed to ordinary ones. The consequences can be dramatic: first order DDEs can have periodic or even chaotic solutions [1-7]. Hence, despite their similarity in writing, DDEs are fundamentally different from ODEs and require specific consideration. It is easy to observe, for instance, that linear, constant-coefficient DDEs generally admit an infinity of independent exponential solutions. They may thus be regarded as ODEs of infinite order [8]. In 1996, Giacommelli and Politi went one step further by showing the asymptotic equivalence of some DDEs to partial differential equations when the delay is large $[9,10]$. This result followed earlier numerical simulations [11] pointing to the relevance of a 2D representation of the solutions of large-delay DDEs, see Figure 1(a). This "spatio-temporal equivalence" has been confirmed in several subsequent works [12-14] and the purpose of this paper is to discuss it in the simplest possible setting, namely the equation

$$
\begin{equation*}
y^{\prime}(t)+y(t)=r y(t-T), \quad T \gg 1, \tag{1}
\end{equation*}
$$

with initial data $y(t)=\psi(t)$ in the range $t \in[-T, 0]$. The interpretation of this equation is straightforward: it models a linear system whose internal dynamics is governed by the left hand side, with a simple exponential decay, and which is subjected to a delayed feedback with strength $r$. Here, $T$ is the delay normalised by the eigenvalue of the isolated system. Equation (1) appears in recent developments as the deterministic part of a Langevin equation

$$
\begin{equation*}
y^{\prime}(t)+y(t)=r y(t-T)+\mu \xi(t), \tag{2}
\end{equation*}
$$

where $\xi(t)$ is a noisy forcing term. The latter can model Brownian motion with a memory effect $[15,16]$ or delayed control [17]. More recently, it was proposed to study chaotic diffusion mediated by a nonlinear DDE [18]. Equation (1) is also a special case of

$$
\begin{equation*}
y^{\prime}(t)=a y(t)+b y(t-T) \tag{3}
\end{equation*}
$$

which has been studied in detail as one of the simplest DDE [19-21].
Concretely, we will derive from eq. (1) the multiple-scale asymptotic approximation

$$
\begin{equation*}
y \sim r^{s} e^{-\ln (r)^{2} z / 2} \times Y(s, z), \tag{4}
\end{equation*}
$$

with $s \sim t /(T+1), z=t / T^{3}$ and

$$
\begin{equation*}
\frac{\partial Y}{\partial z}=\frac{1}{2} \frac{\partial^{2} Y}{\partial s^{2}}, \tag{5}
\end{equation*}
$$

$$
Y(s, z)=Y(s-1, z) .
$$

This calculation serves three pedagogical purposes:

- to highlight the general interest of investigating the large- $T$ limit in DDEs,
- to detail the inner workings of the method of multiple scales in that particular framework,
- to provide instructors with a new, easily workable application of that method, beyond the usual perturbed harmonic oscillator, in the spirit of [22].


## A. Application of the multiple-scale approximation

Before deriving eqs. (4) and (5), let us demonstrate their usefulness as a tool to analyze eq. (1). Recall first that an initial condition $\delta\left(s+s_{0}\right)$ at $z=z_{0}$ evolves under the above diffusion equation as [23]

$$
\begin{equation*}
Y(s, z)=\frac{e^{-\left(s+s_{0}\right)^{2} / 2\left(z-z_{0}\right)}}{\sqrt{2 \pi\left(z-z_{0}\right)}} \tag{6}
\end{equation*}
$$

From this, we may deduce, when $r=1$, that a peaked initial condition will recur periodically with a flattening profile and a peak value that decreases in time as $1 / \sqrt{t+c}$, where $c$ is an appropriate constant. Indeed, a gaussian initial condition

$$
e^{-k\left(t+t_{0}\right)^{2}}
$$

in eq. (1) translates into $e^{-k(T+1)^{2}\left(s+s_{0}\right)^{2}}$ in eq. (5). It may thus be assimilated, up to an appropriate factor, to a delta function in the $s$ variable in the limit $T \rightarrow \infty$. By the same token, any similarly localized initial condition can be asymptotically regarded as proportional to a delta function on the $s$-scale. Therefore, eq. (6) applies. Furthermore, $t=-t_{0}$ corresponds to $z_{0}=-t_{0} / T^{3}$. Hence, evaluating eq. (6) at $s=-s_{0}$, we deduce the following envelope for the maxima of $y(t)$ :

$$
\begin{equation*}
\frac{\text { const }}{\sqrt{z-z_{0}}} \propto \frac{1}{\sqrt{t+t_{0}}} \tag{7}
\end{equation*}
$$

When $r \neq 1$ the exponential factor in eq. (4) is applied. One thus obtains the envelope

$$
\begin{equation*}
\text { const } \times \frac{r^{t\left(1 /(T+1)+\ln (r) / T^{3}\right)}}{\sqrt{t+t_{0}}} \tag{8}
\end{equation*}
$$

We compare the above formulas with numerical solutions of eq. (1) with $r=1$ and $r=1.1$ respectively in figs. 1 and 2 . fig. 1(a) confirms the relevance of the "spatio-temporal" representation of the solution, in which $\bmod (t, T+1) \propto s$, $\lfloor x\rfloor$ denotes the integer part of $x$ and $\lfloor t /(T+1)\rfloor$ is a discrete variable on which the evolution is so slow that it is asymptotically equivalent to $z$. Next, fig. $1(\mathrm{~b})$ and fig. 2 show the quantitative agreement of eqs. (7) and (8) with the numerical simulations. Especially striking is the non-monotonous behavior seen in the latter, which conforms to the intuition brought by eq. (5). Indeed, diffusion promotes an initial flattening and attenuation of the peaks, before the amplification factor $r>1$ takes over.

Note that eq. (4) and eq. (6) actually make up an asymptotic approximation of the Green function of eq. (1), in an alternative way to the exact solution given in [15]. This Green function is used to study the noisy extension eq. (2) of eq. (1).

The rest of the paper is devoted to the derivation of eqs. (4) and (5). It starts in ?? with a standard linear analysis of eq. (1). The characteristic equation is derived and then simplified in the large- $T$ limit. This gives us insight on the relevant time scales for the multiple scale analysis, which we develop in ?? . We carry out the calculation twice, as the method can be implemented in two slightly different but equally instructive ways. For the sake of simplicity, we initially focus on $r=1$ and deal with general $r$ as a later step. Finally, we present our conclusions in ??.

## II. LINEAR SPECTRUM

Let us look for a solution of (1) in the form of $y(t)=\exp \lambda t$. Assuming $r=1$ for simplicity, this yields the characteristic equation

$$
\begin{equation*}
\lambda+1=e^{-\lambda T} \tag{9}
\end{equation*}
$$



FIG. 1. Numerical solution of eq. (1) with $r=1, T=30$, and initial condition $y(t)=20 e^{-(t+25)^{2}}$ in the range $-T<t<0$. (a) Pseudo spatio-temporal plot, demonstrating the $T+1$ period of recurrence and the diffusive behavior. (b) Usual representation as a function of $t$.


FIG. 2. Numerical solution of eq. (1) with $r=1.1, T=30$, and initial condition $y(t)=20 e^{-(t+T / 2)^{2}}$ in the range $-T<t<0$. The orange curve is the envelope of the peaks predicted by eq. (8).

Rearranging terms, we have

$$
\begin{equation*}
\lambda=-1+\frac{u}{T}, \quad u e^{u}=T e^{T} \tag{10}
\end{equation*}
$$

The equation $y e^{y}=x$ possesses a discrete infinity of complex solutions, denoted $W_{n}(x)$ and called "ProductLog $[\mathrm{n}, \mathrm{x}]$ " in Mathematica. $W_{n}$ is the $n^{\text {th }}$ branch of the complex Lambert function [24]. Hence, the spectrum of eq. (1) is, exactly,

$$
\begin{equation*}
\lambda_{n}=-1+\frac{W_{n}\left(T e^{T}\right)}{T} \tag{11}
\end{equation*}
$$

Equation (11) is useful to draw the spectrum with a symbolic software but not very enlightening to anyone who is not an expert of the Lambert function. Fortunately, we can make significant progress in the limit $T \rightarrow \infty$. Writing $\lambda T=\sigma+i \omega$, eq. (9) yields

$$
\begin{equation*}
\frac{\sigma}{T}+1-e^{-\sigma} \cos (\omega)=0, \quad \frac{\omega}{T}+e^{-\sigma} \sin (\omega)=0 \tag{12}
\end{equation*}
$$

This suggests the expansions $\sigma \sim \sigma_{0}+T^{-1} \sigma_{1}+T^{-2} \sigma_{2}+\cdots$ and $\omega \sim \omega_{0}+T^{-1} \omega_{1}+\cdots$. At leading order, we get

$$
\begin{equation*}
1-e^{-\sigma_{0}} \cos \left(\omega_{0}\right)=0, \quad e^{-\sigma_{0}} \sin \left(\omega_{0}\right)=0 \tag{13}
\end{equation*}
$$



FIG. 3. The spectrum of eq. (1) for $T=100$ (blue) compared to the approximation eq. (15) (orange circles). The separation between roots along the imaginary axis asymptotes to $2 \pi /(T+1)$.
which implies $\sigma_{0}=0$ and $\omega_{0}=2 n \pi$, where $n$ is an integer. It is important to remark that $n$ must be assumed to be $O(1)$, so that $\omega / T$ can be treated as $O(1 / T)$ in eq. (12). To carry out the calculation to higher orders presents no difficulty and can be proposed as an exercise. One obtains

$$
\sigma_{1}=0, \quad \omega_{1}=-\omega_{0}, \quad \sigma_{2}=\frac{-\omega_{0}^{2}}{2}, \quad \omega_{2}=\omega_{0}
$$

Eventually,

$$
\begin{equation*}
\lambda \sim \frac{1}{T}\left[-\frac{2 n^{2} \pi^{2}}{T^{2}}+2 i n \pi\left(1-\frac{1}{T}+\frac{1}{T^{2}}\right)+\cdots\right] \sim \frac{1}{T}\left(-\frac{2 n^{2} \pi^{2}}{T^{2}}+\frac{2 i n \pi}{1+1 / T}\right)=-\frac{2 n^{2} \pi^{2}}{T^{3}}+\frac{2 i n \pi}{T+1} \tag{15}
\end{equation*}
$$

The exact and approximate spectra are depicted in fig. 3 and are found to be in good agreement as long as the imaginary part is small, i.e for mode numbers satisfying $2 \pi n \ll T$.

On the other hand, note that the diffusion equation eq. (5) has exponential solutions $\exp (\kappa z+i \Lambda s)$ provided that

$$
\begin{equation*}
\kappa=-\Lambda^{2} / 2 \tag{16}
\end{equation*}
$$

while the periodic boundary condition in $s$ imposes $\Lambda=2 n \pi$, with integer $n$. Using the definitions of $s$ and $z$, one thus obtains $\exp \left\{\left[-2 n^{2} \pi^{2} / T^{3}+2 i n \pi /(T+1)\right] t\right\}$, which is consistent with eq. (15).

The imaginary part of $\lambda$ points to an oscillatory evolution with approximate period $T+1$. Notice that time in eq. (1) is rescaled to the intrinsic time scale of the isolated $(r=0)$ dynamical system. With a more general time unit, this intrinsic time scale would numerically be given by $\bar{t}_{i}$, the delay by $\bar{T}$, and the period of damped oscillations by $\bar{T}+\bar{t}_{i}$. In view of this, the periodicity is fixed by the time required for information to be fed back into the dynamical system plus the time required to internally process it. Such a conclusion would be difficult to draw from the contemplation of eq. (11) alone.

The analysis for $r \neq 1$ follows the same pattern. We leave it as an exercise to show that, in the general case,

$$
\begin{equation*}
\lambda \sim \frac{1}{T}\left[-\frac{\ln r}{2 T^{2}}-\frac{2 n^{2} \pi^{2}}{T^{2}}+(\ln r+2 i n \pi)\left(1-\frac{1}{T}+\frac{1+\ln r}{T^{2}}\right)+\cdots\right] \tag{17}
\end{equation*}
$$

## III. MULTIPLE-SCALE ANALYSIS

The linear stability analysis with $r=1$ reveals that the time scales for oscillations and damping become infinitely separated as $T \rightarrow \infty$, which suggests a multiple-scale analysis. In this section, we propose two slightly distinct implementations of the method. The first one is a two-time expansion of the solution,

$$
\begin{equation*}
y(t) \sim Y(s, z) \tag{18}
\end{equation*}
$$

in which the fast time is a strained coordinate:

$$
\begin{equation*}
s=\left(1+\frac{a_{1}}{T}+\frac{a_{2}}{T^{2}}+\cdots\right) \frac{t}{T} \tag{19}
\end{equation*}
$$

and $z=t / T^{3}$. In that implementation, we construct a solution whose periodicity is strictly 1 in $s$. The constants $a_{1}$ and $a_{2}$ are determined in the course of resolution, but they can in fact be guessed from the results of the linear stability analysis.

The alternative is to pose a three-time ansatz

$$
\begin{equation*}
y(t) \sim Y(\tau, \eta, z) \tag{20}
\end{equation*}
$$

where $\tau=1 / T$ and $\eta=t / T^{2}$ with no preconception of how $f$ must depend on each time scale. Both approaches have their advantages and disadvantages. To introduce multiple time scales and convert a total derivative into a partial differential operator can be a deterring prospect to students who are exposed to the method for the first time. This speaks in favor of minimizing the number of time scales and, hence, of choosing the ansatz (18). On the other hand, the strained $s$ coordinate may appear pulled out of a hat. This can make (20) more easily acceptable to those who prefer a step-by-step approach. Eventually, given the lightness of the calculations, it may be useful for the instructor to present the two variants of the calculation and, in so doing, to demonstrate the robustness of the method. In order to keep the calculation down to its essential details, we focus first on the case $r=1$. We treat the case $r \neq 1$ as a later step.

## A. Two-time calculation $(r=1)$

Assuming that $y$ is asymptotically given by the ansatz (18), differentiation with respect to $t$ yields, by the chain rule,

$$
\begin{equation*}
y^{\prime}(t) \sim\left(1+\frac{a_{1}}{T}+\frac{a_{2}}{T^{2}}+\cdots\right) \frac{1}{T} \frac{\partial Y}{\partial s}+\frac{1}{T^{3}} \frac{\partial Y}{\partial z} \tag{21}
\end{equation*}
$$

On the other hand, the delayed term becomes

$$
\begin{align*}
y(t-T) \sim Y\left(s-1-\frac{a_{1}}{T}-\right. & \left.\frac{a_{2}}{T^{2}}-\cdots, z-\frac{1}{T^{2}}\right) \\
& \sim Y(s-1, z)-\frac{a_{1}}{T} \frac{\partial}{\partial s} Y(s-1, z)+\frac{1}{T^{2}}\left[\frac{a_{1}^{2}}{2} \frac{\partial^{2}}{\partial s^{2}}-a_{2} \frac{\partial}{\partial s}-\frac{\partial}{\partial z}\right] Y(s-1, z)+\cdots \tag{22}
\end{align*}
$$

Hence, eq. (1) is transformed into

$$
\begin{align*}
&\left(\frac{1}{T}+\frac{a_{1}}{T^{2}}\right) \frac{\partial Y(s, z)}{\partial s}+Y(s, z) \sim Y(s-1, z)-\frac{a_{1}}{T} \frac{\partial}{\partial s} Y(s-1, z) \\
&+\frac{1}{T^{2}}\left[\frac{a_{1}^{2}}{2} \frac{\partial^{2}}{\partial s^{2}}-a_{2} \frac{\partial}{\partial s}-\frac{\partial}{\partial z}\right] Y(s-1, z)+O\left(\frac{1}{T^{3}}\right) \tag{23}
\end{align*}
$$

Expanding $Y$ as $Y_{0}+T^{-1} Y_{1}+T^{-2} Y_{2}+\cdots$, one obtains, at $O(1)$,

$$
\begin{equation*}
Y_{0}(s, z)=Y_{0}(s-1, z) \tag{24}
\end{equation*}
$$

so that $Y_{0}$ is periodic with period 1 in $s$. Next, collecting $O(1 / T)$ terms and using eq. (24), we find

$$
\begin{equation*}
Y_{1}(s, z)=Y_{1}(s-1, z)-\left(1+a_{1}\right) \frac{\partial}{\partial s} Y_{0}(s, z) \tag{25}
\end{equation*}
$$

The forcing term, being periodic, causes a secular divergence of $f_{1}$ :

$$
\begin{equation*}
Y_{1}(s+j, z)=Y_{1}(s, z)-j\left(1+a_{1}\right) \frac{\partial}{\partial s} Y_{0}(s, z) \tag{26}
\end{equation*}
$$

Hence, the asymptotic ordering $T^{-1} Y_{1} \ll Y_{0}$ breaks down for $j=O(T)$, unless we set

$$
\begin{equation*}
a_{1}=-1 \tag{27}
\end{equation*}
$$

At $O\left(T^{-2}\right)$, we then find

$$
\begin{equation*}
Y_{2}(s, z)=Y_{2}(s-1, z)+\left(1-a_{2}\right) \frac{\partial Y_{0}}{\partial s}+\frac{1}{2} \frac{\partial^{2} Y_{0}}{\partial s^{2}}-\frac{\partial Y_{0}}{\partial z} \tag{28}
\end{equation*}
$$

where $Y_{0}$ is evaluated at $(s, z)$. Following the same reasoning as at the previous order, the solvability condition is

$$
\begin{equation*}
\frac{\partial Y_{0}}{\partial z}=\left(1-a_{2}\right) \frac{\partial Y_{0}}{\partial s}+\frac{1}{2} \frac{\partial^{2} Y_{0}}{\partial s^{2}} \tag{29}
\end{equation*}
$$

At this stage, it may seem that the constant $a_{2}$ is still free. However, if we insist that the periodic component of the solution is strictly 1 in $s$, then $Y_{0}$ is a combination of functions of the form $\exp (\kappa z+2 i n \pi s)$, where, according to eq. (29), $\kappa=2 \operatorname{in} \pi\left(1-a_{2}\right)-2 n^{2} \pi^{2}$. Now, the imaginary part of $\kappa$ perturbs the period of the solution and to avoid this, we make it vanish:

$$
\begin{equation*}
a_{2}=1 \tag{30}
\end{equation*}
$$

which agrees with eq. (15). We thus obtained eq. (5).

## B. Three-time calculation

If we assume the multi-time ansatz eq. (20), then

$$
\begin{equation*}
y^{\prime}(t) \sim \frac{1}{T} \frac{\partial Y}{\partial \tau}+\frac{1}{T^{2}} \frac{\partial Y}{\partial \eta}+\frac{1}{T^{3}} \frac{\partial Y}{\partial z} \tag{31}
\end{equation*}
$$

and

$$
\begin{align*}
y(t-T) \sim Y\left(\tau-1, \eta-T^{-1}, z-\right. & \left.T^{-2}\right) \\
& \sim Y(\tau-1, \eta, z)-\frac{1}{T} \frac{\partial}{\partial \eta} Y(\tau-1, \eta, z)-\frac{1}{T^{2}}\left(\frac{\partial}{\partial z}-\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}}\right) Y(\tau-1, \eta, z) \tag{32}
\end{align*}
$$

We thus get to solve

$$
\begin{equation*}
\left(1+\frac{1}{T} \frac{\partial}{\partial \tau}+\frac{1}{T^{2}} \frac{\partial}{\partial \eta}+\frac{1}{T^{3}} \frac{\partial}{\partial z}\right) Y(\tau, \eta, z)=\left(1-\frac{1}{T} \frac{\partial}{\partial \eta}-\frac{1}{T^{2}} \frac{\partial}{\partial z}+\frac{1}{2 T^{2}} \frac{\partial}{\partial \eta^{2}}+\cdots\right) Y(\tau-1, \eta, z) \tag{33}
\end{equation*}
$$

Expanding $Y$ again as $Y_{0}+T^{-1} Y_{1}+\cdots$, we obtain

$$
\begin{equation*}
Y_{0}(\tau, \eta, z)=Y_{0}(\tau-1, \eta, z) \tag{34}
\end{equation*}
$$

i.e., the same map as before, with $s$ replaced by $\tau$. At $O\left(T^{-1}\right)$, we have

$$
\begin{equation*}
Y_{1}(\tau, \eta, z)-Y_{1}(\tau-1, \eta, z)=-\frac{\partial}{\partial \tau} Y_{0}(\tau, \eta, z)-\frac{\partial}{\partial \eta} Y_{0}(\tau-1, \eta, z)=-\left(\frac{\partial}{\partial \tau}+\frac{\partial}{\partial \eta}\right) Y_{0}(\tau, \eta, z) \tag{35}
\end{equation*}
$$

Since the right hand side is a period-1 function in $\tau$, solvability requires that it vanishes:

$$
\begin{equation*}
\frac{\partial Y_{0}}{\partial \tau}+\frac{\partial Y_{0}}{\partial \eta}=0 \tag{36}
\end{equation*}
$$

The general solution is, simply,

$$
\begin{equation*}
Y_{0}(\tau, \eta, z)=Y_{0}(\tau-\eta, z) \tag{37}
\end{equation*}
$$

or, equivalenty,

$$
\begin{equation*}
Y_{0}(\tau, \eta, z)=Y_{0}(S, z), \quad S=\tau-\eta=\frac{t}{T}\left(1-\frac{1}{T}\right) \tag{38}
\end{equation*}
$$

The equation for $Y_{1}$ then implies that it is periodic in $\tau$. Next, at $O\left(T^{-2}\right)$, and taking into account the periodicity of $Y_{0}$ and $Y_{1}$, the problem for $Y_{2}$ is

$$
\begin{equation*}
Y_{2}(\tau, \eta, z)-Y_{2}(\tau-1, \eta, z)=-\left(\frac{\partial}{\partial \tau}+\frac{\partial}{\partial \eta}\right) Y_{1}(\tau, \eta, z)+\left(\frac{\partial}{\partial S}+\frac{1}{2} \frac{\partial}{\partial S^{2}}-\frac{\partial}{\partial z}\right) Y_{0}(S, z) \tag{39}
\end{equation*}
$$

Secular divergence of $Y_{2}$ is avoided by making the right hand side vanish:

$$
\begin{equation*}
\frac{\partial Y_{1}}{\partial \tau}+\frac{\partial Y_{1}}{\partial \eta}=\frac{\partial Y_{0}}{\partial S}+\frac{1}{2} \frac{\partial^{2} Y_{0}}{\partial S^{2}}-\frac{\partial Y_{0}}{\partial z} \tag{40}
\end{equation*}
$$

This is an equation for $Y_{1}$, with general solution

$$
\begin{equation*}
Y_{1}(\tau, \eta, z)=Y_{1}(S, z)+\eta\left(\frac{\partial Y_{0}}{\partial S}+\frac{1}{2} \frac{\partial^{2} Y_{0}}{\partial S^{2}}-\frac{\partial Y_{0}}{\partial z}\right) \tag{41}
\end{equation*}
$$

There is therefore a secular divergence in $\eta$ of $Y_{1}$ and to avoid this, we have a solvability condition on the solvability condition:

$$
\begin{equation*}
\frac{\partial Y_{0}}{\partial z}-\frac{\partial Y_{0}}{\partial S}=\frac{1}{2} \frac{\partial^{2} Y_{0}}{\partial S^{2}} \tag{42}
\end{equation*}
$$

Finally, if we write

$$
\begin{equation*}
Y_{0}(S, z)=\phi(s, z), \quad s=S+z=\tau-\eta+z=\frac{t}{T}\left(1-\frac{1}{T}+\frac{1}{T^{2}}\right) \tag{43}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{\partial \phi}{\partial z}=\frac{1}{2} \frac{\partial^{2} \phi}{\partial s^{2}} \tag{44}
\end{equation*}
$$

i.e. the desired result. Note that the fact that $Y_{0}(\tau, \eta, z)$ is of period 1 in $\tau$ means that $\phi$ is of period 1 in $s$, in full consistency with what precedes.

Remark One may be tempted to purely and simply set $Y_{1}=0$, after noting (i) that the initial problem is linear and (ii) that eq. (35) is homogenous after applying the solvability condition. Indeed, this would expedite the derivation of eq. (44). However, it would conceal the structure of nested solvability conditions appearing at $O\left(T^{-2}\right)$. While there is nothing wrong in seeking the shortest route to the answer, especially in the eyes of an applied mathematician, one should bear in mind that $Y_{1}$ should, in all generality, be retained. This correction may be required to properly handle $O\left(T^{-1}\right)$ terms in the initial condition or weak nonlinearities. Interestingly, while there is only a single equation to solve at $O\left(T^{-2}\right)$, more than one solvability conditions can be extracted from it: the main one, eq. (40), and the secondary one, eq. (42).

## C. The case $r \neq 1$

We now revise the calculation in the more general case $r \neq 1$. Here again, the two implementations yield the same result. We limit ourselves to the "two-time" calculation and assume

$$
\begin{equation*}
y \sim f(s, z) \tag{45}
\end{equation*}
$$

where $s$ is given by eq. (19). This time, eq. (1) is transformed into

$$
\begin{align*}
\left(\frac{1}{T}+\frac{a_{1}}{T^{2}}\right) \frac{\partial f(s, z)}{\partial s}+f(s, z) \sim r\left\{f(s-1, z)-\frac{a_{1}}{T}\right. & \frac{\partial}{\partial s} f(s-1, z) \\
& \left.+\frac{1}{T^{2}}\left[\frac{a_{1}^{2}}{2} \frac{\partial^{2}}{\partial s^{2}}-a_{2} \frac{\partial}{\partial s}-\frac{\partial}{\partial z}\right] f(s-1, z)\right\}+O\left(\frac{1}{T^{3}}\right) \tag{46}
\end{align*}
$$

Expanding $f$ as $f_{0}+T^{-1} f_{1}+T^{-2} f_{2}+\cdots$, the $O(1)$ problem is now

$$
\begin{equation*}
f_{0}(s, z)=r f_{0}(s-1, z) \tag{47}
\end{equation*}
$$

Posing $f_{0}(s, z)=r^{s} F_{0}(s, z)$, this yields

$$
\begin{equation*}
F_{0}(s, z)=F_{0}(s-1, z) \tag{48}
\end{equation*}
$$

so that $F_{0}$ is periodic with period 1 in $s$. Next, collecting $O(1 / T)$ terms and using eqs. (47) and (48), we find

$$
\begin{equation*}
f_{1}(s, z)=r f_{1}(s-1, z)-\left(1+a_{1}\right) r^{s}\left[\ln (r) F_{0}(s, z)+\frac{\partial}{\partial s} F_{0}(s, z)\right] \tag{49}
\end{equation*}
$$

The terms between bracket, being periodic, cause a secular divergence of $f_{1}$. Indeed, letting $f_{1}(s, z)=r^{s} F_{1}(s, z)$, one rapidly finds that

$$
\begin{equation*}
F_{1}(s+j, z)=F_{1}(s, z)-\left(1+a_{1}\right) j\left[\ln (r) F_{0}(s, z)+\frac{\partial}{\partial s} F_{0}(s, z)\right] \tag{50}
\end{equation*}
$$

Hence, irrespective of the factor $r^{s}, T^{-1} f_{1}$ ceases to be small compared to $f_{0}$ when $j=O(T)$. To prevent this, we thus set

$$
\begin{equation*}
a_{1}=-1 \tag{51}
\end{equation*}
$$

At $O\left(T^{-2}\right)$, we have

$$
\begin{equation*}
f_{2}(s, z)=r f_{2}(s-1, z)+r^{s}\left\{\left[\frac{\ln (r)^{2}}{2}+\ln (r)\left(1-a_{2}\right)\right] F_{0}(s, z)+\left(1+\ln (r)-a_{2}\right) \frac{\partial F_{0}}{\partial s}+\frac{1}{2} \frac{\partial^{2} F_{0}}{\partial s^{2}}-\frac{\partial F_{0}}{\partial z}\right\} \tag{52}
\end{equation*}
$$

The solvability condition is now

$$
\begin{equation*}
\frac{\partial F_{0}}{\partial z}=l_{0} F_{0}(s, z)+l_{1} \frac{\partial F_{0}}{\partial s}+\frac{1}{2} \frac{\partial^{2} F_{0}}{\partial s^{2}} \tag{53}
\end{equation*}
$$

where $l_{0}=\frac{\ln (r)^{2}}{2}+\ln (r)\left(1-a_{2}\right)$ and $l_{1}=1+\ln (r)-a_{2}$. The term multiplied by $l_{1}$ causes a change in the periodicity of the solution and is therefore set to zero:

$$
\begin{equation*}
a_{2}=1+\ln (r) . \tag{54}
\end{equation*}
$$

This agrees with eq. (17). Hence, $l_{0}=\frac{-\ln (r)^{2}}{2}$. It only remains to make a small change of variable, namely to write $F_{0}=e^{l_{0} z} Y(s, z)$ to obtain eq. (5).

## IV. DISCUSSION

The derivation presented in this paper hints to the great generality of the diffusion equation eq. (5) as the linear backbone of large-delay differential equations. Not all DDE develop the multiple-scale structure presented here (see below) but when they do, diffusion is to be expected from the Taylor expansion of the delayed term with the appropriate scales: see the $O\left(T^{-2}\right)$ terms in the right hand side of eq. (32).

An interpretation of the delay in a DDE like eq. (1) is that the output of a given system undergoes some kind of propagation before being fed back. The form of the delayed term, $r y(t-T)$, is strongly suggestive of a hyperbolic PDE as a mediator of this feedback, a point of view that was emphasized in [25]. Why, then, should a parabolic PDE such as eq. (5) arise out of a hyperbolic one? The answer to this question lies in the fact that the system subjected to feedback is itself dissipative, being described in isolation by the left hand side of eq. (1). Loosely speaking, a complete feedback cycle includes a dispersion-less propagation of duration $T$ followed by an attenuation of unit duration. In the spectral domain, the left hand side of eq. (1) is a low-pass filter. This is where information is degraded, as happens in diffusive processes. In this regard, one should bear in mind that, numerically, $T$ is the ratio of the delay to the internal dissipation time of the system. As we wrote earlier, in a general unit system, the delay is numerically given by $\bar{T}$ and the internal dynamics is characterized by $\bar{t}_{i}$, with $T=\bar{T} / \bar{t}_{i}$. It follows that the parameter $T$ does not appear as a result of the delay alone. It exists thanks to both the delay and the internal time scale. Even if the latter is short compared to the former, the dissipation process occurring on the internal timescale is not to be neglected. Another facet of this question is given by the picture of the linear spectrum in fig. 3. Here, the plot of the real part of the eigenvalues as a function of their imaginary part is analogous to dispersion relations found in pattern formation, where the exponential growth rate of a perturbation is plotted as a function of its wave number [26-28]. In that context, the existence of a small band of wave numbers with near-zero, maximum growth rate generically leads to diffusive terms in amplitude equations. Presently, the spectrum is discrete but tends to a continuum as $T \rightarrow \infty$. Hence, with a trained eye, diffusion can directly be anticipated at the sight of fig. 3.


FIG. 4. Numerical solution of eq. (56) with $T=10$ and $y(t)=0.1 \sin (t)-0.02 \cos (3 t)$ for $t<0$ as an example of a non-diffusive long-term behavior.

A general technical feature exemplified by the present calculation is that the leading order problem is a map, see eqs. (24), (34) and (47). This is because the main time scale is asymptotically set by the delay, and time derivatives of functions evolving on this time scale are $O\left(T^{-1}\right)$. In problems where the period is not asymptotically given by the delay, a map is not expected as the leading order problem, even if the delay is large. Consider for example Minorsky's equation [29]

$$
\begin{equation*}
y^{\prime \prime}(t)+\epsilon y^{\prime}(t)+\Omega^{2} y(t)=-b y^{\prime}(t-T)+\epsilon c y^{\prime}(t-T)^{3}, \quad \epsilon \ll 1, \quad T=O\left(\epsilon^{-2}\right) \tag{55}
\end{equation*}
$$

which displays a Hopf bifurcations with an $O(1)$ frequency. Here $\Omega$ sets the oscillation period and the leading-order problem of the multiple-scale analysis is the familiar harmonic oscillator. The linear spectrum is again densified by the largeness of $T$ but it now displays a maximum with near vanishing $\operatorname{Re}(\lambda)$ in the vicinity of $\operatorname{Im}(\lambda)=\Omega$. This is akin to a Turing bifurcation in spatially extended dynamical system. Following the preceding discussion, diffusion is therefore expected in the amplitude equation. Taking nonlinear terms into account one eventually obtains a Ginzburg-Landau equation (see [30] for a detailed derivation.) In any case, whether the leading order problem is a map or a harmonic oscillator, the general procedural idea of the multiple scale analysis is the same: identify and kill secular divergences.

The present paper may give the reader the false impression that multiple-scale analysis is the method of choice to study all DDE in the large-delay limit. This is not the case and the following equation is a simple counter-example:

$$
\begin{equation*}
-y^{\prime}(t)+y(t)=y(t-T)+y^{3}(t) \tag{56}
\end{equation*}
$$

Compared to eq. (1), we have simply changed the sign of the time derivate and added a nonlinear term to avoid blow up. A numerical simulation is shown on fig. 4. Independently of the initial condition, the solution of this equation asymptotes to sustained square wave oscillations of period $2 T$ that display abrupt switching between approximately $\sqrt{2}$ and $-\sqrt{2}$. This dynamical behavior is obviously not compatible with eq. (5). To study such a limit cycle, the method of matched asymptotic expansions appears more appropriate [31, 32].
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