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Organic semiconductors with distinct molecular properties and large carrier
mobilities are constantly developed in attempt to produce highly-efficient
electronic materials. Recently, designer molecules with unique structural
modifications have been expressly developed to suppress molecular motions
in the solid state that arise from low-energy phonon modes, which uniquely
limit carrier mobilities through electron–phonon coupling. However, such
low-frequency vibrational dynamics often involve complex molecular
dynamics, making comprehension of the underlying electronic origins of
electron–phonon coupling difficult. In this study, first a mode-resolved picture
of electron–phonon coupling in a series of materials that are specifically
designed to suppress detrimental vibrational effects, is generated. From this
foundation, a method is developed based on the crystalline orbital
Hamiltonian population (COHP) analyses to resolve the origins—down to the
single atomic-orbital scale—of surprisingly large electron–phonon coupling
constants of particular vibrations, explicitly detailing the manner in which the
intermolecular wavefunction overlap is perturbed. Overall, this approach
provides a comprehensive explanation into the unexpected effects of
less-commonly studied molecular vibrations, revealing new aspects of
molecular design that should be considered for creating improved organic
semiconducting materials.
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1. Introduction

Organic semiconductors have been the
subject of immense study over the last few
decades, as they can be processed in a vari-
ety of different manners for advanced appli-
cations ranging from flexible electronics to
translucent photovoltaics.[1–3] These materi-
als, which often contain highly-conjugated
molecular subunits, can be readily syn-
thesized from solution and are easily cast
into 67thin films, opening the door for
countless fabrication methods and ulti-
mate use cases.[4–8] However, widespread
application of organic semiconducting
materials is primarily impeded by the low
charge-carrier mobilities that they ex-
hibit – typically on the scale of 0.1–
20 cm2 V−1 s−1—which fail to compete with
inorganic semiconductors that have mobili-
ties on the scale of 103–105 cm2 V−1 s−1.[9–11]

While the exact mechanism of charge trans-
port in organic semiconductors remains a
topic of debate, designing new materials
with improved charge-carrier mobilities is a
critical and highly-active area of study.[12–30]
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A variety of factors play a role on dictating charge-carrier mo-
bility, including the electronic structure of the material, molec-
ular packing, and detrimental effects such as electron–phonon
coupling, to name a few.[9,10] The latter is particularly relevant
for organic semiconductors, as these weakly-bonded van der
Waals solids are well-known to exhibit a rich set of low-frequency
vibrational dynamics (1–100 cm−1, 0.03–3 THz, 0.12–12.4 meV)
that are highly-excited at ambient temperatures – precisely the
modes responsible for well-known thermal energetic disorder in
organic semiconductors.[9,10,31–34] But, while electronic structure
and electron–phonon coupling are often investigated and opti-
mized in isolation, it is crucial to consider them simultaneously,
as they are inextricably linked. For example, in many cases, chem-
ical alterations to the molecular subunits will result in 1) a new
crystalline packing geometry, 2) modified electronic structure,
and 3) a new set of low-energy vibrational dynamics—making
holistic comprehension of molecular design a priori a challeng-
ing task.

In a recent report, we have demonstrated the ability to deter-
mine a mode-resolved picture of electron–phonon coupling in
crystalline organic semiconductors, using a combination of ex-
perimental low-energy vibrational spectroscopy and periodic den-
sity functional theory (DFT) simulations.[18] This method suc-
cessfully enabled a means to accurately determine carrier mo-
bilities from first-principles, primarily highlighting the specific
molecular displacements that were most responsible for detri-
mental electron–phonon coupling. However, while this approach
was able to identify these motions, the underlying atomic-scale
origins of their harmful effects remain enigmatic. Such compre-
hension is crucial for the design of new materials, as the abil-
ity to pinpoint the exact modulations of inter-atomic—or even
inter-orbital—interactions that ultimately obstruct charge-carrier
transport will enable more precise molecular design, expediting
the discovery of new materials.

In this work, we extend our previous mode-resolved electron–
phonon coupling methodology to the next generation of organic
semiconductors—in some cases considering materials that were
specifically designed to suppress detrimental motions.[12,24,35]

Subsequently, we investigate the role of lattice dynamics on
the modulation of intermolecular orbital overlap, with a reso-
lution that takes into consideration contributions from single
atomic wavefuntions. This enables pinpointing the exact inter-
atomic electronic interactions that most strongly contribute to
the electron–phonon coupling constants, highlighting the areas
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of the individual molecules that drive the bulk semiconducting
behavior of these materials. Additionally, because the distinct
molecular modifications of the systems investigated here result
in unique sets of low-frequency vibrational dynamics, this rigor-
ous approach further uncovers how less-commonly studied and
system-specific complex mode-types uniquely limit charge trans-
port. Such a methodology and understanding provides valuable
insight that will further aid the design of new and improved ma-
terials.

2. Results and Discussion

There are an increasing number of reports that have found
that low-frequency (THz) vibrations in organic semiconducting
molecular crystals are the primary driver of detrimental en-
ergetic disorder, with new materials regularly reported in the
literature that were synthesized to suppress such effects.[18–20,36]

In this work, we have initially extended our previously-reported
mode-resolved electron–phonon coupling method to some of
the most current highest-performance organic semiconduct-
ing materials: C6-DNT-VW (3,9-dihexyldinaphtho[2,3-b:2′,3′-
d]-thiophene), C10-DNBDT-NW (3,11-didecyldinaphto[2,3-
d:2′,3′-d′]benzo[1,2-b:4,5-b′]dithiophene), ditbuBTBT (ditert-
butyl-[1]-benzothieno-[3,2-b]-[1]-1-benzothiophene), and
DBTTT (dibenzothiopheno[6,5-b:6′,5′-f]thieno[3,2-b]thiophene),
(Figure 1). The hole-transporting (p-type) materials examined
here exhibit herringbone-type packing, which facilitates efficient
charge transport, with ditbuBTBT and DBTTT crystallizing in the
monoclinic P21/c space group.[24,35,37] C10-DNBDT-NW and C6-
DNT-VW deviate from the linear or quasi-linear shape of organic
molecules commonly employed in organic semiconductors, and
instead are composed of “N” and “V” shaped semiconducting
cores, while retaining herringbone packing in the monoclinic
P21/c and Pnma space groups, respectively.[12,13,29] The packing
motifs and chemical structures for each of the described materi-
als are illustrated in Figure 1. The choice of these four materials
was not only based on their high experimentally-recorded mo-
bilities, but also on the fact that their molecular design could
potentially hamper the so-called “killer” phonon mode (i.e.,
long axis slidings) that is supposed to be responsible for most
of the dynamic disorder in herringbone packed materials.[18]

generates most of the dynamic disorder in herringbone packing
materials: i) the “V”-and “N ”-shaped materials exhibit steric
hindrance in the solid state along the molecular short axis as
a result of the configuration of the aromatic cores,[12] ii) the
tbu groups of ditBuBTBT promotes steric hindrance between
neighboring molecules of the herringbone layers,[24] and iii)
DBTTT is believed to mitigate long-axis sliding motions due to
additional S⋅⋅⋅S interactions between neighboring molecules of
the herringbone layers.[35]

While the aforementioned structural modifications of these
molecules are generally believed to increase intermolecular wave-
function overlap and suppress low-frequency vibrations in the
solid state, the impact of these properties on the underlying elec-
tronic factors that enable charge transport remain elusive. Thus,
in order to open the investigation of these effects, the experi-
mental measurements of phonons and complementary periodic
simulations were performed for each of the described materi-
als, with the experimental cryogenic terahertz absorption spectra,
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Figure 1. Chemical structures (top) and crystalline packing (bottom) of the studied molecular crystals, with colored arrows and labels (Jx) denoting pairs
of molecules that exhibit inequivalent values of the respective charge transfer integral. Alkyl chains substituted from the semiconducting molecular core
have been omitted from the crystal structures for clarity.

inelastic neutron scattering (INS) spectra, and theoretical spec-
tra predicted from fully-periodic DFT simulations presented in
Figure S2, Supporting Information. Generally, there is good
agreement between the theoretical and experimental terahertz
spectra with a 90% scaling factor applied to the predicted tran-
sition frequencies, which helps account for temperature effects
that are neglected under the harmonic approximation.[38,39] Ad-
ditionally, there is good agreement between the theoretically pre-
dicted and experimentally determined unit cell axes (Table S1,
Supporting Information), which has been proven to be a useful
metric in assessing the accuracy of a periodic simulation.[23] With
the theoretical models in good agreement with the experimental
data, the predicted normal-modes can be confidently used to eval-
uate the effects of low-frequency vibrations on charge transport.
To first identify the specific mode-types that are most detrimen-
tal to charge transport in these systems, transfer integral fluctua-
tions were quantified for each predicted low-frequency vibration,
using off-diagonal electron–phonon couplings determined from
the dimer projection approach.[18,40–43]

2.1. C6-DNT-VW

The premise that the “V”-shaped molecular core suppresses
detrimental vibrational motions in the solid-state, along with
high experimentally-recorded hole mobilities (around and above
6.2 cm2 V−1 S−1) makes C6-DNT-VW well-suited for a rigorous
exploration into the impact that an atypical molecular shape plays
on the low-frequency dynamics, as well as the corresponding im-
plications for electronic transport physics. The suppression of
large-amplitude molecular motions that hinder charge transport
resulting from the steric hinderance of bent molecular cores can
quickly be assessed by the frequencies of these vibrational mode-
types, such that modes exhibiting high frequencies have reduced
vibrational amplitudes, which ultimately reduce transfer integral
fluctuations.[18] The calculated fluctuations of transfer integrals
for each predicted mode below 400 cm−1 for this material are
illustrated in Figure 2a–c. For this system, two low-frequency
modes with vibrational transition frequencies of 15 and 30 cm−1,
respectively, exhibit considerable transfer integral fluctuations,
and strongly contribute to the thermal energetic disorder arising

from Γ-point phonons (Figure 2c). Surprisingly, neither of these
modes resemble the strictly asymmetric translational long-axis
sliding motion that has been previously demonstrated to exhibit
large transfer integral fluctuations.[18] Instead, these modes are
composed of rotational motions about the molecular short axis,
which produce both symmetric and anti-symmetric motions of
molecular dimers throughout the lattice, the latter of which give
rise to the large electron–phonon couplings of these vibrations
(Figure 2d,e).

While this approach is capable of accurately determining
the general role of individual vibrational modes on the thermal

Figure 2. Results of the mode resolved electron–phonon couplings cal-
culated from dimer projection calculations for C6-DNT-VW. a) Mode-
amplitudes of vibrations as a function of vibrational transition frequency,
b) mode resolved off-diagonal electron–phonon coupling, and c) fluctu-
ation of charge transfer integrals, with a red line illustrating the cumula-
tive total disorder. d, e) Hindered rotational motions of vibrational modes
exhibiting large transfer fluctuations, with transition frequencies 15 and
30 cm−1, respectively, with red arrows illustrating atomic displacements.
These modes are indicated on (a–c) with blue and green circles, respec-
tively.

Adv. Funct. Mater. 2023, 2303701 2303701 (3 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 3. a) HOMO electronic structure and b) COHP labeling scheme of C6-DNT-VW. c) Results of lobe–pair interaction COHP energy determination
at equilibrium and d) differentiation with respect to normal mode with vibrational transition frequency 15 cm−1.

energetic disorder, and by extension carrier mobilities, it does
not immediately lend insight toward the fundamental electronic
factors that ultimately inhibit carrier delocalization. For simple
molecular motions, such as vertical displacement of cofacially
oriented molecules, these factors are relatively straightforward
to analyze and have been historically investigated.[32] However,
this analysis is far less intuitive for complex vibrational modes
that exhibit many entangled molecular motions, which only
becomes further complicated when also considering the specific
electronic structure of the molecular orbitals that govern the
intermolecular quantum interference. Thus, while the dimer
projection approach reveals the unexpected role of complex
vibrational modes, such as the hindered-rotational modes de-
scribed above (Figure 2d,e), the fundamental electronic factors
responsible for such findings remain ambiguous, and as such,
further examination is required.

For these investigations, COHP analyses offer a powerful
means to probe specific intermolecular interactions of crystalline
systems with atomic-scale resolution.[44,45] Under the COHP for-
malism, only selected atomic orbitals from two selected groups of
atoms are projected from a specific band (here, the HOMO band)
and their interaction calculated, producing a COHP curve (Equa-
tion (1)) which upon integration over the band energy interval
yields the interaction strength (El, m) of the two selected groups
(l, m).[45] In order to carefully inspect the coupling of molecular
wavefunctions, atoms of molecules were first grouped according
to the regions of the HOMO with consistent phase (i.e., lobes),
producing nine discrete lobes, as visualized in Figure 3. Inte-
grated COHP values were then calculated for each interaction as
a function of the modes described above, for a total of 81 lobe–
pair interactions. Ultimately, this treatment yields the relative en-
ergies of the specified lobe–pair interactions, as well as their evo-
lution as a function of normal mode displacement. Because of
the demonstrated importance of off-diagonal, non-local electron–

phonon coupling on carrier mobilities in these systems, we focus
this analysis to the intermolecular electronic couplings, though
this approach can certainly be extended to investigate local (in-
tramolecular) couplings.

In the case of the “tail-to-tail” molecular dimer (Figure 1, Jc),
COHP analysis reveals that the strongest lobe–pair interactions
at equilibrium involve the lobes positioned on the molecular cen-
ter, namely lobes 3, 5, and 7 (Figure 3c), arising from the large
HOMO expansion coefficients of the sulfur and alkene carbon
atoms, namely a S⋅⋅⋅𝜋 interaction. Such HOMO electronic struc-
tures are unique to heteroatom-containing molecules, and as
such should be carefully considered when designing improved
organic semiconducting materials.[26,46] Additionally, these lobe–
pair interactions exhibit the greatest sensitivity to normal coor-
dinate displacement for the vibration with transition frequency
15 cm−1, as illustrated in Figure 3d. Such a result is particularly
surprising, given the relatively small normal mode displacement
vectors of these atoms with respect to those of the outer-lying
groups (Figure 2d). Thus, while it is generally known that the
electronic coupling of a molecular dimer is immensely sensitive
to its geometry and spatial distribution of the relevant molecu-
lar orbital, COHP analysis of this vibration emphasizes that even
subtle displacements of specific atoms can strongly modulate key
S-𝜋 lobe–pair interactions, which can ultimately result in large
electron–phonon couplings.

2.2. C10-DNBDT-NW

We now extend this methodology to C10-DNBDT-NW, which like
C6-DNT-VW, is composed of an atypical “N” shaped molecu-
lar core also designed to suppress vibrational amplitudes, and
exhibits high experimentally-recorded hole mobilities (approx-
imately and exceeding 16 cm2 V−1 S−1). For this system, two

Adv. Funct. Mater. 2023, 2303701 2303701 (4 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 4. Results of the mode resolved electron–phonon couplings calculated from dimer projection calculations for C10-DNBDT-NW. a) Mode-
amplitudes of vibrations as a function of vibrational transition frequency, b) mode resolved off-diagonal electron–phonon coupling, and c) fluctuation
of charge transfer integrals, with a red line illustrating the cumulative thermal energetic disorder. d) Hindered translational and e) rotational motions
of vibrational modes exhibiting large transfer fluctuations, with transition frequencies 22 and 16 cm−1, respectively, with red arrows illustrating atomic
displacements. Blue arrows in (d) have been scaled by a factor of 10 for visual clarity. These modes are indicated on (a–c) with blue circles and green
diamonds, respectively.

low-frequency modes with vibrational transition frequencies of
15 and 22 cm−1, respectively, exhibit considerable transfer inte-
gral fluctuations, and strongly contribute to the thermal ener-
getic disorder. The mode with transition frequency 22 cm−1 is
composed of an asymmetric long-axis sliding motion (Figure 4e),
and exhibits the largest magnitude of both non-local electron–
phonon coupling and contribution (≈36%) to the total thermal
energetic disorder (Figure 4b,c). This is similar to the findings of
our previous study of herringbone-packed p-type organic semi-
conducting molecular crystals where we referred to this class
of motion as a “killer” phonon mode.[18] In contrast, the vibra-
tional mode with transition frequency 15 cm−1 has no transla-
tional character, and is composed of a symmetric rigid hindered-
rotational motion about the molecular short axis (Figure 4d), con-
tributing ≈27% to the thermal energetic disorder. Both the re-
sults of the vibrational analysis and non-local electron–phonon
couplings for this material are in excellent agreement with the
findings of Otaki et al.[28]

While the effects of the long-axis sliding motion on charge
transport are expected, the detrimental impacts of the strictly
symmetric rotational motion of Figure 4d are surprisingly large,
warranting further scrutiny of the vibrational dynamics of this
system. COHP analysis of these identified vibrations reveals
that like C6-DNT-VW, the strongest lobe–pair interactions of
the herringbone-packed molecular dimer are those of the in-
termolecular S⋅⋅⋅𝜋 interactions restricted to the molecular core
(Figure 5c), which also exhibit the greatest sensitivity to displace-
ment in the case of both of the aforementioned mode-types.

While the broader disruption of lobe–pair interactions involving
regions of the entire molecule is expected for the long-axis slid-
ing motion (Figure 5), the rotational mode-type primarily modu-
lates only the core S⋅⋅⋅𝜋 lobe–pair interactions, while again the
vibrational displacement vectors are considerably larger along
the molecular edges (Figure 4d). Similar to what was found for
C6-DNT-VW, this result corroborates the previous finding that
even slight disturbances—in this case even symmetric rotational
motions—of these central S⋅⋅⋅𝜋 lobe–pair interactions can have
severe implications for the modulation of the intermolecular elec-
tronic coupling. While the atoms of the outer-lying naphthalene
groups have significantly larger displacement vectors for this
vibration than those of the benzo[1,2-b:4,5-b′]dithiophene core,
those distal atoms do not interact as strongly with neighbor-
ing molecules, reducing their influence. However, this particular
mode-type disrupts key proximal lobe–pair interactions, which
when predicted with a relatively small transition frequency—
and thus a larger thermally-induced displacement amplitude—
ultimately produces a large electron–phonon coupling value for
this mode.

2.3. ditbuBTBT

The crystalline packing of the C10-DNBDT-NW and C6-DNT-
VW materials results in molecular dimers that are directly
aligned along the 𝜋-stacking coordinate, with the only offset of
molecules in this direction arising from the herringbone tilt

Adv. Funct. Mater. 2023, 2303701 2303701 (5 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 5. Results of the COHP analysis from solid-state models for C10-DNBDT-NW. a) HOMO electronic structure and b) COHP labeling scheme of
C10-DNBDT-NW, with side alkyl chains omitted for clarity. c) Results of lobe–pair interaction COHP energy determination at equilibrium and differentia-
tion with respect to normal mode with vibrational transition frequency d) 22 and e) 15 cm−1. It is important to note that owing to a high degree of crystal
symmetry (Z = 4), lobe–pair interactions and their derivatives are given as absolute values, as signed values for this system would require prohibitively
expensive supercell calculations.

of the molecular dimers. This particular spatial arrangement
promotes core–core lobe–pair interactions, as these groups
are directly overlaid. Combined with large HOMO expansion
coefficients of the proximal atoms, this results in a large disparity
between the energies of lobe–pair interactions of the central
and peripheral molecular regions. However, in the case of
ditbuBTBT, the steric hindrance of the tert-butyl groups spatially
offsets 𝜋-stacked molecules along the molecular long axis, while
still retaining herringbone packing. While the linear alkylation
of C8-BTBT promotes the asymmetric long-axis sliding as a clear
“killer” phonon mode as demonstrated in our previous study, the
mode-resolved electron–phonon couplings of ditbuBTBT reveals
the presence of several modes that meaningfully contribute
to the total energetic disorder, with no one obvious “killer”
phonon mode (Figure S8, Supporting Information).[18] Instead,
a number of distinct low-frequency vibrational motions exhibit
electron–phonon couplings and contributions to the thermal
energetic disorder that are similar in magnitude, though the
largest transfer integral fluctuation narrowly arises from the
asymmetric hindered-translational vibrational motion.

However, while lobes with large HOMO expansion coefficients
are contained within the central thieno[3,2-b]thiophene unit, the
strongest lobe–pair interactions of this material surprisingly exist
between these central sulfur orbitals and the lobes of the periph-
eral benzene moieties (Figure 6b, lobes 1 and 5). Such a result
arises from the distinct arrangement of molecules in this mate-
rial, wherein these groups are directly overlaid in the direction of
𝜋-stacking. However, while these particular lobe–pairs are pro-
moted by this arrangement, other interactions are undesirably

weakened. In this regard, lobe–pairs with restricted spatial over-
lap are effectively neglected in the overall intermolecular elec-
tronic coupling, and exhibit minuscule interaction energies that
do not meaningfully evolve along displacement of the hindered-
translational mode-type. Consequentially, while the unique set of
lobe–pair interactions promote couplings of central and periph-
eral regions of the molecule (as indicated by the COHP analysis),
it also lends the intermolecular electronic interaction vulnerable
to other vibrational motions that hinder charge transport, as ev-
idenced by the diverse mode-types with closely similar electron–
phonon couplings and transfer integral fluctuations.

2.4. DBTTT

We now extend the COHP methodology to DBTTT, which bears
similarities to C10-DNBDT-NW in the quasi-linear molecular
shape and inclusion of heteroatoms in the molecular core. How-
ever, DBTTT is uniquely constructed with thiophene rings that
cap the ends of the molecule, thus incorporating heteratoms
along the outer regions of the molecule which is expected to
stiffen the intermolecular coordinate. COHP analysis of this sys-
tem evaluates the role of this design, enabling detailed insight
of the influence of these terminal heterocycles on both the elec-
tronic structure and dynamic disorder. As seen in the mode-
resolved mapping of transfer integral fluctuations (Figure S10,
Supporting Information), a number of modes meaningfully con-
tribute to the vibrational disorder, though the largest trans-
fer integral fluctuation expectedly arises from the asymmetric

Adv. Funct. Mater. 2023, 2303701 2303701 (6 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 6. a) HOMO electronic structure and b) COHP labeling scheme of ditbuBTBT. c) Mode-type of vibration with transition frequency 46 cm−1, with
red arrows illustrating atomic displacement. d) Results of lobe–pair interaction COHP energy determination at equilibrium and e) differentiation with
respect to normal mode with vibrational transition frequency 46 cm−1.

Figure 7. a) HOMO electronic structure and b) COHP labeling scheme of DBTTT. c) Mode-type of vibration with transition frequency 27 cm−1, with
red arrows illustrating atomic displacement. d) Results of lobe-pair interaction COHP energy determination at equilibrium and e) differentiation with
respect to normal mode with vibrational transition frequency 27 cm−1.

hindered-translational vibrational mode-type. COHP analysis of
this mode reveals that the lobe–pair interactions most strongly
impacted by this vibrational mode involve the central core lobes
of adjacent molecules, specifically those positioned on the sul-
fur atoms of the central thieno[2,3-b]thiophene unit and the C–C
bond fusing the two rings (Figure 7d lobes 6 and 7), similar to

the findings of C10-DNBDT-NW.
Because the terminal sulfur atoms bear significant HOMO ex-

pansion coefficients, lobe–pairs involving these groups should
be similar in energy to those of the molecular core. However,
the HOMO expansion coefficients of carbon atoms positioned
along the terminal thiophene rings are comparatively small in

Adv. Funct. Mater. 2023, 2303701 2303701 (7 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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comparison to those of the molecular center, producing relatively
weak lobe–pair interactions involving these groups. As a result,
these weaker interactions are not meaningfully modulated by the
long-axis sliding (Figure 7d). In this regard, the fluctuations of
lobe–pair interactions arising from this vibration more closely
resembles the effects of the hindered-rotational motion for C10-
DNBDT-NW, rather than the related long-axis sliding mode-type,
primarily altering core–core lobe–pair interactions. Consequen-
tially, the overall packing of the crystalline system, in tandem
with the HOMO electronic structure, points to a negligible role
of the outer thiophene rings in the intermolecular electronic
coupling.

3. Conclusions

A rigorous exploration into vibrational modes that induce large
fluctuations of transfer integrals in a promising set of organic
semiconductors was performed, using a multifaceted theoretical
and experimental approach. While the dimer projection method
has proven a crucial tool for quantifying the impacts of pre-
dicted low-frequency vibrational modes, this analysis does not
immediately describe the unique manners in which certain vi-
brations beget these detrimental effects. A thorough compre-
hension of these effects is highly desirable, as the rich set of
low-frequency dynamics exhibited by many molecular crystals
consist of highly-entangled molecular motions, which can pro-
duce hardly predictable electron– phonon couplings and trans-
fer integral fluctuations. The COHP approach presented here
expands upon our previously established theoretical methodol-
ogy, and further explores the system-specific electronic origins
of highly-fluctuating transfer integrals that arise from vibrational
motions.

In general, lobes containing atoms with relatively large
HOMO expansion coefficients (typically found along the central
molecular cores of the thioacenes studied here) are involved in
the strongest electronic lobe–pair interactions, which are greatly
impacted by low-frequency vibrations, namely the hindered
translational and rotational mode-types described here. How-
ever, certain structural modifications result in distinct geometric
organizations of molecular dimers, in turn favoring new sets of
leading lobe–pair interactions. In these cases, more diverse vi-
brational mode-types induce large transfer integral fluctuations,
which are similar to the effects of the known class of asymmetric
long-axis sliding motions. While the approach employed here
uses Γ-point phonons as a sample of the vibrational dynamics
of the investigated systems, this approach can be generalized
to full Brillouin zone phonon sampling. Ultimately, the COHP
analysis performed here serves to rationalize the manner in
which less-commonly studied molecular motions inhibit charge
transport. This is a powerful tool for the evaluation of organic
semiconductors, suggesting new areas of molecular design that
can be exploited to improve charge transport properties in these
materials.

Based on these results, a variety of unique molecular modi-
fications purposed to shift detrimental vibrations to higher fre-
quencies result in distinct sets of low-frequency vibrational dy-
namics. However, in these cases, molecular motions such as the
asymmetric parallel long-axis sliding or new vibrational mode-
types persist in the low-frequency region, with demonstrable ef-

fects on charge transport. While this work emphasizes a number
of important factors to consider, the complex interplay between
molecular composition, bulk packing, and electronic structure
makes the formation of definitive design rules difficult. As such,
instead of directly proposing molecular design to hinder the ef-
fects of these motions, another aspect of chemical modifications,
namely engineering of the charge-transport involved molecular
orbitals, may be a more promising avenue for improved opto-
electronic materials, which has been the subject of a number of
recent reports.[14,47]

4. Experimental Section
Theoretical: All-electron solid-state DFT simulations were performed

using the CRYSTAL23 software package.[48,49] All periodic calculations
used the GGA PBE density functional[50] along with the Grimme DFT-
D3-BJ dispersion correction,[51–53] which wa demonstrated to provide ex-
cellent results for molecular crystals,[54] and the split-valence double-zeta
def2-SVP basis set.[55] Geometric optimization for each studied crystalline
material was performed with no constraints other than maintaining the
space group symmetry of the solid, allowing all atoms and lattice vectors
to fully relax to an energetic minimum, using a convergence criterion of
ΔE < 10−8 hartree. Upon optimization, frequency calculations were per-
formed to produce the vibrational modes, transition frequencies, and IR
intensities. The Hessian matrix was calculated as numerical derivatives
of the analytic gradients using a three-point formula (i.e., two displace-
ments of 0.001 Å along each Cartesian axis for each atom) which upon
diagonalization produces the harmonic Γ-point eigenvalues (vibrational
frequencies) and eigenvectors (normal modes).[38,39] Frequency analyses
were performed with a more stringent self-consistent field convergence
criterion of ΔE < 10−11 hartree. IR intensities were calculated from the
Berry phase method, in which first derivatives of the electric polariza-
tion are calculated from effective Born tensors expressed over the nor-
mal coordinate.[56,57] Due to the previously demonstrated anharmonic
nature of ultrasoft vibrational modes,[18] the transition frequencies of all
modes less than 0.6 THz (≈20 cm−1) were corrected by an explicit calcu-
lation of the anharmonic potential as a function of the normal coordinate.
The fundamental anharmonic vibrational transition frequency was calcu-
lated through the 1D anharmonic oscillator Schrodinger equation based
upon a sixth-order polynomial fit of the potential energy surface.[58] DFT
phonon calculations were validated via comparison with INS measure-
ments. INS gave access to all existing modes as it did not suffer from
the selection rules present in optical spectroscopy techniques. Addition-
ally, it was highly sensitive to hydrogen motions making it an ideal probe
of organic molecules. Such a validation was not only a test of the valid-
ity of the underlying structure, but by virtue of the collective nature of the
phonons, it served to validate the non-local free energy landscape.[59,60]

Theoretical INS spectra were generated using the AbINS software using
the solid-state DFT-produced vibrational dynamics.[61]

For C6-DNT-VW, the harmonic frequency calculation yielded negative-
frequency modes, indicating that the structure was not optimized to a
global minimum. Therefore, the vibrational potentials for the negative-
frequency modes were determined by explicitly displacing the structure
along the normal coordinate, and calculating the energy at each step. Sub-
sequently, the structure associated with the newly-found energetic mini-
mum was reoptimized. The newly-optimized structure belonged to a differ-
ent crystalline space group (P21/c) lower in symmetry than the original one
(Pnma), which upon frequency analysis produced no imaginary modes.

The influence of vibrational modes on individual intermolecular orbital
overlap was investigated using the COHP method. The COHP scheme
used here stemed from a generalization of the notion from the orbital-
resolved density of states (DOS) and was similar to the crystalline or-
bital overlap population (COOP) formulation from Hoffman.[62] However,
rather than representing the projection of a single orbital or atom pro-
jected onto the total electronic DOS, the COHP scheme projects specific

Adv. Funct. Mater. 2023, 2303701 2303701 (8 of 10) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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groups (l, m) of atomic orbitals (𝜑, 𝜈) only to bands (j) of the selected
atoms or atomic orbitals (with ϕ ∈ l , 𝜈 ∈ m) calculated as

COHPl,m(E) = 2
V

∑
j

∑
𝜙∈l

∑
𝜈∈m

∫
B.Z.

F𝜙,𝜈(k)a∗
𝜙,j(k)a𝜈,j(k)𝛿 (E

−Ej(k)
)

dk (1)

With Brillouin zone volume V, reciprocal space coordinate k, Fock ma-
trix F(k), and Bloch coefficients aϕ, j(k). Index j denotes the selected elec-
tronic band states, with dispersion relation Ej(k).

It was important to note that in the COHP scheme, the Fock matrix
F(k) was used in order to sample over the indexed band structure in re-
ciprocal space, while the overlap matrix S(k) analog constituted the COOP
method, which instead of providing the energy of the interaction of groups
l and m, detailed the character of the interaction (bonding, antibonding,
order).[45,49] In order to ensure consistency with the gas-phase dimer cal-
culations employed for electron–phonon couplings, the COHP analysis
relied on crystalline wavefunctions obtained with the more accurate hy-
brid PBE0[63] functional and the same def2-SVP basis set (vide infa).[55]

Reevaluation of the solid-state models in this manner produced electronic
structures and relative expansion coefficients in excellent agreement with
the gas-phase simulations using the same theoretical parameters. In order
to ensure that only the neighboring desired groups for COHP projections
were captured, all calculations described in the COHP methodology here
used expanded supercells of the crystalline unit cells employed for vibra-
tional analyses.

Because intermolecular electron–phonon (Peierls) couplings were par-
ticularly detrimental to change transport for this class of systems with high
carrier mobilities, this analysis focused upon off-diagonal, non-local (in-
termolecular) couplings, rather than the local electron–phonon coupling
terms that had previously been demonstrated to be less impactful for
charge transport.[10,18,21,31,64] Intermolecular transfer integrals were cal-
culated from the dimer projection approach,[40,41] determined from sin-
gle point energy calculations performed with the ORCA v4.0 code, em-
ploying the PBE0 density functional and def2-SVP basis set[55,65,66] with
HOMO–HOMO matrix elements representing transfer integrals for hole
transport.[40,41] Sign consistency of each transfer integral was affirmed us-
ing “ghost” hydrogenic 1s atomic orbitals to evaluate the phase of the
molecular orbitals for each molecule in the given dimer.[66,67] Linear non-
local electron–phonon couplings to normal modes were evaluated as the
numerical first derivative (determined via central finite differences) of the
transfer integral[32] Jx with respect to Cartesian normal-mode coordinate
Qk, calculated as

𝛽x,k =
(

𝜕 Jx

𝜕 Qk

)
0

(2)

The fluctuations of a given charge transfer integral 𝜎 were determined by
the product of the non-local coupling 𝛽x, k and classical thermal vibrational

amplitude 𝜎
Q
k

𝜎 = 𝛽x,k 𝜎
Q
k

(3)

[𝜎Q
k

(T)]2 =
kBT

mk𝜔
2
k

(4)

With Boltzmann constant kB, temperature T (evaluated here at 298 K),
reduced mass mk, and vibrational transition frequency 𝜔k. In the case of
any deviation between the anharmonic and harmonic determinations of
the vibrational transition frequency, the explicitly determined anharmonic
value was used as the corrected transition frequency. Non-local electron–
phonon couplings were calculated for each inequivalent dimer in the unit
cell. The total disorder arising from lattice vibrations for a given material
accounts for fluctuations of each unique transfer integral induced by each

predicted vibrational mode. For example, in a system with three unique
dimers (a–c) the total vibrational disorder[18] is defined as

𝜎 =
√

𝜎2
a + 𝜎2

b
+ 𝜎2

c (5)
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