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A B S T R A C T   

Lab research might benefit from the advantages of wearable devices, such as their ease of use, to estimate pulse 
rate (PR) and pulse rate variability (PRV) as an equivalent for heart rate (HR) and heart rate variability. 
However, before implementing them in a lab context, the validity of the PR and PRV, also on ultra-short time 
scales (e.g., 30s), needs to be confirmed. We recorded heart activity simultaneously with an E4 wristband and an 
ECG device in a seated resting condition for 5 min. Our results showed that HR, RMSSD, SDNN and LF, but not 
HF, were validly estimated by the E4 wristband. Furthermore, the E4 wristband could validly estimate PR with 
recording lengths as short as 10s. RMSSD and SDNN were validly estimated using 30s or 120 s or an average of 
multiple short intervals (10s), while HF likely requires longer recording intervals. Based on this study, we 
formulated several recommendations for using the E4 wristband in a lab context.   

1. Introduction 

The study of heart rate variability (HRV) has been the object of sci
entific scrutiny for centuries (for a historical overview, see Berntson 
et al., 1997). HRV relates to the variation in beat-to-beat intervals (i.e., 
interbeat interval; IBI). These fluctuations of the IBI result from the 
active interplay between the parasympathetic (i.e., PNS; rest and digest) 
and the sympathetic (i.e., SNS; fight or flight) nervous system (Shaffer 
et al., 2014). In general, it has been found that higher HRV is associated 
with better adaptability to the environment, for example, concerning 
physical health, stress regulation, and self-regulation (Graham et al., 
2019; Ottaviani et al., 2018; Pulopulos et al., 2018). The most commonly 
used HRV metrics are situated in the time and frequency domain 
(Shaffer and Ginsberg, 2017). Time-domain metrics represent the vari
ability of the IBI. For example, the standard deviation of normal IBIs 
(SDNN) and the root mean square of successive differences between 
normal IBIs (RMSSD). Frequency domain metrics are represented by the 
absolute (relative or normalized) power of a signal in one of the four 
frequency bands related to HRV (i.e., ultra low frequency [ULF; ≤0.003 
Hz], very low frequency [VLF; 0.0033–0.04 HZ], low frequency [LF; 
0.04–0.15 Hz] and high frequency [HF; 0.15–0.4 Hz]; Shaffer and 
Ginsberg, 2017). The informative value of HRV for the individual's 

mental and physical adaptability has given rise to its use in research 
settings (see Ottaviani et al., 2018; Stone et al., 2021). HRV is typically 
measured in laboratory settings by connecting participants to an elec
trocardiogram device (i.e., ECG). The ECG represents the heart's bio- 
electrical activity through several waves, of which the large r-peak is 
used to determine the IBI (Silverthorn, 2004). The ECG's fine-grained 
representation of the heart's activity makes it the current gold stan
dard to measure HRV (Berntson et al., 1997). However, an ECG device is 
relatively expensive. Hence, labs often only have one ECG device so that 
just one participant at a time can be tested. This increases the cost of 
using ECG in terms of labor cost and meeting sample size requirements. 
Although ECG studies have been performed on diverse populations (e.g., 
Ajayi et al., 2021; Nuske et al., 2021), we contend that some targeted 
populations in lab-based studies might benefit from easier, less time- 
consuming, and less invasive heart recording setups. For example, 
young children, older adults, or patients who are already regularly 
submitted to testing might benefit from a simpler, less obtrusive setup. 

One promising solution could be the use of wearable devices in the 
lab (e.g., Polar smartwatches). These wearables have been developed for 
daily use, informing users about the complex interaction between 
behavior, environment, and physical health (Castaneda et al., 2018; 
Ishaque et al., 2021). These wearable devices are considerably cheaper 
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than an ECG device so that multiple wearables can be bought for the 
price of one ECG device. Moreover, their design as a watch makes them 
an almost unnoticeable device that does not hamper its users (Castaneda 
et al., 2018). However, the estimation of HRV by such devices is quite 
different from its ECG-based estimation. It is based on the changes in 
blood volume measured in the body's periphery (e.g., wrist). The dif
ferences in blood volume result from the heart contracting to push blood 
out (i.e., systole) and from the heart's subsequent relaxation (i.e., dias
tole; Shaffer et al., 2014). These differences in blood volume are 
measured via photo-plethysmography (PPG). This technique measures 
the amount of light absorbed by the blood vessels, which is proportional 
to the variations in blood volume. These blood volume variations are 
represented by the systolic and diastolic pulse waves jointly represent
ing the blood-volume-pulse signal (i.e., BVP; see Fig. 1; Alqaraawi et al., 
2016). The time interval between the fiducial point on each successive 
systolic pulse wave is used to estimate the pulse-to-pulse interval (i.e., 
PPI) on which pulse rate (PR; i.e., beats per minute) and pulse rate 
variability (i.e., PRV) are calculated, as an equivalent to assessing heart 
rate (HR) and HRV based on the r-peaks of the ECG (Alqaraawi et al., 
2016). 

However, there exists a time lag between the depolarization of the 
ventricles (r-peak) initiating the mass ventricular contraction of the 
heart and the increase of blood volume measured in the body's periphery 
(i.e., the pulse transit time). Features of the blood vessels influence this 
time lag (e.g., elasticity, vascular diameter) that can change the shape of 
the pulse waves, resulting in the misalignment between the r-peak and 
the systolic pulse wave. This might affect the temporal dynamics of the 
PPI and, thus, the accuracy of the HRV estimate since alterations of the 
PPI dynamics would not alter PRV but rather the difference between 
PRV and HRV (Lu and Yang, 2009). Furthermore, several other factors 
might introduce errors in the accuracy of the PRV measurement. For 
example, the sampling frequency of such wearable devices is consider
ably lower than an ECG device (e.g., Empatica E4 wristband = 64 Hz). 
This lower sampling frequency provides a less fine-grained temporal 
resolution representing both pulse waves (Laborde et al., 2017). A clear 
and distinct pulse wave morphology is critical to accurately detect the 
fiducial point on the systolic wave. Also, the PPG-based PRV estimation 
is more vulnerable to orthostatic changes, motion artifacts, stress in
duction, and respiratory patterns than ECG-based HRV (see Mejía-Mejía 
et al., 2020 for a review). 

So before implementing such wearable devices in lab research, it is 
vital to assess how valid the PRV metrics derived by such devices are 
(Schuurmans et al., 2020). The most common way to assess the validity 

of PPG-based PR and PRV metrics as approximations of HR and HRV 
metrics obtained by wearable devices is by comparing them to a gold 
standard reference (Schuurmans et al., 2020). HR and HRV metrics 
obtained by an ECG device are often proposed as such a gold standard 
reference (e.g., van Lier et al., 2020). 

1.1. Validity of E4 wristband-based PRV 

One wearable device that its manufacturers termed fit for lab-based 
studies is the Empatica E4 wristband (i.e., E4 wristband; https://www. 
empatica.com/en-eu/). The E4 wristband has already been used to 
study the role of PR and/or PRV in a variety of lab-based research topics, 
such as stress (e.g., Mishra et al., 2020), music therapy (e.g., Rahman 
et al., 2021), and emotions (e.g., So et al., 2021). 

To date, only a limited number of studies have examined the validity 
of the PR and PRV metrics obtained by the E4 wristband. For instance, 
Menghini et al. (2019) examined the validity of the E4 wristband's PR 
and PRV metrics as accurate approximations of ECG-based HR and HRV 
metrics under various conditions (i.e., during seated position, paced 
breathing, orthostatic posture, slow walking, keyboard typing, Stroop 
test, speech preparation, public speech, and speech recovery). They 
showed that PR obtained by the E4 wristband and HR acquired with the 
gold standard ECG device was comparable across conditions. The PRV 
and HRV metrics in the time (SDNN and RMSSD) and frequency domain 
(LF and HF) were comparable during seated and paced breathing con
ditions, but these E4 wristband-based PRV metrics were less accurate 
approximations of the ECG-based HRV metrics during conditions that 
involved movement (i.e., slow walking) or cognitive performance (i.e., 
Stroop test). The authors demonstrated that this decrease in PRV accu
racy in those conditions was likely due to hand/wrist movement (see 
Ryan et al., 2019, van Lier et al., 2020, for similar results). Furthermore, 
in contrast to the studies mentioned above, Schuurmans et al. (2020) 
observed that E4 wristband PRV-based RMSSD was not comparable to 
the ECG-based RMSSD during a seated-rest condition (see Ollander 
et al., 2016 for similar results). Additionally, McCarthy et al. (2016) 
simultaneously measured ECG using a portable ECG device and BVP 
using the E4 wristband during a 24 h or 48 h recording. They showed 
that in most cases (85 %), signal quality assessed based on visual in
spection (shape, stability, and noise) was comparable between the E4 
wristband and the ECG device, although this was only the case during 
the less-active parts of the day (i.e., night and morning). Hence, previous 
studies assessing the validity of the PR and PRV metrics obtained with 
the E4 wristband seem to indicate that in seated or low activity 

Fig. 1. An example of an ECG signal and BVP signal. 
Note. On the left side of the vertical dotted line, the bio-electrical signal of the heart is shown, and on the right side, the systolic and diastolic pulse waves; PTT: pulse 
transit time. 
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conditions, the E4 wristband can provide comparable PR and PRV 
metrics as the HR and HRV metrics acquired with a gold standard ECG 
device, although for some indices (e.g., RMSSD) contradictory results 
have been obtained. However, inconsistencies in the statistical proced
ures used to assess the E4 wristband's validity (e.g., difference factor, 
visual inspection, and/or Bland-Altman plots; McCarthy et al., 2016; 
Ollander et al., 2016; Schuurmans et al., 2020), as well as the often small 
sample sizes (e.g., N = 7; Ollander et al., 2016), make it currently 
difficult to draw strong conclusions. 

1.2. Validity of E4 wristband-based PRV obtained with ultra-short-term 
intervals 

As a gold standard, 5-min intervals are stated as sufficient to measure 
PR/HR and PRV/HRV reliably (Task Force of the European Society of 
Cardiology the North American Society of Pacing Electrophysiology, 
1996; from now on Task Force, 1996). However, lab experiments often 
consist of multiple short-interval events (e.g., “trials”) occurring within 
one testing session (i.e., intervals <5 min; e.g., Choi et al., 2017; Lackner 
et al., 2013; Shen et al., 2017). A limited number of ECG studies have 
already compared the HR and HRV metrics obtained with UST intervals 
to those acquired with the gold standard 5 min interval (e.g., Baek et al., 
2015). For example, Shaffer et al. (2016) measured HR and HRV metrics 
via ECG with UST intervals (i.e., interval length = 10s, 20s, 30s, 60s, 
90s, 120 s, 180 s, and 240 s) in a seated-rest condition. They subse
quently compared those HR and HRV metrics obtained with the UST 
intervals to those acquired with a 5 min interval. They found that only 
HR across all UST intervals was highly correlated with the 5 min HR. 
RMSSD and SDNN needed at least a 60s UST interval, and LF and HF 
power were only validly estimated with at least the 90s and 180 s UST 
intervals, respectively (Shaffer and Ginsberg, 2017; Shaffer et al., 2016; 
see also Baek et al., 2015). Munoz et al. (2015), on the other hand, 
showed that RMSSD and SDNN might already be validly estimated with 
a UST interval of 10s (see also Nussinovitch et al., 2011). However, to 
our knowledge, such a comparison between UST intervals and the gold 
standard 5 min interval has never been studied for the E4 wristband's PR 
and PRV metrics. This is particularly important to establish the E4 
wristbands' applicability as a PR and PRV recording device in lab studies 
comprising multiple fast trials. 

Given this overview, the aim of the current study was twofold. First, 
we aimed to evaluate the validity of the E4 wristband's PR and PRV 
metrics as accurate approximations of HR and HRV by comparing it to a 
gold standard ECG device in a lab context. Second, we aimed to examine 
the validity of the E4 wristband's UST interval measurement of PR and 
PRV to assess their usefulness for implementation in lab-based studies 
with short-interval events. We solely focused on a seated-rest condition 
in a lab context. 

2. Method 

2.1. Participants 

A convenience sample of 79 undergraduates of the KU Leuven 
participated in this study in return for course credits. This sample was 
recruited in the context of a broader study on creative problem-solving 
(Stuyck et al., in preparation). In line with Quintana and Heathers 
(2014), several inclusion criteria (i.e., nonsmokers, body-mass index 
[BMI] <30, Beck depression inventory score < 29, no cardiovascular or 
neurological medication use, no history of or current cardiopulmonary 
diseases, psychiatric disorders, and/or neurological disorders) and in
structions concerning daily routines immediately preceding participa
tion (i.e., no alcohol consumption the night before and day of the 
experiment, at least 6 h sleep the night before the experiment, no 
caffeine consumption during the 2 h before the experiment, no heavy 
meal consumption and no strenuous physical activity prior to the 
experiment) were used, as they might negatively influence the BVP and 

ECG recording. 
We excluded seven participants based on technical issues with the 

ECG signal (i.e., incorrect electrode placement, disconnection of the 
electrodes during recording, or trigger interface unresponsiveness). In 
line with van Lier et al. (2020), we visually inspected the quality of the 
BVP signal morphology. We excluded participants if >20 % of the 
recording interval contained an unstable BVP signal, indicating unus
able data (see Appendix A for supplementary materials where supple
mentary material A depicts an example). This led to the exclusion of 26 
participants. We also visually inspected the quality of the ECG signal 
morphology for abnormalities and stability (see supplementary material 
A for an example). This led to the additional exclusion of five partici
pants (see Kumral et al., 2019; Shaffer and Ginsberg, 2017). After that, 
we identified outlying HRV observations by using the Tukey method 
(1997) of the median ± three times the interquartile range (see Kumral 
et al., 2019 for a similar procedure). Based on this method, we excluded 
two participants with outlying PRV/HRV observations on two or more 
different PRV/HRV indices. Finally, we identified two participants with 
only outlying BVP-based and ECG-based LF. Therefore, we decided to 
exclude these participants from the statistical analyses involving LF 
solely.1 This resulted in a final sample of 39 participants (mean age = 19, 
SD = 1.55, range = 17–24, 35 female). Our sample size was based on van 
Lier et al. (2020), who performed an a priori sample size calculation. 
Based on the large effect sizes observed in previous studies comparing 
the E4 wristband to a gold standard ECG device (i.e., minimum effect 
size of r = 0.72; Schuurmans et al., 2020), and when comparing UST 
HRV to 5 min recording intervals (i.e., minimum effect size of r = 0.76; 
Munoz et al., 2015), our study with a sample of N = 39 had an estimated 
power of 0.99 to detect such large effects (Campbell and Thompson, 
2012). Before the start of the experiment, all participants provided 
written informed consent. The social and societal ethics committee of 
the KU Leuven approved this study (approval code G-2019 121,929). 

2.2. Assessment and measurement 

Before assessing the PRV and HRV indices crucial for this study, we 
note that participants completed six practice trials of a cognitive task, 
namely the compound remote associates test (CRAT; see https://osf. 
io/snb3k/). Once the PRV and HRV measurements relevant to this 
study were collected, participants performed this cognitive task as part 
of a broader study. As this task was not relevant to the current research 
questions and was only assessed after the critical PRV and HRV indices 
were collected, it will not be discussed further (for a detailed description 
of the CRAT instructions and experimental procedure, see https://osf. 
io/4frcb/). 

2.3. Equipment 

Participants were seated individually in a quiet, dimly lit room held 
at a constant temperature between 21◦ and 23◦. They faced the com
puter monitor from approximately 60 cm. A Dell Optiplex 3060 com
puter was used with a Dell 23.6-in. monitor. 

2.3.1. Nexus-10 MKII ECG device 
Nexus-10 MKII (Mind Media BV, Herten, the Netherlands) was used 

as the gold standard ECG recording device (CE-certified; 93/42/EC 
Annex XII). The device obtains the ECG signal in microvolts with a 
sampling rate of 256 Hz. Three pre-gelled Ag/AgCl electrodes were used. 
Following the modified Lead-II placement, these were attached to the 
upper body (see Kuipers et al., 2017). Namely, the negative electrode 

1 We also performed the data analysis with the outliers included. The results 
obtained with this analysis are similar to the results of the main analysis 
described in the main text. This data analysis can be found in supplementary 
material B. 
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below the center of the right collarbone, the positive electrode on the 
lower left rib cage and the ground electrode below the left collarbone. 
Before placing the electrodes, the skin was cleaned with an alcohol pad. 

2.3.2. Empatica E4 wristband 
The Empatica E4 wristband (Empatica, Milan, Italy) is a certified 

medical wrist-worn device (CE-certified. No. 1876/MDD) that enables 
real-time multi-sensor data acquisition. The device allows the recording 
of four psychophysiological indices: BVP, acceleration, skin conduc
tance, and skin temperature. The current study only used the BVP. The 
E4 wristband extracts BVP via a PPG sensor with two green and red 
photodiodes (LEDs). This BVP signal is acquired at a sampling rate of 64 
Hz. Following the manufacturer's guidelines, participants wore the E4 
wristband on their non-dominant hand to diminish the likelihood of 
motion artifacts. 

2.4. Procedure 

All participants were assessed between 9 am and 5 pm. Before 
entering the laboratory, the experimenter stressed that it was important 
to go to the toilet before testing if needed, as this might influence PRV/ 
HRV data. After that, participants signed the informed consent. Their 
eligibility was assessed based on the inclusion criteria and adherence to 
the instructed daily routines. Participants were then given instructions 
on how to attach the ECG device's electrodes, which was accompanied 
by an image depicting the exact modified Lead-II placement. They also 
attached the E4 wristband to the wrist of their non-dominant hand. The 
experimenter visually checked if both devices were attached correctly. 
Participants then took place at the test computer. The experimenter 
explained that it was important to remain in an upright seated position 
without crossing their legs and to minimize sudden movements as much 
as possible (e.g., arm stretching, excessively coughing). It was explained 
that deviating from these instructions might cause BVP and ECG data 
acquisition issues. Participants then completed the six practice trials of 
the CRAT computer task. The experimenter explained that there would 
be a 10 min resting period after these practice trials. During this 10 min 
resting period, participants were instructed to relax and control their 
emotions to minimize the likelihood of engaging in ruminative or 
emotionally valenced thoughts that might affect the PRV/HRV 
recording. To minimize recording-awareness-related changes in their 
behavior, we told participants that we were mainly interested in their 
(later) performance during the cognitive task. This 10 min period con
sisted of a 5 min acclimatization period and a subsequent 5 min baseline 
period. It is this 5 min baseline period that was used in this study to 
validate the E4 wristband. After the 10 min resting period, participants 
completed the CRAT. 

2.5. Data preprocessing 

The E4 wristband and ECG device data were synchronized by relying 
on the computer's clock time (see Menghini et al., 2019; Milstein and 
Gordon, 2020). The Empatica software responsible for the E4 wristband 
recording synchronizes to the computer's clock time. Therefore, we 
created a timestamp of the computer's clock time while at the same time 
sending a trigger to the ECG device at the onset of the experiment. 
Subsequently, we matched the clock time provided by this timestamp, 
represented by the trigger in the ECG device, to that of the clock time 
registered by the Empatica software, thereby creating a synchronous 
time point of reference for the ECG device (via the trigger) and the E4 
wristband. To ensure tight time synchronization between the two de
vices, we visually double-checked the concordance between the PPI and 
RRI time series. 

Both the data obtained by the ECG device (i.e., ECG signal) and the 
E4 wristband (i.e., BVP signal) were preprocessed using Kubios premium 
(v. 3.4.2; Tarvainen et al., 2014 and see Tarvainen et al., 2020). The IBIs 
were calculated by determining the time interval between two r-peaks 

for the ECG signal and between two fiducial points on the systolic pulse 
wave for the BVP signal. To correct potential artifacts in the IBI time 
series, we used the automatic artifact correction algorithm of Kubios 
(see Lipponen and Tarvainen, 2019). All detected artifacts are subse
quently replaced with IBIs based on cubic spline interpolation. To 
accommodate the non-stationarity of the IBI time series, Kubios deploys 
a detrending procedure by defining an a priori smoothing parameter 
(cut-off frequency 0.035 Hz; see Tarvainen et al., 2002). Additionally, all 
ECG and BVP signals were visually inspected for abnormal signals, un
stable recording epochs in the recording interval, missed p-waves/r- 
peaks and missed artifacts by the algorithms that might influence the 
PRV/HRV data (e.g., supraventricular extrasystole; see Kumral et al., 
2019 for a similar procedure). In case of any ECG or BVP signal ab
normalities missed by the algorithms, we applied a manual correction to 
the signal (e.g., marking an unstable signal epoch as a to-be-excluded 
noise segment or adding missed p-waves/r-peaks; see supplementary 
material C for an overview of the percentage of corrected IBIs and noise- 
free ECG/BVP recording intervals). 

2.5.1. Validity of E4 wristband-based PRV 
Besides mean PR and HR (i.e., expressed in beats per minute; bpm), 

we used several PRV and HRV metrics to compare both recording de
vices. From the time domain, RMSSD and SDNN (both expressed in ms) 
were used and, from the frequency domain, the absolute power in the LF 
and HF bands (both expressed in ms2) were used (similar to Menghini 
et al., 2019; Schuurmans et al., 2020; van Lier et al., 2020). We did not 
include the LF/HF ratio, as it remains an ambiguous HRV metric 
(Heathers, 2014). 

2.5.2. Validity of E4 wristband-based PRV obtained with UST intervals 
To compare the E4 wristband's PR and PRV obtained with the UST 

intervals to those same metrics acquired with the 5 min interval, we used 
RMSSD, SDNN, and HF (similar to Baek et al., 2015; Munoz et al., 2015; 
Salahuddin et al., 2007). The estimation of power in the HF band re
quires at least 10 oscillations (i.e., 70 s; Task Force, 1996). As BVP-based 
PRV estimation is considered less stable than ECG-based HRV estima
tion, we argue that it is unlikely that this bare minimum of 70s will 
suffice for an accurate estimation of HF. Therefore, we chose only to use 
a UST interval of 120 s to estimate HF. We did not assess LF as it requires 
at least 10 oscillations (i.e., 250 s), making it impossible to estimate it 
with UST HRV recordings (Pecchia et al., 2018; Task Force, 1996). All 
six UST intervals were segmented from the 5 min interval. We randomly 
extracted three nonoverlapping 10s segments from the 5 min recording 
for each participant. Note that the extraction was nonsequential, in the 
sense that T1 did not necessarily precede T2, etc. These 10s segments 
were used independently to assess the PR and PRV metrics and calculate 
an average value of the PR and PRV metric across those three 10s seg
ments. As the 10s intervals only contain very few IBIs, we only accepted 
a 100 % stable BVP signal without corrected IBIs. If this was not the case, 
we rejected the 10s interval and randomly selected a new one. This 
process we repeated until we obtained three clean, valid 10s intervals. 
The UST interval of 30s existed of the first 30s of the 5 min interval, and 
the 120 s UST interval existed of the 120 s interval after those first 30s. 
This ensures their independence in validly estimating PR and PRV (see 
Munoz et al., 2015 for a similar procedure). 

Our first UST analysis assessed the E4 wristband's internal consis
tency concerning PR and PRV measured at UST intervals. This is vital as 
it shows that measuring PR and/or PRV at these time scales can be 
surrogates for their 5 min estimation with the same device, thereby 
taking variability specific to BVP into account. However, the ECG 5 min 
recording can still be considered as the best approximation of the 
genuine mean HR and HRV. Therefore, in a second UST analysis, we 
compared the PR and PRV estimation of the UST intervals to the 5 min 
ECG-based estimation of HR and HRV. In the Results section, we sum
marized the results from this second UST analysis, and full details can be 
found in supplementary material D. 
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2.6. Statistical analysis 

A three-step hierarchical procedure was used to assess the validity of 
PRV metrics obtained with the E4 wristband and UST recording in
tervals (Pecchia et al., 2018; Shaffer et al., 2020; van Lier et al., 2020). 

2.6.1. Step 1, PRV metric selection 
A Pearson product-moment correlation coefficient was used to 

examine the association strength between the proxies (PRV metrics 
obtained with the E4 wristband or UST interval) and the gold standard 
measurement (HRV metrics acquired with the ECG device or PRV met
rics acquired with the 5 min interval). We followed the procedure of 
Menghini et al. (2019) and the recommendations of Pecchia et al. 
(2018). We used a correlation coefficient cut-off of r = 0.70 to identify 
the viable proxies of the gold standard measurement. Only the proxies 
that showed a correlation with the gold standard greater than or equal to 
r = 0.70 were retained for further analysis. 

2.6.2. Step 2, PRV metric validity 
Subsequently, a Bland-Altman plot was created for the viable proxies 

selected in step 1. Here, the differences between the proxy and the gold 
standard measurement are plotted against the gold standard measure
ment (see Giavarina, 2015; Menghini et al., 2021, for an in-depth 
explanation). We plotted against this gold standard instead of against 
the mean of the proxy and the gold standard, as suggested by Bland and 
Altman (1995), because in the current study, the gold standard is ex
pected to be the best approximation of the genuine PRV and HRV. 
Therefore, it is also expected to have lower error variance and bias and, 
thus, to be better suited than the mean of the proxy and gold standard as 
a reference to plot against (see Krouwer, 2008; Munoz et al., 2015, for 
similar argumentation). 

First, the mean of this difference was analyzed. This mean reflects the 
bias in measurement, as a perfect agreement between the proxy and the 
gold standard measurement would be reflected by a mean difference of 
zero. This bias can reflect a tendency of E4 wristband or UST interval to 
over/underestimate the proxy relative to the gold standard. The 95 % 
confidence intervals of the bias (i.e., 95 % CI) were used to assess this 
(Menghini et al., 2021). If zero is below/above the lower/upper bounds 
of this 95 % CI, there is an indication of a tendency to over/underesti
mate the proxy relative to the gold standard. 

Second, it was measured to what extent the observed differences 
between the proxy and the gold standard were within acceptable limits 
of agreement. The limits of agreement (LOA) are represented by the 
mean of the differences (bias) ± 1.96SD (Menghini et al., 2021). The 
bounds of these LOA mark the inclusion of 95 % of the observed dif
ferences (i.e., 95 % LOA). To measure if those 95 % LOA can be 
considered acceptable limits in which the majority of the differences 
between the estimated proxy and gold standard lie, a priori LOA need to 
be determined before constructing the Bland-Altman plot (Giavarina, 
2015). If the LOA are within the a priori LOA, the bounds marking the 
inclusion of 95 % of the observed differences are within the limits of a 
maximum acceptable deviation of the gold standard. This would imply 
that the proxy sufficiently agrees with the gold standard. 

The determination of the a priori LOA requires the consideration of 
several features of the research (Giavarina, 2015; van Lier et al., 2020). 
For instance, the clinical necessity (e.g., the aimed-for diagnostic accu
racy of the proxy), biological features of the sample being studied, the aim 
of the study, the time interval used to estimate PR and HR, and PRV and 

HRV (e.g., seconds, minutes or hours), and the parameters being studied 
(e.g., HR and RMSSD; van Lier et al., 2020). In the literature, mainly two a 
priori LOA have been proposed: an a priori LOA of 150 % (e.g., Menghini 
et al., 2019) and an a priori LOA of 110 % (e.g., van Lier et al., 2020). For 
example, an average 50 ms RMSSD measured with the gold standard leads 
to an a priori 150 % LOA of ±25 ms (i.e., lower bound =

x gold standard*150
100 −

x gold standard;upper bound =
x gold standard*150

100 ). Thus, the 95 % LOA 
should lie within these limits of the maximum acceptable deviation of the 
gold standard of ±25 ms. Although an a priori LOA of 110 % is consid
erably stricter than one of 150 %, this stricter a priori LOA is generally 
used to assess the utility of medical equipment (Advancement of Medical 
Instrumentation, 2002; van Lier et al., 2020). In this case, such a strict a 
priori LOA seems justified as medical diagnoses should depend on highly 
accurate derived metrics. However, as the current study aimed to validate 
the proxies obtained with E4 wristband and UST intervals within a lab 
research context with a maximal recording length of 5 min, we argue that 
the margin of error between the proxy and gold standard can be less strict. 
Therefore, we used an a priori LOA of 150 % calculated as in the example 
above, consistent with similar previous studies (Charlot et al., 2009; 
Menghini et al., 2019; Pichon et al., 2006). 

Several assumptions need to be considered for the construction of the 
Bland-Altman plot. The bias and the 95 % LOA in the Bland-Altman plot 
are crucial for its interpretation. However, their accurate representation 
also depends on the absence of a positive/negative association between 
the observed differences and the gold standard value (i.e., proportional 
bias), an equal spread of the observed differences for each gold standard 
value (i.e., homoscedasticity), and the normal distribution of the 
observed differences between the proxy and the gold standard (i.e., 
normality). If one of these assumptions is not met, the above-explained 
representations of the bias and 95 % LOA no longer hold. In that case, 
the bias and 95 % LOA need to be represented via other calculations 
taking into account the violations (see supplementary material E for the 
precise calculations). To identify and accommodate any violations of the 
assumptions in our data, we followed the procedure as described by 
Altman and Bland (1983), Bland and Altman (1999), Euser et al. (2008), 
and Menghini et al. (2021). Regardless of the type of calculation used to 
represent the bias and its 95 % LOA, we always represented the observed 
differences, the gold standard values, the bias, the 95 % LOA, and the a 
priori 150 % LOA on their original scale to enhance interpretability. 

2.6.3. Step 3, magnitude of difference 
In the final step of the procedure, we calculated Cliff's delta (d) effect 

size to estimate the degree of overlap between the distributions of the 
proxy and the gold standard. This nonparametric effect size is less 
vulnerable to skewed, non-normal, and heteroscedastic data than, for 
example, Cohen's d (Romano et al., 2006). Its absolute values range from 
0 to 1. We interpreted Cliff's d effect size as follows: d ≤ 0.15 = negligible, 
0.15 < d ≤ 0.33 = small, 0.33 < d ≤ 0.5 = medium, and d > 0.5 = large 
(see Romano et al., 2006). 

We used the open-source R language and environment to perform 
statistical analysis (R Core Team, 2021). For the Bland-Altman plots, we 
used the source code provided by Menghini et al. (2021). We adjusted 
this source code to the specifics of the current study. To compute Cliff's 
d and its corresponding 95 % confidence intervals, we used the “effsize” 
package (Torchiano, 2020). All R code can be found on the Open Science 
Framework (https://osf.io/4frcb/). 
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3. Results 

3.1. Validity of E4 wristband-based PRV 

3.1.1. Step 1, PRV metric selection 
Table 1 depicts the correlation coefficients and the descriptive sta

tistics of the mean PR and HR, the time (RMSSD and SDNN), and fre
quency (LF and HF) domain PRV and HRV metrics. Correlations between 
both devices surpassing the cut-off of r = 0.70 were found for HR, 
RMSSD, SDNN, LF, and HF. Therefore, the mean PR and all PRV metrics 
were included in step 2 of the three-step hierarchical procedure. 

3.1.2. Step 2, PRV metric validity 
Table 2 presents the results, and Fig. 2 presents the Bland-Altman 

plots (see supplementary material E for the assumptions handling). 
Concerning mean PR/HR, there was a slight tendency of the E4 wrist
band to underestimate it relative to its estimation by the ECG device. 
Namely, the upper bound of the bias's 95 % CI (i.e., − 0.006) was just 
below zero. However, the 95 % LOA was within the a priori 150 % LOA, 
with 100 % of the observed differences lying within the a priori 150 % 
LOA bounds. These findings illustrated that the deviations between the 
mean PR obtained with the E4 wristband and the mean HR acquired 
with the ECG device were within the maximum acceptable deviation 
limits. 

For RMSSD, the 95 % CI of its bias was entirely above zero, indicating 
that the E4 wristband tended to overestimate RMSSD relative to the 
same metric acquired with the ECG device. For SDNN, on the other 
hand, proportional bias was detected (i.e., a negative association 

between the observed differences and the ECG-device's estimation of 
SDNN; see Fig. 2). Specifically, SDNN was overestimated by the E4 
wristband for observations of ECG-based SDNN lower than 50 ms, 
whereas the bias was non-significant for higher ECG-based SDNN ob
servations. For RMSSD and SDNN, the 95 % LOA was within the a priori 
150 % LOA, with 97 % and 100 % of the observed differences lying 
within the a priori 150 % LOA bounds, respectively. Therefore, the E4 
wristband's estimation of RMSSD and SDNN may be considered suffi
ciently in agreement with the same metrics estimated by the ECG device. 

For LF and HF, a tendency to overestimate these metrics by the E4 
wristband relative to the ECG device was observed. Namely, in both 
cases, the entire 95 % CI of the bias was above zero. For LF, the 95 % 
LOA were within the a priori 150 % LOA for 89 % of the ECG-based LF 
observations, with acceptable 95 % LOA for observations of ECG-based 
LF lower than 1979ms2. Here, 97 % of the observed differences were 
lying within the a priori 150 % LOA bounds. As such, the E4 wristband 
estimation of LF was in sufficient agreement with its estimation by the 
ECG device. However, for HF, the 95 % LOA were within the a priori 
150 % LOA for 46 % of the ECG-based HF observations, with acceptable 
95 % LOA for observations of ECG-based HF lower than 432ms2. Here, 
only 87 % of the observed differences were within the a priori 150 % 
LOA. This finding illustrated that the E4 wristband's estimation of HF 
deviated too much from its gold standard estimation by the ECG device. 

Consequently, the mean PR, RMSSD, SDNN, and LF were retained for 
the last step of the three-step hierarchical procedure. 

3.1.3. Step 3, the magnitude of difference 
The observed effects sizes were negligible for mean PR/HR (Cliff's d 

= − 0.03, 95 % CI [− 0.28, 0.23]). For the time-domain metrics, the effect 
sizes were small for RMSSD (Cliff's d = 0.30, 95 % CI [0.04, 0.52]) and 
negligible for SDNN (Cliff's d = 0.10, 95 % CI [− 0.15, 0.35]). For the 
frequency-domain metric LF, the effect size was negligible (Cliff's d =
− 0.01, 95 % CI [− 0.27, 0.25]). These findings show that the E4 wrist
band provided comparable estimates of mean PR, RMSSD, SDNN, and LF 
to their same mean HR and HRV estimation with the ECG device. 

3.2. Validity of E4 wristband-based PRV obtained with UST intervals 

3.2.1. E4 wristband UST interval PRV versus 5 min E4 wristband-based 
PRV 

3.2.1.1. Step 1, PRV metric selection. The correlation coefficients and 

Table 1 
Correlation coefficients and the descriptive statistics of PR/HR and PRV/HRV 
metrics obtained with E4 and ECG.  

Metrics r[95 % CI] M(SD) E4 M(SD) ECG 

PR/HR 0.9989[0.9982, 0.9997] 82.06(7.13) 82.20(7.10) 
RMSSD 0.92[0.88, 0.97] 39.33(10.65) 33.34(11.43) 
SDNN 0.98[0.97, 1.00] 44.50(13.29) 42.92(13.91) 
LF 0.96[0.94, 0.99] 1030.22(674.02) 1066.43(704.99) 
HF 0.95[0.91, 1.00] 764.77(518.23) 637.73(450.89) 

Note. PR, mean pulse rate (bpm); HR, mean heart rate (bpm); RMSSD, root mean 
square of successive differences between normal IBIs (ms); SDNN, standard 
deviation of normal IBIs (ms); LF, low frequency (ms2); HF, high frequency 
(ms2); r, Pearson correlation coefficient; 95 % CI, 95 % confidence intervals. 

Table 2 
Bland-Altman Analysis: Bias, 95 % LOA, and A Priori 150 % LOA. 

Metrics Bias 

[95% CI] 

Lower LOA 

[95% CI] 

Upper LOA 

[95% CI] 

 A priori 150% 

LOA 

PR/HR* -0.06 

[-0.13, -0.006] 

-1.06 

[-1.57, -0.99] 

0.59 

[0.42, 1.08] 

-41.10, 41.10 

RMSSD* 5.99 

[4.56, 7.42] 

-2.66 

[-5.15, -0.19] 

14.65 

[12.17, 17.13] 

-16.67, 16.67 

SDNN* 3.62 - 0.04*GS 

[2.10, 6.49], [-0.11, -0.004] 

Bias - 0.12*GS 

[0.09, 0.16] 

Bias + 0.12*GS 

[0.09, 0.16] 

-21.46, 21.46 

LF* 21.69 

[0.13, 61.32] 

Bias - 0.26*GS 

[0.18, 0.33] 

Bias + 0.26*GS 

[0.18, 0.33] 

-533.21, 533.21 

HF 91.60 

[37.00, 129.30] 

Bias - 0.52*GS 

[0.38, 0.66] 

Bias + 0.52*GS 

[0.38, 0.66] 

-318.86, 318.86 

Note. PR, mean pulse rate (bpm); HR, mean heart rate (bpm); RMSSD, root mean square of successive differences between normal IBIs 

(ms); SDNN, standard deviation of normal IBIs (ms); LF, low frequency (ms²), HF, high frequency (ms²); PR/HR distribution 
characteristics, homoscedastic and non-normal which a log transform could not alleviate; RMSSD distribution characteristics, 

homoscedastic and normal; SDNN distribution characteristics, heteroscedastic and non-normal which a log transform could not 

alleviate; LF distribution characteristics, heteroscedastic and non-normal which log transformation could not alleviate; HF distribution 
characteristics, heteroscedastic and non-normal which a log transform could not alleviate (see supplementary material E for the 

assumption handling); Median; 2.5 percentile; 97.5 percentile; β0, the intercept ; β1, the slope coefficient; antilog, the antilog slope value; 

GS, the gold standard value; LOA, limits of agreement; 95% CI, 95% confidence intervals; a priori 150% LOA, a priori 150% limits 

of agreement; bold typeface indicates when the 95% LOA is outside the a priori 150% LOA; * indicates the proxies that were retained 

for the following step in the three-step hierarchical procedure.  
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Fig. 2. Bland-Altman plots for mean PR/HR and PRV/HRV metrics. 
Note. PR, mean pulse rate (bpm); HR, mean heart rate (bpm); RMSSD, root mean square of successive differences between normal IBIs (ms); SDNN, standard deviation of normal IBIs (ms); LF, low frequency (ms2), HF, 
high frequency (ms2); density distribution of the differences at the right side of each plot; 95 % CI, 95 % confidence interval; LOA, limits of agreement; a priori LOA of 150 % (only displayed if close to 95 % LOA). 
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descriptive statistics of the mean PR and the PRV metrics of the UST 
intervals are presented in Table 3. Correlations between UST intervals 
and 5 min intervals surpassing the cut-off of r = 0.70 were found for all 
UST intervals estimating PR, RMSSD, SDNN, and HF, except for two of 
the three UST intervals of 10s for RMSSD and SDNN. Hence, all UST 
intervals estimating PR and PRV surpassing the cut-off were included in 
the second step of the three-step hierarchical procedure. 

3.2.1.2. Step 2, PRV metric validity. The results of the Bland-Altman 
analysis are depicted in Table 4, and exemplary Bland-Altman plots 
are shown in Fig. 3 (see supplementary material E for the assumptions 
handling). The bias included zero for all UST intervals estimating mean 
PR in its 95 % CI, except for the UST interval of 120 s. Here, proportional 
bias was detected (i.e., a negative association between the observed 
differences and the 5 min interval estimation of mean PR; see Fig. 3). 
Specifically, PR was slightly underestimated by the UST interval of 120 s 
for observations of 5 min-based PR higher than 96 bpm, whereas the bias 
was non-significant for lower 5 min-based PR values. For all other UST 
intervals, no tendency to over/underestimate mean PR was found rela
tive to its same estimation with the 5 min interval. For all UST intervals' 
estimation of mean PR, the 95 % LOA was inside the a priori 150 % LOA, 
thereby showing that the UST intervals provided comparable mean PR 
values to the same value acquired with the 5 min interval. In all cases, 
100 % of the data lay within the a priori 150 % LOA. 

For all the UST intervals estimating RMSSD, the bias included zero in 
its 95 % CI. Therefore, for all these UST intervals, no tendency to over/ 
underestimate RMSSD relative to the same estimation with the 5 min 
interval was found. For the UST interval of 30s, the 95 % LOA was within 
the a priori 150 % LOA for 85 % of the 5 min-based RMSSD observations, 
with acceptable 95 % LOA for observations of 5 min-based RMSSD lower 
than 51 ms. Here, 97 % of the observed differences were lying within the 
a priori 150 % LOA bounds. For the UST intervals of 120 s, the 95 % LOA 
were inside the a priori 150 %, with 100 % of the observed differences 
inside the a priori 150 % LOA boundaries. For the average of the three 

UST intervals of 10s, the lower bound of the 95 % LOA was borderline 
outside the lower bound of the a priori 150 % LOA (see Fig. 3), with 97 % 
of the observed differences within the a priori 150 % LOA boundaries. 
Therefore, the RMSSD estimated with the average of the three UST in
tervals of 10s, the UST intervals of 30s and 120 s were in sufficient 
agreement with its estimation by the 5 min interval. However, for the 
UST intervals of 10s (i.e., T2), the 95 % LOA was outside the a priori 150 
% LOA, with only 90 % of the observed differences within the a priori 
150 % LOA boundaries. Therefore, the estimation of RMSSD with this 
UST interval of 10s deviated too much from the same value acquired 
with the 5 min interval, indicating insufficient agreement. 

For all UST intervals estimating SDNN, the bias included zero in its 
95 % CI, except for the UST intervals of 10s. Here, the upper bound of 
the 95 % CI was below zero, indicating a tendency of this UST interval to 
underestimate SDNN relative to its estimation with the 5 min interval. 
For all other UST intervals estimating SDNN, no tendency to over/un
derestimate it was found relative to its same estimation with the 5 min 
interval. The 95 % LOA was within the a priori 150 % LOA for the 
average of the three UST intervals of 10s, the UST interval of 30s, and 
120 s. For these UST intervals, 97 %, 97 %, and 100 % of the observed 
differences were inside the a priori 150 % LOA boundaries, respectively. 
This result showed that the SDNN estimated by the average of the three 
UST intervals of 10s, the UST interval of 30s and 120 s was in sufficient 
agreement with its same estimation by the 5 min interval. For the UST 
interval of 10s, the 95 % LOA were within the a priori 150 % LOA for 8 % 
of the 5 min-based SDNN observations, with acceptable 95 % LOA for 
observations of 5 min-based SDNN lower than 31 ms. Here, only 90 % of 
the observed differences were within the a priori 150 % LOA boundaries. 
As such, the SDNN estimated with the UST interval of 10s deviated too 
much from its estimation with the 5 min interval, thereby showing 
insufficient agreement. 

For the UST interval of 120 s estimating HF, the upper bound of the 
bias's 95 % CI was below zero, indicating a tendency of this UST interval 
to underestimate HF relative to its same estimation with the 5 min in
terval (see Fig. 3). Furthermore, the 95 % LOA were within the a priori 
150 % LOA for 8 % of the 5 min-based HF observations, with acceptable 
95 % LOA for observations of 5 min-based HF lower than 274ms2. Here, 
only 82 % of the observed differences were within the a priori 150 % 
LOA boundaries. Therefore, the HF estimated with the UST interval of 
120 s deviated too much from its estimation with the 5 min interval, 
indicating insufficient agreement. 

Consequently, all UST intervals estimating mean PR, the average of 
the three UST intervals of 10s, the UST interval of 30s and 120 s esti
mating RMSSD and SDNN, were further analyzed in the final step of the 
three-step hierarchical procedure. 

3.2.1.3. Step 3, magnitude of difference. Regarding mean PR, the effect 
sizes were negligible for all the UST intervals: T1 (Cliff's d = − 0.21, 95 % 
CI [− 0.27, 0.23]), T2 (Cliff's d = 0.03, 95 % CI [− 0.22, 0.28]), T3 (Cliff's 
d = 0.11, 95 % CI [− 0.15, 0.35]), the average of three 10s intervals 
(Cliff's d = 0.03, 95 % CI [− 0.22, 0.27]), 30s interval (Cliff's d = − 0.01, 
95 % CI [− 0.26, 0.24]) and 120 s interval (Cliff's d = − 0.01, 95 % CI 
[− 0.27, 0.24]. Concerning RMSSD, negligible effect sizes were found for 
the average of the three UST intervals of 10s (Cliff's d = 0.10, 95 % CI 
[− 0.15, 0.34]), the UST interval of 30s (Cliff's d = 0.12, 95 % CI [− 0.13, 
0.36], and the UST interval of 120 s (Cliff's d = − 0.04, 95 % CI [− 0.29, 
0.22]. Lastly, for the UST intervals estimating SDNN negligible effect 
sizes were found for the average of the three UST intervals of 10s (Cliff's 
d = 0.10, 95 % CI [− 0.16, 0.34]), the UST interval of 30s (Cliff's d =
0.04, 95 % CI [− 0.22, 0.29]), and the UST interval of 120 s (Cliff's d =
− 0.04, 95 % CI [− 0.29, 0.22]). These results show that the UST intervals 
specified above provide estimates of mean PR, RMSSD and SDNN 
comparable to the same value estimated with a 5 min interval. 

Table 3 
Correlation coefficients and descriptive statistics of the PR and PRV metrics for 
the UST and 5 min recordings obtained with the E4 wristband.  

Metrics r(95 % CI) M(SD) 

PR   
5 min  82.06(7.13) 
10s T1 0.90[0.83, 0.98] 82.22(7.80) 
10s T2 0.89[0.82, 0.98] 82.00(8.00) 
10s T3 0.93[0.88, 0.98] 81.27(8.51) 
Average of 10s 0.96[0.93, 0.99] 81.83(7.67) 
30s 0.90[0.82, 0.99] 82.19(7.40) 
120 s 0.98[0.96, 1.00] 82.05(6.74) 

RMSSD   
5 min  39.33(10.65) 
10s T1 0.44[0.15, 0.74] 39.64(15.55) 
10s T2 0.70[0.53, 0.85] 36.78(14.95) 
10s T3 0.67[0.51, 0.82] 36.27(14.42) 
Average of 10s 0.80[0.64, 0.96] 37.56(11.26) 
30s 0.79[0.67, 0.90] 37.72(12.23) 
120 s 0.93[0.90, 0.97] 39.80(10.94) 

SDNN   
5 min  44.50(13.29) 
10s T1 0.47[0.20, 0.77] 49.24(20.85) 
10s T2 0.61[0.42, 0.80] 38.84(18.22) 
10s T3 0.76[0.57, 0.98] 39.93(17.59) 
Average of 10s 0.79[0.63, 0.99] 42.67(14.47) 
30s 0.78[0.65, 0.94] 42.83(15.20) 
120 s 0.93[0.88, 0.99] 45.59(14.44) 

HF   
5 min  764.77(518.23) 
120 s 0.84[0.75, 0.95] 725.48(511.31) 

Note. PR, mean pulse rate (bpm); RMSSD, root mean square of successive dif
ferences between normal IBIs (ms); SDNN, standard deviation of normal IBIs 
(ms); HF, high frequency (ms2); T, time interval; r, Pearson correlation coeffi
cient; 95 % CI = 95 % confidence interval. 
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3.2.2. E4 wristband UST interval PRV versus 5 min ECG-based HRV 

3.2.2.1. Step 1, PRV metric selection. For all UST intervals, strong cor
relations (r > 0.70) were observed between their estimation of PR and 
PRV and the 5 min ECG-based estimation of HR and HRV, except for the 
three UST intervals of 10s for RMSSD and two of the three UST intervals 
of 10s for SDNN. 

3.2.2.2. Step 2, PRV metric validity. Considering only those UST in
tervals that survived step 1, all UST intervals' estimations of PR were in 
sufficient agreement with the 5 min ECG-based estimation of HR. Con
cerning RMSSD, only its estimation with the UST interval of 30s was in 
sufficient agreement with the same estimation with the 5 min ECG 
recording. For the average of the three UST intervals of 10s and the UST 
interval of 120 s, only 92 % of the observed differences were within the a 
priori 150 % LOA. Regarding SDNN, only its estimation with the average 
of the three UST intervals of 10s and the UST interval of 30s and 120 s 
were in sufficient agreement with their same estimation with the 5 min 
ECG recording. For the SDNN estimation with the UST interval of 10s, 
only 90 % of the observed differences were within the a priori 150 % 

LOA. Concerning HF, its estimation with the UST interval of 120 s 
agreed insufficiently with the same estimation with the 5 min ECG 
recording. 

3.2.2.3. Step 3, magnitude of difference. Considering only those UST 
intervals that survived step 2, negligible effect sizes were found between 
the UST intervals estimation of PR and SDNN and the 5 min ECG-based 
estimation of HR and SDNN. A small effect size was found for the UST 
interval of 30s estimating RMSSD (see supplementary material D for the 
detailed statistical results). 

4. Discussion 

The current study aimed to validate the mean PR and PRV metrics 
obtained with the E4 wristband as approximations of mean HR and HRV 
metrics by comparing them to the mean HR and HRV metrics acquired 
with a gold standard ECG device. Moreover, we assessed the time scales 
at which the E4 wristband can validly derive PR and PRV by comparing 
its UST interval recordings of mean PR and PRV metrics to that of a gold 
standard 5 min interval recording. To achieve these two aims, partici
pants' IBIs were simultaneously recorded with an E4 wristband and an 

Table 4 
UST Recording's Bland-Altman Analysis: Bias and 95 % LOA. 

Metrics
Bias

[95% CI]

Lower LOA

[95% CI]

Upper LOA

[95% CI]

A priori 150% 

LOA

PR

10s T1*
0.17

[-0.93, 1.25]

-6.42

[-8.31, -4.54]

6.75

[4.86, 8.64]

-41.03, 41.03

10s T2*
-0.06

[-1.22, 1.10]

-7.08

[-9.09, -5.07]

6.96

[4.95, 8.97]

-41.03, 41.03

10s T3*
-0.79

[-1.84, 0.26]

-7.15

[-8.98, -5.33]

5.57

[3.75, 7.39] 

-41.03, 41.03

Average of 10s*
-0.23

[-0.93, 0.47]

-4.47

[-5.69, -3.26]

4.02

[2.80, 5.23]

-41.03, 41.03

30s*
0.13

[-0.91, 1.18]

-6.19

[-8.00, -4.38]

6.46

[4.65, 8.27]

-41.03, 41.03

120s*
6.22 - 0.08*GS

[0.64, 11.80], [-0.14, -0.01]

Bias - 1.96*1.45

[1.18, 1.79]

Bias + 1.96*1.45

[1.18, 1.79]

-41.03, 41.03

RMSSD

10s T2
-4.58

[-6.77, 0.82]

-25.15

[-38.02, -22.10]

23.96

[23.75, 34.21]

-19.67, 19.67

Average of 10s*
-1.33

[-4.79, 1.15]

-21.24

[-34.77, -16.89]

15.26

[12.06, 24.91]

-19.67, 19.67

30s*
-1.62

[-4.02, 0.56]

Bias - 0.36*GS

[0.26, 0.45]

Bias + 0.36*GS

[0.26, 0.45]

-19.67, 19.67

120s*
0.47

[-0.85, 1.79]

-7.49

[-9.77, -5.21]

8.43

[6.15, 10.71]

-19.67, 19.67

SDNN

10s T3
-4.57

[-8.31, -0.84]

Bias – 2.46*(1.92 + 0.17*GS)

[-5.20, 9.03], [0.01, 0.32]

Bias + 2.46*(1.92 + 0.17*GS)

[-5.20, 9.03], [0.01, 0.32]

-22.25, 22.25

Average of 10s*
-1.83

[-4.76, 1.10]

-19.55

[-24.62, -14.47]

15.88

[10.81, 20.96]

-22.25, 22.25

30s*
-1.67

[-4.77, 1.42]

-20.38

[-25.74, -15.02]

17.04

[11.68, 22.39]

-22.25, 22.25

120s*
1.09

[-0.66, 2.84]

-9.50

[-12.54, -6.47]

11.68

[8.65, 14.71]

-22.25, 22.25

HF

120s
-39.29

[-132.9, -54.30]

Bias – 2.46*(98.10 + 0.15*GS)

[7.07, 189.10], [0.05, 0.25]

Bias + 2.46*(98.10 + 0.15*GS)

[7.07, 189.10], [0.05, 0.25]

-382.39, 382.39

Note. PR, mean pulse rate (bpm); RMSSD, root mean square of successive differences between normal IBIs (ms); SDNN,  standard deviation of 

normal IBIs (ms); HF, high frequency (ms²); T = time interval; PR UST intervals distribution characteristics, all were homoscedastic and normally 

distributed with only the UST interval of 120s showing proportional bias; RMSSD UST distribution characteristics, all were homoscedastic with T2, 

the average of the three UST interval of 10s, and the UST interval of 30s displaying non-normality for which log transformation only alleviated non-

normality for the UST interval of 30s; SDNN UST intervals distribution characteristics, all were homoscedastic and normally distributed except for 

the UST interval of 10s which was heteroscedastic; HF UST interval distribution characteristics, data was heteroscedastic and normally distributed 

(see supplementary material E for the assumption handling); Median; 2.5 percentile; 97.5 percentile; β0, the intercept; β1, the slope coefficient; Bias 

SD, the SD of the residuals of the proportional bias model; antilog, the antilog slope value; GS, the gold standard value; LOA = 95% limits of agreement; 

95% CI = 95% confidence interval; A priori 150% LOA, a priori 150% limits of agreement; Bold typeface = the 95% LOA is outside the a priori
150% LOA; * indicates the proxies that were retained for the following step in the three-step hierarchical procedure.
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Fig. 3. Examples of Bland-Altman plots comparing mean PR and PRV metrics obtained with UST intervals by the E4 wristband versus their 5 min recording with the E4 wristband. 
Note. PR, mean pulse rate (bpm); RMSSD, root mean square of successive differences between normal IBIs (ms); SDNN, standard deviation of normal IBIs (ms); HF, high frequency (ms2); AVG10s, average of the three 10s 
intervals; T3, third UST interval of 10s; density distribution of the differences at right side plot; 95 % LOA, 95 % limit of agreement; 95 % CI, 95 % confidence intervals; the a priori LOA of 150 % only displayed if close to 
95 % LOA. 
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ECG device during a 5 min seated-rest condition. 

4.1. Validity of E4 wristband-based PRV 

With regards to the E4 wristbands' PRV metrics validity as approxi
mations of HRV metrics, our results are largely consistent with previous 
studies. Similar to Menghini et al. (2019), we found that, in a seated 
condition, the E4 wristband's estimation of mean PR, RMSSD, SDNN, 
and LF were comparable to their same mean HR and HRV estimation 
with the gold standard ECG device (see also van Lier et al., 2020). 
However, we found that HF was invalidly estimated by the E4 wrist
band. This finding is inconsistent with some results (e.g., Menghini et al., 
2019; Schuurmans et al., 2020) but consistent with others (e.g., Ollander 
et al., 2016). 

In line with Menghini et al. (2019), we found that the E4 wristband 
tended to overestimate RMSSD and LF relative to their estimation with 
the ECG device. This is valuable information for researchers as it allows 
researchers to potentially apply a calibration index (i.e., subtracting or 
adding a value) to the E4 wristband's estimation of PRV so that it ap
proaches the true HRV value more precisely. However, the nature of this 
calibration index depends on whether the bias is proportional; as such, 
assessing proportional bias is needed.2 Furthermore, it might be an 
interesting avenue for further inquiry to assess whether the bias (i.e., 
systematic error) of the E4 wristband is due to noise or some important 
underlying physiological parameter inherent to BVP. Analyzing the 
pulse transit time and pulse wave velocity may offer an opportunity to 
assess how, for instance, vasodilation/constriction, arterial stiffness, and 
arterial compliance (i.e., physiological factors influencing blood flow 
and pressure) are related to this systematic error (e.g., Mejía-Mejía et al., 
2021; Mol et al., 2020). 

4.2. Validity of E4 wristband-based PRV obtained with UST intervals 

The current study is, to our knowledge, the first to assess the fine- 
grained character of the time scales at which the E4 wristband can 
validly derive PR and PRV metrics. Our results corroborate many other 
studies (e.g., Baek et al., 2015; Munoz et al., 2015; Shaffer et al., 2016) 
in showing that mean PR/HR can be validly assessed at a large range of 
UST intervals (e.g., 10s). This indicates that the E4 wristband is, in that 
regard, similar to other recording devices. However, for the time- 
domain PRV metrics RMSSD and SDNN, the PRV recordings with the 
three shortest 10s UST intervals were unstable, whereas taking the 
average of them or using longer UST intervals (i.e., 30s and 120 s) 
significantly increased stability. This result is not in line with Munoz 
et al. (2015), who demonstrated that RMSSD could be validly derived 
with 10s UST intervals (see also Nussinovitch et al., 2011). However, 
their participants were in a supine-rest condition as opposed to the 
seated-rest condition of the current study, perhaps making their 
recording more stable due to fewer motion artifacts. Other studies using 
a seated-rest condition also observed diminished stability of, for 
instance, RMSSD obtained with UST recording intervals of 10s (e.g., 
Baek et al., 2015; Salahuddin et al., 2007; Shaffer et al., 2016). Lu et al. 
(2008) compared PRV to HRV during supine and seated rest conditions 
and showed a diminishing accuracy during seated as compared to supine 
rest. The instability in the data might increase at such UST intervals of 
10s because fluctuations in the PPI time series might occur precisely in 
the 10s recording, distorting the estimation of the time-domain PRV 
metrics RMSSD and SDNN. In longer recording intervals (e.g., 30s, 120 s, 
5 min) or when averaging over multiple UST intervals, these irregular 

fluctuations in the PPI time series more likely are leveled out. Thus, 
averaging over multiple short intervals or increasing the UST recording 
length to 30s and 120 s improved the accuracy of estimating RMSSD and 
SDNN with the E4 wristband. Especially for SDNN, this is not that sur
prising as it is a measure of the variability of the IBIs. This variability is 
expected to increase with the recording length (i.e., the more data, the 
more variability; Task Force, 1996). Our RMSSD and SDNN observations 
mostly mimic the results of other studies (e.g., Munoz et al., 2015; 
Shaffer et al., 2016). Although for the estimation with the UST interval 
of 30s, some found them to deviate too much from their 5 min estima
tion (e.g., Shaffer et al., 2016), whereas others did find that these were 
reliable proxies (e.g., Baek et al., 2015; Munoz et al., 2015; Salahuddin 
et al., 2007). In general, for those UST intervals deemed valid in esti
mating mean PR and PRV metrics, as specified above, there was no 
tendency to over/underestimate mean PR or the PRV metrics relative to 
their same estimation with a 5 min interval. 

The HF obtained with the UST interval of 120 s agreed insufficiently 
with its value acquired with 5 min interval recording. This result is 
consistent with the finding of Shaffer et al. (2016), who found that HF 
could only be validly estimated with a UST interval of 180 s. Even 
though others did find HF to be validly estimated with UST intervals of 
20s and 40s (Baek et al., 2015; Salahuddin et al., 2007), we consider this 
implausible as a proper estimation of power in the HF band requires at 
least 70s (Task Force, 1996). This 70s minimum only ensures sufficient 
time to decently perform a power calculation in the HF band. This does 
not automatically imply that this is sufficiently long to estimate HF 
validly. As the current study examined BVP-based estimation of HF, 
which is less stable than ECG-based HF, even doubling this bare mini
mum 70s proved not to be sufficient. So based on our results, we 
recommend that longer BVP recordings are required for HF. 

It is noteworthy in our second UST analysis, where we compared the 
estimation of the UST intervals of PR and PRV to the 5 min ECG-based 
HR and HRV (see supplementary material D), that for RMSSD only the 
estimation with the UST interval of 30s was found valid. Therefore, the 
BVP-based estimation of RMSSD with UST intervals seems a less stable 
surrogate for ECG-based RMSSD with a 5 min interval. On closer in
spection of the Bland-Altman plots, we observed that, for the average of 
the three UST intervals of 10s and the UST interval of 120 s, a large part 
(i.e., 92 %) of these UST intervals' RMSSD estimation was acceptable, 
and only three observations mainly caused this invalidity with an E4 
wristband-based inaccuracy of ±20 ms. The discrepancy between the 
two UST analyses might be related to the BVP-related systematic error. 
As all measurements are BVP-based in the first analysis, this systematic 
error is accounted for. However, this is not the case in this second 
analysis. Here, systematic and random errors are combined, which 
might lead to differing results. The findings of the second UST analysis 
illustrate that BVP-based PRV mostly approximates ECG-based HRV. 
However, there are still marked differences between the two, likely due 
to different physiological constraints, as BVP-based PRV is bio- 
mechanical whereas ECG-based HRV is bio-electrical (see Yuda et al., 
2020, for argumentation). 

4.3. Statistical procedures 

One source that leads to inconsistencies in research results and 
difficult comparability between studies is the statistical procedure 
employed to assess agreement between the proxy and the gold standard. 
Although commendable attempts have been made to establish valid 
statistical protocols for the assessment of agreement (e.g., Bland and 
Altman, 1999; Menghini et al., 2019; Menghini et al., 2021; Pecchia 
et al., 2018; van Lier et al., 2020), they still rely on some procedures that 
have been criticized such as correlational analyses and Cohen's d tests 
based on paired samples t-tests (e.g., Pecchia et al., 2018). For example, 
correlational analyses highlight the strength of an association but no 
consistent up/downward shift of the values of one of the variables 
relative to the other variable. We followed the proposed protocols to 

2 For example, the E4 wristband's tendency to overestimate SDNN was 
negatively associated with the size of the ECG-based SDNN, implying that the 
calibration index shifts depending on ECG-based SDNN. Therefore, one would 
need the coefficients of the proportional bias model (i.e., calibration index = β0 
+ β1*ECG-based value) to calculate the required calibration index. 
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illustrate consistency in agreement patterns across several statistical 
procedures. We argue the Bland-Altman analysis should be the main 
source of information to identify agreement. However, not all studies 
rely on Bland-Altman analysis (e.g., Ollander et al., 2016) or do so 
without using a priori LOAs and/or indicating how Bland-Altman as
sumptions were dealt with (e.g., Schuurmans et al., 2020; Kiran Kumar 
et al., 2021). As these assumptions strongly influence the calculation and 
representation of the 95 % LOA, it is difficult to interpret the results of 
these studies unambiguously. 

Moreover, the a priori LOA calculation is not consistent across the 
literature, and its proposed cut-off differs and is relatively arbitrary (i.e., 
110 % or 150 %). Menghini et al. (2019) take ±50 % of the mean of the 
gold standard, whereas van Lier et al. (2020) take 10 % of the range of 
biologically plausible HRV values, which can vary between age cohorts 
(e.g., 20–29 years or 50–60 years; Umetani et al., 1998). As highlighted 
in the Methods section, we argue, similarly to Giavarina (2015), that this 
choice should depend on the goal for which the E4 wristband or UST 
interval estimations of PRV are used. For instance, for medical diag
nostic purposes, the accuracy of PRV estimation as an approximation of 
HRV should be high (e.g., a priori LOA of 110 %), whereas for lab-based 
research, it can be less strict (e.g., a priori LOA of 150 %). 

4.4. Recommendations 

E4 wristband validation studies examining PRV as approximations of 
HRV metrics and time scale at which PRV can validly be derived are 
limited or non-existing and use divergent procedures. Therefore, more 
procedurally consistent E4 wristband validation studies are needed. 

Our study concludes that using the E4 wristband as a research-grade 
device to track PR/HR and estimate PRV/HRV in seated conditions in a 
lab-based context seems valuable under certain conditions. The E4 
wristband provided comparable measures to the gold standard ECG 
device concerning mean HR, RMSSD, SDNN, and LF. This observation 
indicates that, in a lab setting where participants are seated and there is 
limited movement of the hand wearing the wristband, the E4 wristband 
can be a valid substitute for an ECG device with a 5 min recording 
length. However, several observations need to be made. 

First, the BVP signal was clearly less stable than the ECG signal (see 
supplementary material C), which led to a substantial exclusion of 
participants. Hence, the potential advantage of the E4 wristband to 
facilitate meeting sample size requirements more easily than with an 
ECG device might be canceled out by the sample size compensation 
needed to accommodate the instability of the BVP signal. However, as 
the E4 wristband is considerably cheaper, one can test multiple partic
ipants simultaneously. So even though one might need to exclude 32 % 
of the data, it still may be more labor efficient to work with the E4 
wristband than an ECG device. On the other hand, ethically, we must 
question whether designs, where 32 % of the participants will have to be 
removed, are justified, especially in demanding task situations. We did 
not explicitly tell participants to keep the hand wearing the E4 wrist
band completely at rest during the baseline recording. It was only 
indicated to remain calm and control their emotions without excess 
movements (e.g., arm stretching). This perhaps caused an unstable BVP 
signal in some cases. On the other hand, as participants are likely to have 
made some minimal movement during the 5 min rest, it shows that the 
E4 wristband's PR and PRV estimation as approximations of HR and HRV 
estimation was relatively valid under such minimal-movement condi
tions. We also asked participants to put on the E4 wristband themselves. 
Although we visually checked if it was put on correctly, it may have been 
that this was, on some occasions, not attached firmly enough, causing an 
unstable BVP signal. To enhance the quality of the signal, one could (1) 
ask participants to keep the hand wearing the E4 wristband completely 
at rest and (2) let the experimenter attach the E4 wristband watch to 
ensure that it is attached correctly and firmly. Furthermore, increasing 
the recording length might also remedy this. Longer BVP recording in
tervals lead to more stable BVP signal intervals that can be used to 

validly estimate the mean HR and HRV metrics (see, for example, So 
et al., 2021). Lastly, it is important not to rely solely on BVP pre
processing algorithms (e.g., Kubios, Tarvainen et al., 2020) to correct 
artifacts and noise segments in the BVP signal. During preprocessing, we 
noticed that these algorithms sometimes missed uninterpretable noise 
segments. Therefore, we recommend a visual check of the BVP signal for 
its morphology and stability to ensure proper cleaning/preprocessing of 
the BVP signal. Moreover, it is advisable to include a rest period between 
trials of at least 2 min (the current study used a 5 min acclimatization 
period) to enhance the stationarity of the BVP data and, thus, its quality. 

Second, we assessed the validity of the E4 wristband only in a con
dition involving minimal movement. But even then, we could not 
completely avoid the instability of the BVP signal. This observation 
possibly constrains the possibilities of using the E4 wristband in real-life 
situations. If movement is involved (e.g., walking or running), the E4 
wristband is probably less likely to provide valid estimates. Still, other 
real-life situations might fulfill the E4 wristband's preconditions, such as 
studying HRV in classrooms or workplaces, at the bedside of patients, or 
at the home of older adults, where participants are seated or lying down 
and moving minimally. Furthermore, we only tested participants in a 
seated resting state. Thus, based on our results, we cannot assert how 
valid the E4 wristband is when, for instance, performing a computer 
task. However, future research-based studies can now implement the E4 
wristband to assess its validity, for example, during task completion, 
under stress or when facing cognitive load. The recommendations we 
provide here can help to promote a valid E4 wristband data acquisition 
in a lab-based context. We also note that the current validation pro
cedure was part of a broader creative problem solving experiment, of 
which the experimental setup might have had an undue influence on the 
validation procedure. However, Shcheslavskaya et al. (2010) have 
shown that the heart's activity returns to baseline within 6 min after a 
cognitive challenge (see also Panaite et al., 2015). Although participants 
had to read instructions and perform six practice trials before the ECG 
and BVP recording, there was a 5 min acclimatization period before the 
actual recording started, which should have been sufficient to eliminate 
any cardiovascular reactivity caused by the instructions and/or practice 
trials. 

Third, our sample consisted almost exclusively of female un
dergraduates. Although this observation limits the scope in which our 
results can be interpreted, it is noteworthy that our results were similar 
to some other studies with a more biological sex-balanced sample (e.g., 
Menghini et al., 2019; van Lier et al., 2020) and having a broader age 
range (e.g., Menghini et al., 2019). Future studies should also consider 
recording additional demographic information, as it has been argued 
that, for instance, skin tone could impact PPG-based PRV recording 
(Fallow et al., 2013), although this has not been consistently reported (e. 
g., Bent et al., 2020). 

Fourth, concerning the UST intervals of the E4 wristband, our results 
showed that the E4 wristband's time scales to derive PRV were not 
extremely fine-grained. Deriving PRV metrics based on 10s UST in
tervals did not produce valid estimates. However, the E4 wristband did 
prove its usefulness for lab experiments across all UST intervals for mean 
PR and when averaging over multiple short-duration intervals (e.g., 10s) 
or when using a recording length of at least 30s for RMSSD and SDNN. 
We must note that, solely for RMSSD, the UST intervals' comparison with 
5 min ECG only revealed a valid RMSSD with the UST interval of 30s. 
Although most RMSSD observations with the UST intervals were valid, a 
few deviated strongly from the 5 min ECG-based RMSSD. Therefore, 
caution is warranted when using E4 wristband-based RMSSD with UST 
intervals as a proxy of ECG-based RMSSD. Assessing HF presumably 
would require a longer recording length than 120 s (see, for example, 
Shaffer et al., 2016). These observations seem to place certain time 
constraints on using the E4 wristband in a lab context. For instance, 
studies aiming to assess PRV on a trial-by-trial basis with short trial 
durations (e.g., Shen et al., 2017) might not produce valid PRV estimates 
with the E4 wristband. However, the E4 wristband does lend itself to 
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recording time-domain PRV metrics, for example, on a trial-by-trial 
basis or across a block of trials if the trial or block lasts at least 30s or 
if an average can be taken across multiple shorter trials. For the fre
quency domain PRV metrics, a trial-by-trial analysis seems difficult as 
HF was found to be invalidly derived with the E4 wristband with a UST 
interval of 120 s. 

To summarize, the E4 wristband is a piece of promising research 
equipment in seated lab conditions. Our results showed that mean HR, 
RMSSD, SDNN, and LF were validly estimated by the E4 wristband. 
Contrary to some studies, we could not corroborate the valid estimation 
of HF. Furthermore, we showed that the E4 wristband's mean PR was a 
valid proxy of the 5 min gold standard recording across all UST intervals. 
RMSSD and SDNN could be validly estimated with the E4 wristband 
with an average over multiple UST intervals of 10s, a UST interval of 30s 
or 120 s, but not with 10s UST intervals. However, for RMSSD, when 
compared to a 5 min ECG recording, only the UST interval of 30s 
remained valid. For HF, longer recording times seem to be required. 
Based on these results, we have formulated several recommendations for 
the use of the E4 wristband in laboratory research contexts. 
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