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Abstract

Motivation: Single-cell RNA sequencing (scRNA-seq) provides transcriptomic profiling for individual cells, allowing
researchers to study the heterogeneity of tissues, recognize rare cell identities and discover new cellular subtypes.
Clustering analysis is usually used to predict cell class assignments and infer cell identities. However, the high spars-
ity of scRNA-seq data, accentuated by dropout events generates challenges that have motivated the development of
numerous dedicated clustering methods. Nevertheless, there is still no consensus on the best performing method.
Results: graph-sc is a new method leveraging a graph autoencoder network to create embeddings for scRNA-seq
cell data. While this work analyzes the performance of clustering the embeddings with various clustering algorithms,
other downstream tasks can also be performed. A broad experimental study has been performed on both simulated
and scRNA-seq datasets. The results indicate that although there is no consistently best method across all the ana-
lyzed datasets, graph-sc compares favorably to competing techniques across all types of datasets. Furthermore, the
proposed method is stable across consecutive runs, robust to input down-sampling, generally insensitive to
changes in the network architecture or training parameters and more computationally efficient than other competing
methods based on neural networks. Modeling the data as a graph provides increased flexibility to define custom fea-
tures characterizing the genes, the cells and their interactions. Moreover, external data (e.g. gene network) can easily
be integrated into the graph and used seamlessly under the same optimization task.

Availability and implementation: https:/github.com/ciortanmadalina/graph-sc.

Contact: matthieu.defrance@ulb.be

Supplementary information: Supplementary data are available at Bioinformatics online.

pure and transitional cells and uses the expression similarity matrix
to compute soft cluster memberships. Seurat (Satija et al., 2015) lev-
erages graph-processing techniques like community detection (i.e.

1 Introduction
The recent progress of single-cell RNA sequencing (scRNA-seq)

motivated the research for computational methods to analyze tran-
scriptomic data of individual cells. Because information about
sequenced cells is only partial, clustering analysis is usually used to
discover cellular subtypes or distinguish and better characterize
known ones. Clustering scRNA-seq data introduces several chal-
lenges, consisting of dropout events (i.e. false observed zero counts),
batch contamination and high dimensionality. As shown in various
surveys (Freytag et al., 2017; Kiselev et al., 2019; Menon, 2019; Qi
et al., 2020), the scientific community developed numerous
approaches to mitigate the computational challenges of scRNA-seq
data and produce accurate results. SCRNA (Mieth et al., 2019) uses
non-negative matrix factorization to incorporate information from a
larger annotated dataset and then applies transfer learning to per-
form the clustering. CIDR (Clusteing through Imputation and
Dimensionlity Reduction) (Lin et al., 2017) performs data imput-
ation before clustering a PCA-reduced (Principal Component
Analysis) representation using hierarchical clustering. SOUP
(Semisoft Clustering with Pure cells) (Zhu et al., 2019) handles both

the Louvain algorithm) to process the shared nearest neighbor
graph and predict cluster assignments. RaceID (Griin et al., 2015)
identifies rare cell types and improves clustering performance
using K-medoids.

Deep learning was equally used to perform data imputation,
embedding learning and clustering. DCA (Deep Count
Autoencoder) (Eraslan et al., 2019) proposes a deep count autoen-
coder to denoise and impute the original data by minimizing a zero-
inflated negative binomial (ZINB) loss. This contribution inspired
other works such as scDeepCluster (Tian et al., 2019), which added
a clustering layer to the DCA model, performing cell cluster assign-
ment after an initial denoising phase. A similar approach to
scDeepCluster is followed in the DESC (Deep Embedding Single-cell
Clustering) method (Li et al., 2020), which separated the data con-
struction from the clustering phase. scziDesk (Chen et al., 2020)
proposes a weighted soft K-means enhancing the scDeepCluster
model with a triple loss that factors in the association between simi-
lar cells under the same cluster. The proposed loss function
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combines the ZINB loss, a weighted soft K-means loss and a KL
(Kullback-Leibler) divergence between the Student’s t-distribution
of the embedding space and that of a target distribution, as proposed
in DEC (Deep Embedded Clustering) (Xie et al., 2016). The KL di-
vergence analyzes the pairwise similarity of data points in the latent
space and encourages similar points to be clustered in the same clus-
ter. A similar approximation of the ZINB distribution of the expres-
sion values is performed by the ScVI (Single-cell Variational
Inference) (Lopez et al., 2018) method which, in addition to cluster-
ing, provides batch correction, differential expression and
visualizations

Recently, graph neural networks (GNNs) have been applied to
scRNA-seq data. The common strategies to create the graph proc-
essed subsequently with GNNs are the cell-to-cell graph and the
gene-to-cell graph, depicted in Supplementary Figure S1. The cell-
to-cell graph is used in scGNN (Wang et al., 2021) and represents
only the cells as graph nodes. The connections between cells are
obtained by training a suite of three multi-modal autoencoders in an
iterative way. A feature autoencoder learns an embedding for the
cell data, used next for constructing a K-Nearest Neighbor (KNN)
graph, corresponding to the cell-to-cell model. The KNN graph is
processed with a graph autoencoder to learn a topological embed-
ding for cells and produces cluster assignments. The scGNN model
performs both imputation and clustering. The gene-to-cell model
was proposed in scDeepSort (Shao et al., 2021). In this case, a
weighted graph reproduces closely the information in the expression
matrix: both cells and genes are treated as graph nodes, and the gene
counts in each cell become the weighted edges between genes and
cells. Unlike the cell-to-cell architecture, there are no direct connec-
tions between cells, but only between genes and cells. The
scDeepSort network is trained in a supervised way (i.e. as a classifi-
cation problem) using annotated human and mouse data of various
tissues. A pretrained model is provided to perform inference on new
datasets. However, being supervised, scDeepSort cannot be applied
to datasets having different target classes than those present in the
original training data, which limits the model’s generalization to the
diversity of the available input training sets. A detailed presentation
of the two graph neural network models is provided in
Supplementary Materials.

2 Materials and methods

Given a scRNA-seq matrix D € R™" having # samples (i.e. cells)
and m features (i.e. transcripts), our method, graph-sc, models the
expression data as a gene-to-cell graph, processes it with a graph
autoencoder network and clusters the resulting cell embeddings with
either K-means or Leiden clustering algorithm.

2.1 Preprocessing

Before assembling the graph, the expression matrix is preprocessed
with the following steps. All genes expressed in less than two cells
are first discarded. The expression level of the remaining genes is
then normalized to obtain the same total count for each cell (for
each cell, the expression count values are divided by the total count
for that cell). After computing the variance across the cells, only the
most variable genes (top 3000) are kept in the dataset. The removal
of low expressed or less variable genes brings a computational gain
in addition to reducing the overall data noise. These operations pro-
duce a positive normalized matrix noted X € R¥*", where d is the
number of selected features (genes) and # the number of cells. This
preprocessing has been chosen as it maximizes the clustering per-
formances, as shown in an ablation study detailed in Supplementary
Materials/Ablation studies. A similar preprocessing procedure was
also proposed in scziDesk (Chen e al., 2020).

2.2 Graph creation

The scRNA-seq data are modeled as a gene-to-cell graph, bringing
several adaptations to the scDeepSort model. The gene-to-cell ap-
proach has been selected as a starting point for three theoretical

reasons, detailed in Supplementary Materials. First, the gene-to-cell
architecture is simple, as it reproduces directly the information in
the expression matrix: the gene nodes are connected with the cell
nodes in which they are expressed. Second, compared with classical
neural-network methods, it provides increased flexibility to model
the connections between genes and cells and control how the infor-
mation is aggregated. Finally, it allows to easily integrate external
data into the graph and uses it seamlessly. Other types of omics data,
such as the bulk RNA-seq could provide relevant information charac-
terizing the gene co-expression events, which combined with the
scRNA-seq data, could help the model produce better cell embed-
dings. This information can be integrated in the gene-to-cell graph as
gene-to-gene connections, refining the local neighborhood of gene
nodes. However, this functionality depends on the availability of rele-
vant external data, requirement not always easy to satisfy; as such this
track remains an optional improvement to graph-sc, presented in
Section 4. Next, we detail the steps to create the scRNA-seq gene-to-
cell graph. Graph neural networks process graph structures which
consist of both an adjacency matrix (describing the connections be-
tween nodes, corresponding to the arrows in Fig. 1d) and a node fea-
ture matrix, storing representations for each node (corresponding to
the vectors next to each node in Fig. 1d). In a nutshell, the node fea-
tures are essential for the functioning of the graph as all underlying
operations combine (e.g. sum) the features of each node with those of
neighboring nodes (identified with through the adjacency matrix) to
produce hidden representations for each node. Further technical
details on the functioning of graph neural networks are provided in
Supplementary Materials/Graph Preliminaries. The following section
details the creation of graph nodes, graph node features and graph
node edges.

Graph nodes. Both genes and cells are created as graph nodes.
Each node must have initial values for its features (i.e. a feature vec-
tor), which will be processed by a graph neural network input layer.
After testing multiple types of graph neural network layers
(Supplementary Fig. S9), the convolutional layer (Kipf and Welling,
2017) has been chosen as input layer, as it maximized the clustering
performances. This layer processes directly the input graph data.
When performing the forward pass, it produces for each node a hid-
den representation computed as the sum of its own features and those
of the neighboring nodes. This operation requires all nodes to be rep-
resented in the same input space. Next, the initial feature values for
gene and cell nodes are defined. For each gene node, input features
representing the top principal components (50) are created using the
normalized matrix X. Inspired by the structure of the expression ma-
trix, where a cell is represented by the set of expressed genes, for each
cell nodes, initial features are created by summing the corresponding
gene nodes. This strategy produces a representation in the same space
as the gene nodes (see Fig. 1). Thus, all graph nodes have input fea-
tures in the same 50D space. The PCA reduction has been chosen for
its ability to extract meaningful features from a high-dimensional
space. The projection in a lower-dimensional space is a common
ground between the cell and the gene nodes and finally, it provides a
lower memory footprint than storing for example, the original gene
data. The PCA transformation starts by scaling the data such that
each gene has zero mean and unit variance. The matrix X has been
used instead of the raw data D because normalizing the expression
data and scaling the values has shown to produce better representa-
tions for scRNA-seq data (Satija ez al., 2015) and has been adopted in
several state-of-the-art methods (Chen et al., 2020; Tian et al., 2019).
Using only the most variable genes, selected in X, by removing the
genes with less informative content for clustering provides a gain in
the computational speed, as it also limits the graph size. The cell node
features are computed as the sum of expressed gene nodes, weighted
by the values in the positive matrix X.

Graph edges. Cell nodes are connected to the expressed gene
nodes with edges having as weights, the values in the positive matrix

X. Thus, the weight of the edge connecting gene ito cell j is
. __Dii]
Wi = S Dkl
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Fig. 1. Overview of graph creation. To model the expression matrix with a graph
neural network, a graph defined by node features and an adjacency matrix (contain-
ing the weighted edges between nodes) are first produced. A gene-to-cell architecture
is adopted to represent both the genes and the cells as graph nodes. Cell nodes are
connected to the expressed gene nodes (e.g. Cell 1 is connected to Genes 1 and 4).
The preprocessing of the scRNA-seq expression matrix D (a) consists of normalizing
the data by cells to produce the normalized expression matrix X (b). A hidden repre-
sentation combining the neighboring nodes’ features is attributed to each node of
the graph, which requires the gene and the cell nodes to be expressed in the same
space. The cell nodes are represented as the sum of expressed gene node features.
Thus, gene node features are created first and consist of the first principal compo-
nents (PCs) of the normalized matrix, X. For simplicity, this figure exemplifies the
first 2 PCs (c). Next, the features for cell nodes are computed as the sum of
expressed genes, weighted by X (d). In addition, all nodes are enriched with self-
connections having a weight of 1

Using a weighted graph is an elegant approach to allow genes to
have different contributions for different cells, depending on the ex-
pression level. The weighted graph provides an alternative to a
graph pruning phase (i.e. as proposed in scGNN), which would re-
move noisy connections based on an arbitrary dataset-dependent
threshold. Note that, as depicted in Figure 1, the graph does not in-
clude gene-to-gene or cell-to-cell connections and consists only of
gene-to-cell connections. Before passing the graph as input to the
neural network, the standard edge normalization in graph neural
networks is performed, as detailed in Supplementary Materials for
scDeepSort. In a nutshell, this edge normalization addresses the gene
variability across cells and prevents us from creating aggregations
having a different range of values for different cells. All graph nodes
are also enriched with self-loop connections with a weight of 1.

2.3 Graph training
As we assume that no knowledge on cell class assignments is avail-
able, unlike scDeepSort, we propose an unsupervised model, a con-
volutional graph autoencoder neural network (Kipf and Welling,
2016), to process the gene-to-cell graph. Autoencoder networks are
models trained to reconstruct the input data and in doing so, pro-
duce a meaningful representation (i.e. an embedding) of the input
data. Graph autoencoders produce representations for input nodes
and are trained to reconstruct the adjacency matrix. As illustrated in
Figure 2, our autoencoder consists of an encoder and a decoder net-
work. The encoder is composed of a Graph Convolutional Layer,
processing the graph (the input node features, Zy, being the PCA
representations) and returning a vectorial representation for all
nodes (Z1). The output of the convolutional layer (Z) is passed
through a linear layer, producing a new representation of the nodes
(Z) which is also the desired representation of cell data. The encoder
network iterates only over the cell nodes (highlighted in red in
Fig. 2) and produces cell embeddings used subsequently in the clus-
tering phase. However, the gene nodes play an essential role in the
neighborhood aggregation of cell nodes performed by the graph con-
volutional layer.

The second part of the network, the decoder, is trained to recon-
struct the graph adjacency matrix from the inner product of the cell
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Fig. 2. Method overview. Training phase (a). A graph autoencoder neural network
is trained to produce hidden representations (embeddings) for the input graph
nodes. As the goal is to cluster the cells, the relevant representations are the cell
embeddings. Our network consists of an encoder model, which produces node
embeddings (Z) and a decoder model, which uses the embeddings (Z) to reconstruct
the adjacency matrix and the graph. Our encoder model consists of a Graph
Convolutional layer, which aggregates the neighborhood of input nodes as a sum
weighted by the input edge values. To produce cell embeddings for clustering, en-
coder processes only cell nodes (red box). The gene nodes are instrumental in this
neighborhood aggregation. Clustering phase (b). The result of the convolutional
layer is passed through a Linear layer to produce the final cell embeddings, Z. After
the network training phase, the produced cell embeddings are clustered to produce
cell cluster assignments

embedding 6(Z - Z") ~ A, where ¢ is the sigmoid function. To keep
this presentation simple, the technical details concerning the graph
convolutional layer and the training objective is provided in
Supplementary Materials.

2.4 Clustering phase

After having produced cell embeddings, a general clustering algo-
rithm is used to produce cell-cluster assignments. The decoupling be-
tween the embedding creation and the cluster assignment provides
flexibility to adapt to both cases when the expected number of clus-
ters is known (K-means) and unknown (Leiden), but also to analyze
the embedding with any other suitable technique.

3 Results

The performances of clustering methods are evaluated with both ex-
ternal scores (assessing the agreement with the provided ground
truth): Adjusted Rand Index (ARI) score (Hubert and Arabie, 1985),
Normalized Mutual Information and internal scores (assessing the
cluster compactness): Silhouette score (Rousseeuw, 1987) and
Calinski Harabasz (Calinski and Harabasz, 1974). For all metrics
the higher the value, the better the performance. The implementa-
tion details together with a detailed description of the evaluation
framework are provided in Supplementary Materials, Evaluation
Framework section.

3.1 Competing methods

Clustering analysis is typically performed on unlabeled data, either
in an explorative way (to discover the number of clusters best fitting
the analyzed data) or in an exploitation setting, using prior know-
ledge or a good definition of the sample groups to be identified.
Some existing methods require to input the number of clusters to be
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identified, while others, more suitable for exploratory analysis, can
dynamically infer it from various data density or connectivity crite-
ria. Our experimental setup compared the performance of graph-sc
with 12 competing methods, representative of both scenarios.
ScziDesk (Chen et al., 2020), scDeepClustering (Tian et al., 2019),
scRNA (Mieth et al., 2019), cidr (Lin et al., 2017) and soup (Zhu
et al., 2019) take as input the expected number of clusters while
scGNN (Wang et al., 2021), Seurat (Satija et al., 2015), scanpy
(Wolf et al., 2018) implementation), desc (Li et al., 2020), scedar
(Zhang et al., 2020), raceid (Muraro et al., 2016) and scvi (Lopez
et al., 2018) perform clustering without any alternative information.
In addition, 6 naive baselines (depicted in gray in all our plots) consist-
ing of clustering with K-means the following dimensionality reduced
version of the expression matrix were assessed: the first 2 (labeled
pca2_kmeans) and 50 (labelled pca50_kmeans) principal components
of X, the first 20 (umap20_kmeans) or 50 (umap50_kmeans) UMAP,
the first 2 UMAP components of the 50 PCA (pca50_umap_kmeans)
of X and with Leiden the best performing baseline, the 2 UMAP com-
ponents of the 50 PCA of X (labelled pca50_umap_leiden). A detailed
record of all benchmarked methods, their repositories and instructions
on how to reproduce our experimental results has been made avail-
able in Supplementary Table S1.

All our experiments present the results of three consecutive runs
of each method on each dataset. The methods annotated with (aster-
isks) are those that did not receive as input the number of clusters.
Our methods are usually highlighted in bold. This experimental set-
ting is used to benchmark the presented methods on a collection of
24 simulated and 15 real scRNA-seq datasets, as detailed below.

3.2 Analysis of simulated data
The data simulation strategy consists of generating datasets approxi-
mating various biological scenarios in which we controlled the
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Fig. 3. Method evaluation scores on all simulated balanced (al-a4), imbalanced
(b1-b4) and real-world scRNA-seq (c1-c4) datasets. The ARI scores are depicted in
panels 1, normalized mutual information scores in panels 2, Calinski Harabasz
scores in panels 3 and Silhouette scores in panels 4. The internal quality scores
(Calinski, Silhouette) measure the compactness of the identified clusters in the cre-
ated cell embedding space. However, those metrics are independent from the exter-
nal quality scores (i.e. the most compact clusters do not necessarily correspond to
the ground truth annotations and conversely). graph-sc identifies clusters in agree-
ment with the annotations and having also a good internal quality despite not being
the most compact partitions

number of clusters, samples, genes and dropout rates. The R pack-
age splatter (Zappia et al., 2017) was used to create balanced and
imbalanced datasets (i.e. uniform and non-uniform distribution of
cluster sizes). As shown in Figure 3, our methods (graph-sc with K-
means and Leiden) provide encouraging results, on both external
and internal quality measures, reporting high average ARI scores as
well as a good ranking (in general, the first or the second position).
There is no significant performance difference between K-means and
Leiden clustering. The description of the data simulation process
and a detailed analysis are provided in Supplementary Materials. As
simulated datasets remain an approximation of the biological data,
the following sections of the article focus on the analysis of a collec-
tion of 15 real-world datasets.

3.3 Analysis of single-cell datasets

A collection of 15 real-world scRNA-seq datasets has been
assembled by combining the data made available by scziDesk and
scDeepCluster. The datasets from scziDesk have been created at
Stanford University from mouse cells using Smart-seq2 and 10x
Genomics sequencing (Schaum et al., 2018). The Smart-seq2 data-
sets have been prefixed with ‘Quake Smart’ while the latter with
‘Quake10x’. Other publicly available datasets have been added, as
follows: Adam et al. (2017), Muraro et al. (2016), Romanov et al.
(2017) and Young et al. (2018). The scDeepCluster data had been
collected using four sequencing platforms: 10x genomics platform
for the PBMC cells (Zheng et al., 2017), droplet barcoding for
mouse embryonic stem cells (Klein ez al., 2015), Microwell-seq for
mouse bladder cells (Han et al., 2018) and sci-RNA-seq for worm
neuron cells (Cao et al., 2017). As detailed in Supplementary Table
S4, all datasets are class-imbalanced and contain 4-16 annotated
clusters and 870-9552 cells. More details about data sparsity and
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Fig. 4. Method result ranking on all simulated balanced (al-a4), imbalanced (b1-
b4) and real-world scRNA-seq (c1—c4) datasets. The execution time in seconds is
depicted in panels 1. The error as the relative difference between the predicted and
the true number of clusters [(pred—true)/true] is illustrated in panels 2. A perfect
clustering has 0 error, negative values represent methods underestimating the num-
ber of clusters in the data and positive scores conversely. The dataset ranking for
each method by ARI scores is presented in panels 3 and for Silhouette scores in pan-
els 4. The ranking values vary between 1 and 14, the lower the better. Most methods
in the asterisk category tend to overestimate the number of clusters in the data, be-
havior which is more pronounced in the imbalanced setting
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Fig. 5. Dataset-level analysis of real scRNA-seq data on ARI scores. The dataset
annotations (e.g. #1) indicate the ranking of graph-sc, respectively, with K-means
and Leiden clustering on each analyzed dataset

Mouse Bladder Cell
#4, #1

other descriptive statistics specific to each dataset have been pro-
vided in Supplementary Table S5.

The results depicted in Figure 3(cl1—c4) indicate that the pro-
posed methods (graph-sc with K-means and Leiden) compares favor-
ably with state-of-the-art techniques on real-world datasets,
producing average ARI scores of 0.78 and 0.53, respectively. Ran
with default parameters, Leiden method overestimates the number
of clusters in the data on average by a factor of two, which penalizes
the external quality scores and explains the difference in perform-
ance compared with K-means. Supplementary Table S9 indicates
that when performing hyperparameter optimization on the Leiden’s
worst performing datasets, our model achieves results comparable
with K-means clustering (Figs 4 and 5).

The detailed dataset-level ranking analysis depicted in Figure 6
indicates no consensus regarding the best method across all datasets.
graph-sc compared favorably with the best competitive techniques,
being ranked first on 6 datasets and second on another 5 datasets
over the 15 real-world scRNA-seq datasets analyzed. The other
best-performing methods are scziDesk, scDeepCluster, cidr and
soup. SCGNN has a mixed tendency to overestimate and underesti-
mate the number of clusters in different datasets. While the worst-
performing method is pca2_kmeans, pca50_kmeans and pca50_u-
map_kmeans provided results comparable with other state-of-the-
art methods. This can be explained as the first 2 principal compo-
nents are not enough to capture all relevant variations in the data.
The other methods (annotated with asterisks) have a significant ten-
dency to overestimate the number of clusters in the data, on average
by a factor of 2 (desc, scanpy-seurat, scvi, raceid), but up to five
times (scedar). However, the identified partitions have generally
higher internal quality scores, as indicated by both the Silhouette
(Fig. 3(c3)) and Calinski (Fig. 3(c4)) scores. This behavior may be
attenuated with an additional work of method-specific
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Fig. 6. Visualization of identified clusters. The partitions identified with
scDeepCluster, scziDesk, scGNN, graph-sc(KM), graph-sc(LD) on four datasets
(Muraro, Quake Limb Muscle, Quake Bladder, Adam). The remaining datasets are
depicted in Supplementary Figures S12 and S13. The plots illustrate the t-SNE 2D
projections of the created embeddings. All selected methods start by producing an
embedding for the cells, which is clustered in a second phase. The quality of the
method depends on both the created embedding and the clustering algorithm. Both
our methods clustered the same embedding, produced by graph-sc

hyperparameter tuning for each dataset, but this introduces add-
itional computational load and requires defining an experimental
setup adapted for each technique, going beyond the scope of a broad
benchmarking exercise. For a fair comparison, the same parameters
across all experiments were used.

The methods providing the most compact partitions
(scDeepCluster, desc, scvi) do not always provide results aligned with
the ground truth. The average Silhouette score of 0.48 reported by
our best method, graph-sc with K-means, suggests that the identified
partitions are not only in agreement with the ground truth, but they
also consist of well-separated clusters. This finding is also supported
by a visual analysis of the reported results. A set of four real-world
datasets has been selected for visualization. First, the embeddings and
the clusters predicted by graph-sc are compared with those created by
the competitive methods scziDesk, scDeepCluster and scGNN
(Fig. 6). Next, the sample clusters created by graph-sc are compared
with the ground truth (Fig. 7). A comprehensive analysis of these
results is provided in Supplementary Materials. This visualization ex-
ercise demonstrates that both the embedding and the cell clusters
computed with graph-sc are aligned with the provided class annota-
tions while forming well-defined clusters.

3.4 Execution time analysis

A detailed analysis of the execution time and computational com-
plexity is provided in Supplementary Materials. Compared with the
studied competing methods, graph-sc reports average execution
times. However, it is faster than the other techniques based on neur-
al networks.

3.5 Method stability

The stability of graph-sc has been studied over consecutive runs and
when using only a fraction of input cells (input down-sampling).
The detailed analysis provided in Supplementary Materials suggests
that our method is generally stable and robust to input down-sam-
pling, being able to provide competitive results even when 25% of
the input cells are provided as input.

3.6 Ablation studies
A wide range of ablation studies has been performed to assess the
importance of all choices proposed for the input preprocessing,
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Fig. 7. graph-sc clustering results compared with ground truth. The comparison of
predicted and ground truth clusters on four scRNA-seq datasets (Muraro, Quake
Limb Muscle, Quake Bladder, Adam). Our methods cluster the same embedding,
produced with the graph autoencoder. The ground truth is also depicted in the same
space. All plots present a 2D t-SNE projection of the underlying embeddings. graph-
sc (LD) consistently overestimated the number of clusters in the data and performed
best on datasets with a large number of clusters. A similar exercise has been per-
formed on simulated data in Supplementary Figures $14-517

graph creation, network architecture and training hyperparameters.
All default parameters used in our method (i.e. number of PCA com-
ponents, network architecture, embedding size) are the result of an
extensive hyperparameter search exercise, summarized in Figure 8
and, for simplicity, detailed in Supplementary Materials.

4 Discussion

The presented experimental results suggest that graph-sc compares
favorably with competing methods for clustering scRNA-seq data
on simulated and scRNA-seq datasets, achieving encouraging
results on both internal and external clustering evaluators. Even
though there is no one best method across all analyzed datasets,
graph-sc ranks the first on 6 out of 15 real-world datasets, when
compared with another 12 competing methods. The encouraging
results suggest that modeling scRNA-seq data using the proposed
gene-to-cell model is an alternative to the analytical method of
modeling the dropout, if used to acquire robustness for clustering
scRNA-seq data, using NB or ZINB autoencoders (Chen et al.,
2020; Eraslan et al., 2019; Tian et al., 2019). Moreover, the
decoupling between the embedding generation and the clustering
phase allows us to easily explore multiple clustering algorithms
and choose the most suitable one. K-means provides the best trade-
off between clustering performance and execution time when the
expected number of clusters is known. The underlying gain in exe-
cution time can allow analyzing a larger range of input parameters,
thus providing a solution also to the exploration scenario. In
Supplementary Materials is presented an exercise where the BIC
and AIC scores have been used to infer the optimal number of clus-
ters when analyzing for each dataset from range of nine candidate
values. The results presented in Supplementary Figure S11 indicate
that similarly good scores are achieved, having average ARI scores
of 0.66 and 0.67, respectively, but lower than when using the
ground truth. These runs overestimate the number of clusters in
the data, behavior which also characterizes the density-based algo-
rithms. Leiden community detection provides the best results from
the algorithms not receiving as input the number of clusters.
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Fig. 8. Identification of optimal parameters. Panels al-a4 depict the impact on per-
formance of selecting from 5 to 500 principal components from X. Learning rates
ranging from le-6 to le-3 have been explored in panels b1-b4. Panel ¢ reminds the
network architecture, consisting of a Graph Convolutional Network (GCN) fol-
lowed by a linear layer. Forty-four different neural network architectures are
explored panel d: on the y axis, the explored values for the GCN layer size and on
the x axis the hidden layer architectures. [300] represents a single linear layer of 300
values while [300, 300] represents 2 stacked linear layers of 300 values each, ‘None’
indicates no linear layer used in the encoder, in which case the cell embedding is the
output of the GCN layer. All experiments are performed three times on all real-
world datasets using K-means clustering and we also cross validated the results on
three folds (Supplementary Fig. $10)

Our experimental results demonstrate that graph-sc is robust
to input down-sampling, stable across consecutive runs and gener-
ally insensitive to changes in network hyperparameters. Several
types of graph layers have been explored and the best results are
achieved with convolutional graph neural networks, the same
type of layer used in scGNN. graph-sc is faster than similar meth-
ods leveraging neural networks and has a smaller memory foot-
print. The computational efficiency is explained by the reduced
number of epochs needed for convergence (10 epochs) in combin-
ation with the selection of most variable genes, performed in the
preprocessing phase, which limits the number of nodes in the
graph.

4.1 Enriching the graph with external information
Adopting a graph-based architecture provides the flexibility not
only to choose representations for gene and cell nodes, but also to
integrate external information. The gene-to-cell graph can be
enriched with gene-to-gene connections, extracted from biological-
ly related datasets and representing co-association events docu-
mented in other studies. For this exercise, we analyzed the
compilation of 17 mouse tissues bulk RNA transcripts, published
by Li et al. (2017. The gene associations are computed using the
Pearson correlation coefficient across all types of tissues. Next, all
pairs of genes having an absolute correlation above an arbitrary
threshold of 0.5 are selected, to ensure only important associations
are integrated. As depicted in Figure 9a, the pairs of correlated
genes produce gene-to-gene edges, weighted by the absolute correl-
ation value.

By selecting the mouse datasets providing information about
the gene names, we obtained a set of nine datasets. The experimen-
tal results presented in Figure 9b suggest that the performance is
only marginally different, and the enriched graph is not systematic-
ally more accurate than the baseline. Even though the correlation
data come from the same organism, the co-association tendencies
observed on average in the bulk datasets of unrelated tissues are
not necessarily representative for all mouse scRNA-seq datasets.
Thus, this technique can also introduce noise as spurious
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Fig. 9. Enriching the graph with external gene co-association data. In (a), external
gene correlation data is used to select the pairs of highly correlated genes. Cell 1
expresses Genes 1 and 4 and they contribute to the neighborhood aggregation of
Cell 1 at a distance k= 1. However, because gene 1 is highly co-expressed with gene
3, an edge is added between Genes 1 and 3 and thus Gene 3 becomes part of the
neighborhood aggregation of Cell 1 at a distance k =2. In (b) are depicted the ARI
scores when using the baseline graph-sc in the first column and when graph-sc has
been enriched with external data in the second column. The third column indicates
that when processing the enriched graph, the highest performance gains are
achieved (21% and 5% increase in ARI scores), while the remaining runs produce
generally low variations, in a range comparable to random initialization variations
(Supplementary Fig. S5)

correlations, explaining the variations around the baseline model’s
score. These results emphasize the importance of selecting the ex-
ternal data to be relevant to the analyzed dataset. Further details
on this analysis are provided in Supplementary Materials.

As finding relevant data sources is a requirement not always easy
to fulfill, and integrating noisy data can damage the performance,
this approach is proposed as an optional improvement to the base-
line model. However, integrating multiple external data sources in a
single model, under the same optimization problem and with a min-
imal impact to the overall method is an important theoretical advan-
tage which differentiates our method from the existing approaches.

5 Conclusion

In this article, we proposed a method, graph-sc, leveraging graph
autoencoders for clustering scRNA-seq data. The proposed method
produces competitive results on both simulated and real datasets, it
is faster than other similar deep-learning approaches, robust to
changes in input parameters and flexible to allow the integration
any suitable clustering algorithm. An extensive ablation has been
performed, offering insights into the best strategies to create gene-
to-cell graphs modeling scRNA-seq data but also into various under-
lying neural network architectures and training parameters. graph-
sc can easily incorporate external data with minimal changes to the
baseline method, which is another added value compared with exist-
ing methods. The external data can be integrated under the same op-
timization task and we believe that this architectural advantage can
open new research directions in combining several types of data to
refine the results of existing models. However, this improvement
requires the availability of relevant data, a condition which may not
always be easy to fulfill. We hope that this work will motivate future
research to consider graph models for the analysis of scRNA-seq
data.
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