
Ocean Modelling 169 (2022) 101920

M
a
G
P
R
a

b

c

d

A

K
E
S
O
I
L
T

1

r
g
2
t
t
b
l
2
i
i
e
S
S

h
R
A
1

Contents lists available at ScienceDirect

Ocean Modelling

journal homepage: www.elsevier.com/locate/ocemod

odelling landfast sea ice and its influence on ocean–ice interactions in the
rea of the Totten Glacier, East Antarctica
uillian Van Achter a,∗, Thierry Fichefet a, Hugues Goosse a, Charles Pelletier a, Jean Sterlin a,
ierre-Vincent Huot a, Jean-François Lemieux b, Alexander D. Fraser c, Konstanze Haubner d,
ichard Porter-Smith c

Earth and Life Institute, Georges Lemaitre Centre for Earth and Climate Research, UCLouvain, Louvain-la-Neuve, Belgium
Recherche en Prévision Numérique Environnementale/Environnement et Changement Climatique Canada, Québec, Canada
Australian Antarctic Program Partnership, Institute for Marine and Antarctic Studies, University of Tasmania, Hobart, Tasmania 7001, Australia
Université libre de Bruxelles, Laboratoire de Glaciologie, Brussels, Belgium

R T I C L E I N F O

eywords:
ast Antarctica
ea ice
cean

ce shelves
andfast sea ice
otten region

A B S T R A C T

The Totten Glacier in East Antarctica is of major climate interest because of the large fluctuation of its
grounding line and of its potential vulnerability to climate change. The ocean above the continental shelf
in front of the Totten ice shelf exhibits large extents of landfast sea ice with low interannual variability.
Landfast sea ice is either crudely or not at all represented in current climate models. These models are
potentially omitting or misrepresenting important effects related to this type of sea ice, such as its influence on
coastal polynya locations. Yet, the impact of the landfast sea ice on the ocean–ice shelf interactions is poorly
understood. Using a series of high-resolution, regional NEMO-LIM-based experiments, including an explicit
treatment of ocean–ice shelf interactions, over the years 2001–2010, we simulate a realistic landfast sea ice
extent in the area of Totten Glacier through a combination of a sea ice tensile strength parameterisation and
a grounded iceberg representation. We show that the presence of landfast sea ice impacts seriously both the
location of coastal polynyas and the ocean mixed layer depth along the coast, in addition to favouring the
intrusion of mixed Circumpolar Deep Water into the ice shelf cavities. Depending on the local bathymetry and
the landfast sea ice distribution, landfast sea ice affects ice shelf cavities differently. The Totten ice shelf melt
rate is increased by 16% on average and its variance decreased by 38%, while the Moscow University ice shelf
melt rate is increased by +54% in winter. This highlights the importance of including an accurate landfast sea
ice representation in regional and eventually global climate models.
. Introduction

Landfast sea ice (fast ice) is stationary sea ice which forms and
emains attached to the shore, to an ice front, between shoals or to
rounded icebergs (WMO, 1970; Massom et al., 2001; Fraser et al.,
012). Since both polar regions display distinct bathymetric features,
here are strong contrasts in fast ice extent and persistence between
he Arctic and the Southern Ocean. In the Arctic, thick sea ice can
e grounded in shallow waters, with the seaward fast ice edge often
ocated along the 20–30 m isobath (Mahoney et al., 2007; Lieser,
004). In the Antarctic, dynamically-formed fast ice occurs when sea
ce imported by winds is blocked by restrictive geometry, especially
cebergs which are often grounded in 400–500 m deep water (Wadhams
t al., 1987; König Beatty and Holland, 2010; Massom et al., 2001).
uch mechanical anchors lead to much larger fast ice extent in the
outhern Ocean. Thermodynamically-formed fast ice takes place in

∗ Corresponding author.
E-mail address: guillian.vanachter@uclouvain.be (G. Van Achter).

quiescent periods between groups of grounded icebergs (Giles et al.,
2008; Fraser et al., 2012). In both hemispheres, once the ice is blocked,
two mechanisms are generally thought to accelerate the growth of fast
ice. In shallow waters, fast local freezing of water happens due to the
lack of deeper warmer water acting as a source of heat through con-
vection (König Beatty and Holland, 2010). Then, pack ice imported by
onshore winds integrates and consolidates the fast ice pack (Wadhams
et al., 1987).

Fast ice plays an important role in the ocean–ice–atmosphere sys-
tem. As it is at rest and includes few leads, it decreases the transfer
of heat, moisture and momentum between the atmosphere and the
underlying ocean (Johnson et al., 2012; Itkin et al., 2015). In the
Southern Ocean, the position of fast ice and polynyas are strongly
linked. Because westward sea ice advection, due to easterly wind and
westward coastal current, is blocked by fast ice, polynyas are frequently
formed on the western side of fast ice (Massom et al., 1998; Tamura
ttps://doi.org/10.1016/j.ocemod.2021.101920
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et al., 2008; Nihashi and Ohshima, 2015; Fraser et al., 2019). Fast
ice also forms an important interface between the Antarctic ice sheet
and the ocean. It mechanically stabilises ice shelves, delaying their
calving and ultimately affecting ice sheet mass balance (Massom and
Stammerjohn, 2010; Massom et al., 2018).

Despite the physical significance of fast ice for atmosphere–ice–
ocean interactions, most sea ice models are either unable to simulate
it or they represent it quite crudely (Lemieux et al., 2015). For the
Arctic, a number of studies have addressed the mechanisms that form
and maintain fast ice. Lemieux et al. (2015, 2016) developed two pa-
rameterisations to simulate fast ice: (1) a basal stress parameterisation,
which represents the effect of grounded ice keels, and (2) a tensile
strength parameterisation, which can render the ice arching mecha-
nism. Other studies rely on prescribing fast ice through the use of a
mask to set the ice velocity to zero (Johnson et al., 2012; Rozman et al.,
2011), or have prescribed fast ice with some criteria, such as sea ice
thickness over a certain water depth (Lieser, 2004), or sea ice velocity
over a certain water depth (Wang et al., 2014). In the Antarctic, fast
ice mechanisms are less well understood. Giles et al. (2008) identified
dynamic and thermodynamic fast ice, whereas Nakayama et al. (2014)
showed the importance of grounded icebergs in the formation of fast
ice. No parameterisation has been tested yet to simulate fast ice in
this region. Some regional ocean–sea ice models, as in Gwyther et al.
(2014), prescribe sea ice from observations to lead the model into
including fast ice. Other regional models use prescribed fast ice, either
by imposing a constant sea ice thickness over a certain region, or by
setting its velocity at zero to render the blocking of sea ice advection
by subgrid-scale grounded icebergs (Kusahara et al., 2016; St-Laurent
et al., 2017).

Our focus in this study is on the fast ice in the Totten Glacier
area, located on the Sabrina Coast in East Antarctica (108–129◦ East).
The Sabrina Coast is a key area to test the importance of fast ice
as it harbours marine terminating glaciers, ice shelves, large tracts
of fast ice and strong sea ice formation. The Totten ice shelf (TIS)
drains over 570 000 km2 of the Aurora basin, East Antarctica (Rignot
et al., 2008; Young et al., 2011). Significant grounding-line fluctuation
driven by changes in the ocean has been observed throughout the
past (Aitken et al., 2016) making the region potentially vulnerable to
rapid ice sheet collapse (Roberts et al., 2011). The calving rate at the
TIS features significant seasonality (Greene et al., 2018), partly due to
loss of buttressing from the breakup of seasonal fast ice. There has been
some indication of ice shelf thinning during the last decade (Khazendar
et al., 2013), although it remains unclear whether this represents a
long-term trend (Paolo et al., 2015; Gwyther et al., 2018). Moreover,
modified Circumpolar Deep Water (mCDW) on-shelf intrusions towards
the TIS have been linked to the strength of the Antarctic Slope Current
(ASC) (Nakayama et al., 2021). Understanding how changes in the
ocean circulation and properties are interfering with the basal melt of
the Antarctic ice shelves is crucial for predicting future sea level rise.

The first objective of this study is to evaluate under which condi-
tions realistic fast ice representations can be simulated in our area of
interest. In other words, we focus on the mechanisms that are forming
and maintaining fast ice in the Totten region and how to include them
in a model. The second objective of this paper is to evaluate the impact
of fast ice on the system, more precisely, on the ocean and ice shelves.
In order to answer these questions, we designed four simulations with
a high-resolution, regional configuration of the NEMO3.6-LIM3 model,
to evaluate the contributions of the sea ice tensile strength parameter-
isation (Lemieux et al., 2016) and the icebergs acting as barrier for sea
ice advection to fast ice formation.

This manuscript is organised as follows. The model, regional con-
figuration and experimental design are described in Section 2. In Sec-
tion 3, the model is evaluated. In Section 4, we analyse the fast
ice simulated in the different experiments. Then we investigate the
sensitivity of sea ice, ocean and ice shelves to fast ice in Section 5.

Conclusions are finally given in Section 6.

2

2. Material and methods

2.1. Ocean–sea ice model

We make use of NEMO 3.6 (Nucleus for European Modelling of
the Ocean) (Madec, 2008) that includes the ocean model OPA (ocean
parallelise), coupled with the sea ice model LIM3 (Louvain-la-Neuve sea
ice model) (Vancoppenolle et al., 2009; Rousset et al., 2015), hereafter
referred to as NEMO-LIM. NEMO is a state-of-the-art, finite-difference
ocean model based on primitive equations. Our setting includes a
polynomial approximation of the reference thermodynamic equation
of seawater (TEOS-10) (IOC, SCOR, IAPSO, 2010) optimised for a
Boussinesq fluid (Roquet et al., 2014). Vertical turbulent mixing is
rendered through a Turbulent Kinetic Energy (TKE) scheme (Bougeault
and Lacarrere, 1989; Gaspar et al., 1990; Madec et al., 1998). The
enhanced vertical mixing coefficient used in this scheme is fixed to
20. A subgrid-scale distribution of sea ice thickness is used with 5
categories (Bitz et al., 2001). The drag coefficient is set to 7.1 × 10−3

t the sea ice–ocean interface and 2 × 10−3 at the sea ice–atmosphere
ne (Massonnet et al., 2014). Ice shelf cavities with explicit ocean–ice
helf interactions are represented by the ice shelf module introduced in
EMO by Mathiot et al. (2017), using the three-equations formulation

rom Jenkins (1991). Transfer coefficients for heat (𝛾𝑇 ) and salt (𝛾𝑆 )
etween the ocean and ice shelves are velocity dependent (Dansereau
t al., 2014): 𝛾𝑇 ,𝑆 = 𝛤𝑇 ,𝑆 × 𝑢∗. The friction velocity is given by 𝑢∗ =

𝑑 ×
√

𝑢2𝑇𝑀𝐿 and constant values of 𝛤𝑇 and 𝛤𝑆 taken from Jourdain
et al. (2017) are used (𝛤𝑇 = 2.21 × 10−2 and 𝛤𝑆 = 6.19 × 10−4 for
temperature and salinity, respectively), 𝐶𝑑 is the top drag coefficient,
set to 8 × 10−3, and 𝑢𝑇𝑀𝐿 is the ocean velocity in the top mixed layer,
which is either the top 30 m of the water column or the top model layer
(if thicker than 30 m) (Losch, 2008).

2.2. The Totten24 model configuration

Here, we use a regional configuration of NEMO-LIM, referred to as
Totten24. The horizontal grid is a 1/24◦ refinement (less than 2 km
grid spacing) of the ORCA family (Madec et al., 1998), centered on the
continental shelf in front of the TIS, East Antarctica, and covering an
area between 108–129◦ E and 63–68◦ S (Fig. 1). The NEMO and LIM
time steps are 150 s and 900 s, respectively. The vertical discretisation
has 75 levels with level thickness increasing with depth and partial
cells used for better representing bedrock and ice shelf base (Adcroft
et al., 1997). The ocean layer directly underneath the ice shelf base
varies between 30 m near the cavity front and 80 m in the center
of the cavity. The bathymetry and ice shelf draft datasets are part
of the NASA Making Earth System Data Records for Use in Research
Environments (MEaSUREs) program, which contains a bathymetry map
of Antarctica based on mass conservation, streamline diffusion, and
other methods (Morlighem et al., 2020).

The ocean boundary conditions and initial conditions are derived
from a 1979–2014 simulation with an eORCA025 (1/4◦, 75 levels) peri-
Antarctic NEMO-LIM configuration (Pelletier et al., 2021) (hereafter
referred to as PARASO). At the west, north and east boundaries, the
model is forced daily with sea surface elevation (SSH), temperature,
salinity, ocean velocities, sea ice concentration, sea ice thickness and
snow thickness over sea ice. Surface boundary fluxes are computed
using the CORE bulk formula (Large and Yeager, 2004), with atmo-
sphere input coming from the fifth generation ECMWF atmospheric
reanalysis (ERA5, Hersbach et al., 2020). No surface salinity restoring is
applied. At the lateral boundaries, a flow relaxation scheme (Engedahl,
1995) is applied to the three-dimensional ocean variables and two-
dimensional sea ice variables. A Flather scheme (Flather, 1994) is used
for barotropic velocities and sea surface elevation. Furthermore, the
SSH and barotropic velocities from the FES2014 tide model (Carrère
et al., 2012) are added to the boundary for the tide components K1,
K2, M2, P1, O1, S2, 2N2, Mm, M4, Mf, Mtm, MU2, N2, NU2, Q1, S1,
L2, T2, as in Maraldi et al. (2013), Jourdain et al. (2019), Huot et al.

(2021).
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Fig. 1. Model bathymetry and domain. The contour interval is 50 m up to 500 m
depth and 500 m up to 4500 m depth. Ice shelf cavities are surrounded by a thick
black line. The 0.75 landfast sea ice observed frequency from Fraser et al. (2020) is
shown by the shaded grey areas.

2.3. Experimental design

To incorporate the icebergs in our regional configuration, we use
an iceberg dataset which is extracted from the remote sensed mosaic
‘RAMP AMM-1 SAR Image Mosaic of Antarctica, Version 2’ (Jezek
et al., 2013). It covers the September–October months of 1997. The
dataset does not specify whether icebergs are grounded or not. We
created an iceberg mask by imposing a model cell as a grounded iceberg
(bathymetry value is set to zero) when the cumulative area of all
icebergs within a cell reached 2 km2. Then, to avoid creating iceberg
walls and to keep a regular oceanic circulation, we filtered the mask to
avoid prescribing neighbouring iceberg grid cells. Finally, we only kept
the icebergs located in oceanic areas shallower than 450 m.

As a fast ice parameterisation, we use the sea ice tensile strength
parameterisation developed by Lemieux et al. (2016) to reproduce ice
arching mechanism in a sea ice model. As the ocean is quite deep in
the region of interest, we do not use the basal stress parameterisation
associated with the grounding of sea ice ridges; anchor points are only
provided by grounded icebergs. The momentum equation is solved with
the elastic-viscous-plastic (EVP) approach (Hunke, 2001). The stresses
are calculated from:
𝜕𝜎1
𝜕𝑡

+
𝜎1
2𝑇𝑑

+
𝑝

2𝑇𝑑
=

𝜁
𝑇𝑑

𝐷𝐷 (1a)

𝜕𝜎2
𝜕𝑡

+
𝑒2𝜎2
2𝑇𝑑

=
𝜁
𝑇𝑑

𝐷𝑇 (1b)

𝜕𝜎12
𝜕𝑡

+
𝑒2𝜎12
2𝑇𝑑

=
𝜁

2𝑇𝑑
𝐷𝑠 (1c)

where 𝜎 is the internal ice stress tensor with components 𝜎11 = 𝜎𝑥𝑥,
22 = 𝜎𝑦𝑦, 𝜎12 = 𝜎𝑥𝑦, 𝜎1 = 𝜎11 + 𝜎22, 𝜎2 = 𝜎11 − 𝜎22, 𝐷𝐷 = 𝜕𝑢

𝜕𝑥 + 𝜕𝑣
𝜕𝑦 ,

𝑇 = 𝜕𝑢
𝜕𝑥 − 𝜕𝑣

𝜕𝑦 , 𝐷𝑆 = 𝜕𝑢
𝜕𝑦 + 𝜕𝑣

𝜕𝑥 , 𝑢 and 𝑣 are the horizontal components of
the sea ice velocity vector, 𝑝 is a pressure-like term, 𝑇𝑑 is the damping
ime scale for elastic waves, 𝜁 is the bulk viscous coefficient, and 𝑒 is

the eccentricity of the elliptical yield curve. Based on König Beatty and
Holland (2010), an isotropic tensile strength is introduced in Eqs. (1)
by setting:

𝜁 = 𝑃𝑝(1 + 𝑘𝑡)∕2𝛥∗ (2a)

𝑝 = (1 − 𝑘𝑡)𝑃 (2b)

where 𝑃𝑝 is the compressive ice strength parameterised following Lip-
scomb et al. (2007), 𝛥∗ = max(𝛥, 𝛥𝑚𝑖𝑛), 𝛥 =

{

[𝐷2
𝐷 + 𝑒−2(𝐷2

𝑇 +𝐷2
𝑆 )]

1
2
}

,
𝑚𝑖𝑛 is a small deformation to prevent a singularity on 𝜁 when 𝛥 → 0,
𝑡 is a parameter that characterises the amount of tensile strength
𝑇 ) as a function of the ice strength in compression (𝑇 = 𝑘𝑡𝑃𝑝) and
= 𝑃 𝛥∕𝛥∗. The principal stresses, which correspond to the maximum
𝑝

3

able 1
ames and descriptions of the simulations carried out in the study.

Tensile strength Grounded icebergs

REF Yes Yes
ICB No Yes
TENS Yes No
noALL No No

and minimum normal stresses, are given by:

𝜎𝑝1, 𝜎𝑝2 =
𝜎11 + 𝜎22

2
±
√

(
𝜎11 − 𝜎22

2
)2 + 𝜎212 (3)

Still following Lemieux et al. (2016), larger uniaxial tensile stresses can
be sustained by the ice by decreasing the value of 𝑒. Furthermore, only
𝑘𝑡 > 0 allows both 𝜎𝑝1 and 𝜎𝑝2 to be positive, so that the ice has isotropic
tensile strength. Based on an initial optimisation procedure, 𝑒 and 𝑘𝑡
are set here equal to 1.2 and 0.2, respectively. We use 720 subcycling
iterations of the EVP scheme to solve the momentum and the stress
equations.

Our experimental design consists of one reference simulation and
a set of three sensitivity experiments. For all four simulations, a 2-
year spin-up is performed with forcings coming from the 1999–2000
period. Then, each simulation is run from 2001 to 2010. All sim-
ulations include both the tide constituents and the ocean–ice shelf
interactions (i.e., open ice shelf cavities and interactive basal melt
computations). The reference simulation (REF) includes both the sea ice
tensile strength parameterisation and the prescribed grounded icebergs.
As shown in Table 1, the sensitivity experiments include only the
grounded icebergs (ICB), only the sea ice tensile strength parameter-
isation (TENS), or neither of those (noALL).

3. Evaluation of the reference simulation

In this section, we assess the performance of the REF simula-
tion in comparison with available observations. First, we evaluate the
overall sea ice cover (including both pack ice and fast ice) against
the NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice
concentration, Version 3 dataset (Meier et al., 2017). We focus on
the mean sea ice extent in both summer and winter season and also
on its seasonal cycle. The simulated sea ice extent appears somewhat
overestimated in winter and underestimated in summer (Fig. 2a, b, c,
d), which is a typical bias of NEMO-LIM (e.g., Rousset et al., 2015;
Barthélemy et al., 2018). In summer, the sea ice extent is well estimated
only in areas of fast ice. The simulated seasonal cycle lays mostly within
the observed interannual variability of sea ice extent (Fig. 2e).

The fast ice modelled distribution is shown in Fig. 3. The simulated
fast ice frequency, defined as the percentage of days in a year with a 2-
week mean sea ice velocity lower than 0.005 m/s, compares relatively
well with the observed fast ice frequency (Fraser et al., 2020). Most of
the multiyear fast ice (frequency above 0.9) simulated in REF matches
the observations, except for a pack on the eastern side of Law Dome
(LD pack — between 116◦ and 118◦ E). Two areas of observed fast
ice are underestimated in extent in REF: one on the western side of
the LD pack, where almost no fast ice is simulated, and another one
on the Eastern side of 125◦ E, where the simulated fast ice is scarcer
than in the observations (simulated frequency of 0.2 compared to more
than the 0.9 observed one). Following Giles et al. (2008)’s categori-
sation of fast ice in the Totten area (Fig. 10 in Giles et al., 2008),
it appears that the correctly simulated fast ice is mostly multiyear
dynamically-formed fast ice and that most of the underrepresented fast
ice is yearly thermodynamically-formed fast ice. The lack of simulated
fast ice, in some areas, might be due to a misrepresentation of the
thermodynamically-formed fast ice in our model for some areas, or,
since thermodynamically-formed fast ice occurs in quiescent periods

between groups of grounded icebergs (Giles et al., 2008; Fraser et al.,
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Fig. 2. Mean summer (a) and winter (c) sea ice concentrations as simulated by the model (REF) over the 2001–2010 period. Mean summer (b) and winter (d) sea ice concentration
from observations over the same period. Summer months are January, February and March. Winter months are July, August, September and October. Mean seasonal cycle of sea
ice extent (e) (i.e., area where monthly sea ice concentration is greater than 15%) over the period 2001–2010 as simulated in REF (blue) and as observed (red). The shaded area
indicates the interannual standard deviation of the sea ice extent over the same period. The observational dataset is the NOAA/NSIDC Climate Data Record of Passive Microwave
Sea Ice concentration (Meier et al., 2017).
s

2012), to an inaccurate iceberg representation. Indeed, in our simula-
tion, the grounded icebergs position is static throughout the 10 year
run, while in reality icebergs may drift and induce changes in the fast
ice spatial distribution.

Fig. 3c,d suggests that the simulated sea ice production related to
the fast ice position is in good agreement with observations (Tamura
et al., 2008, 2016). Indeed, all the observed areas of high sea ice
production are depicted in REF, with sea ice production reaching more
than 8 m/yr in the five main production zones, as it is observed.
Small dissimilarities in spatial distribution exist, e.g. in the Dalton
Polynya, where areas of simulated sea ice production exceeding 5 m/yr
are narrower compared to observations. Nevertheless, the too small
sea ice production area are compensated by their higher values of
sea ice production, as the difference between simulated and observed
sea ice production over all the continental shelf is smaller than 10%.
The spatial disagreements may be related to the differences between
simulated and observed fast ice, or the spatial sampling which has
much higher resolution in our simulations compared to observations.
The simulated polynya locations for the May–September months (which
is defined as an area with ice thickness lesser than 0.2 m and ice
concentration lesser than 15%) reproduces well the main features of the
observational dataset (Fig. 3e,f), except for the two polynyas near Law
Dome, whose size and frequency are slightly overestimated compared
 c

4

to observations (Kern, 2012), and for the two polynyas near the eastern
side of the domain, which are not represented in REF.

The mean simulated sea ice thickness for the May–October months
(Fig. 4a) is overestimated by 30 to 50% in the fast ice area compared to
the LEGOS observational product (Guerreiro et al., 2017). However, it
is worth mentioning that these observations have large uncertainties,
as microwave altimeter measurements of sea ice thickness are very
difficult in iceberg-infested regions (Fig. 4c). While the observed sea
ice thickness is lower than the simulated one, very thick fast ice is to
be expected (Ushio, 2006), especially in dynamically-formed fast ice
areas. Since the sea ice thermodynamical growth reduces as thickness
increases, if the model overestimates the ice thickness, this should not
impact our results. Indeed, the overestimation is circumscribed to the
fast ice and thus bears limited consequences on sea ice dynamics.

The simulated ocean properties are compared against CTD measure-
ments from Rintoul et al. (2016) and the Marine Mammals Exploring
the Oceans Pole to Pole (MEOP) ocean observational product (Trea-
sure et al., 2017). The simulated temperatures are in good agreement
with Rintoul et al. (2016)’s observations, with less than 0.1 ◦C of
difference, except between 450–550 m, where the modelled ocean
presents a warm bias of +0.5 ◦C (Fig. 5a). Regarding the simulated
alinities (Fig. 5b), they show a fresh bias of −0.2 g∕kg. This dis-

repancy is at least partly due to the ocean model outputs (PARASO)
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Fig. 3. Landfast sea ice averaged frequency over the 2001–2010 period from the REF simulation (a) and from satellite observations (b) (Fraser et al., 2020). The fast ice frequency
s computed as the percentage of days with a two-week sea ice velocity lower than 0.005 m/s. Sea ice production averaged over the 2001–2010 period as simulated in REF (c)
nd estimated by Tamura et al. (2008, 2016) using the ERA-interim reanalysis (d). Polynya frequency averaged over March to September for the 2001–2008 period, from the REF
imulation (e) and from satellite observations (f) (Kern, 2012).
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sed as lateral boundary conditions, which exhibits lower salinities
han observed (Fig. 5c). The salinity bias is constant throughout the
ater column, implying a similar vertical density stratification between
EF and Rintoul et al. (2016)’s observations. Since the typical biases
f our simulated water masses are comparable to the biases of other
odelling studies on the Antarctic continental shelf (Jourdain et al.,
017; Huot et al., 2021), we consider our simulations suitable for this
cean–ice interaction study but these biases must be kept in mind in
he interpretation of our results.

The different simulated water masses are shown in Fig. 5c. The
CDW is clearly identified for the 3 products, consisting of relatively
arm and saline water (mCDW definition is 𝑇 > 0 ◦C and 𝑆 > 34.5

g∕kg, in this study 𝑇 ∼ −0.4 ◦C is used to identify mCDW over the
ontinental shelf). The observed mCDW can reach much higher salinity
han in our simulation. Water masses with salinity between 34 and 34.4
∕kg, i.e. the Winter Water (WW), produced by winter time convection
eneath sea ice, and the Ice Shelf Water (ISW), resulting by mixing
etween glacial meltwater (colder than −1.92 ◦C) and ambient shelf
ater, are both well simulated in comparison with MEOP observations.
he warm Antarctic Surface Water (AASW, −1 ◦C < 𝑇 < +3 ◦C),
roduced by summer heating that overlies the WW, is also relatively
ell reproduced. Finally, the Dense Shelf Water (DSW), transformed
y local processes such as atmosphere cooling and brine rejection
ssociated with sea ice formation (surface freezing temperature and
> 34.5 g∕kg), is underrepresented in our simulation, with lower

alinity, despite realistic simulated sea ice production. This agrees with
 a
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he results of Silvano et al. (2017), which did not find any DSW in the
otten and Moscow University continental shelf.

The spatial distribution of the simulated ocean temperature is dis-
layed in Fig. 6. At 200 and 300 m depths, WW is found on the
ontinental shelf. Deeper, mCDW is present near the shelf break, con-
erging towards both the Totten and Moscow University ice shelf front.
he mCDW temperature reaches up to −0.4 ◦C in front of TIS cavity and
p to 0.4 ◦C at the shelf break, in good agreement with both Rintoul
t al. (2016) and Nitsche et al. (2017), who found warm mCDW with
he same temperature at the same locations.

Finally, Fig. 7 assesses the simulated area averaged basal melt
ate for both Totten and Moscow University ice shelves compared to
he observation-based estimates of Rignot et al. (2013). The mean
imulated melt rate of 3.98 m/yr of the Moscow University ice shelf
MUIS) compares well with the 4.7 ± 0.8 m/yr observation-based
stimate. On the other hand, the TIS experiences in the model a steady
elt rate of 6.05 m/yr, which is largely underestimated compared

o the observation-based estimate of 10.47 ± 0.7 m/yr. As shown
n other studies (Jourdain et al., 2017; Gwyther et al., 2014), it is
eally a challenge to simulate accurately the melt rates in all cavities.
oreover, this underestimation may partly be attributed to the lack of

bservations of the TIS cavity bathymetry, which may play a dominant
ole in warm water intrusion (Rintoul et al., 2016; Silvano et al., 2019).

Unlike TIS, the MUIS melt rate shows a strong seasonal cycle,
ith maximum values around January–February and minimum values
round May–June (Fig. 7b). The higher seasonal variability of the
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Fig. 4. Sea ice thickness averaged from May to October for the 2003–2010 period from the REF simulation (a) compared with sea ice thickness from LEGOS satellite observations
(b) averaged over the same period, with the observation uncertainty (c) (Guerreiro et al., 2017).
Fig. 5. Vertical profiles of temperature (a) and salinity (b) on the continental shelf. Blue: CTD from Rintoul et al. (2016) (a1402). Black: as simulated in REF. Simulated profiles
are taken at the same location and time as the CTD measurements. (c) T-S diagram comparing the REF simulation outputs with the MEOP dataset (Treasure et al., 2017) and the
PARASO outputs. Red lines indicate the temperature and salinity threshold of −1.8 ◦C and 34.5 g∕kg used to distinguish CDW and DSW in this study. (d) Locations of the CTDs
used in panels a, b and c: white dots are CTDs from Rintoul et al. (2016) and yellow dots are from MEOP. The contour lines are bathymetry levels.
MUIS melt rate could be explained by the seasonal variations of the
Antarctic Slope Current (ASC) intensity. The ASC features a stronger
zonal component during summer at depth (zonal arrows along the
Antarctic Slope Front (ASF), see the black boxes in Fig. 8a, b), which
6

both limits across-slope exchanges and brings cold water masses in
front of the MUIS cavity. These two processes combine together to
decrease the temperature of the ocean masses entering the MUIS cavity
(the average temperature of the water masses entering the cavity is
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2

Fig. 6. Spatial distribution of the simulated temperature at 200 (a), 300 (b), 400 (c) and 500 m (d) depths over the continental shelf. Temperatures are averaged over the
001–2010 period.
Fig. 7. Area averaged basal melt rate of the Totten (blue) and Moscow University (red) ice shelves (a), and its mean annual cycle (b).
0.7 ◦C lower in summer than in winter Fig. 8c). During winter, the ASC
zonal component is reduced (meridional arrows across the ASF), which
both decreases the import of cold water from the east and increases the
amount of mCDW reaching the MUIS front (Fig. 8d).

Sea ice production and melt can also interfere in different ways
with the basal melt. In the presence of fast ice, sea ice melting is
enhanced in summer, and the sea ice production is dampened in winter
7

(in areas along the coast, shown in Section 4). Consequently, the
fast ice leads to shallower MLD and a more stratified thermocline,
which increases warm water intrusion into the cavities. On the other
hand, in polynyas, High Salinity Shelf Water (HSSW) is produced
through local intense sea ice production, disturbing the ocean circu-
lation near the coast (Nakayama et al., 2021) and decreasing the melt
rate.
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Fig. 8. Mean ocean velocity (a, b) and temperature (c, d) averaged between 400–500 m depths for both the summer and winter seasons. The black boxes indicate the ocean
velocity over the continental slope.
4. Representation of landfast sea ice in the sensitivity experiments

In this section, we describe the sea ice changes resulting from the
implementation of the two parameterisations responsible for fast ice
production (sea ice tensile strength parameterisation and representa-
tion of grounded icebergs). We evaluate the sensitivity of the fast ice
to the tensile strength parameterisation and the presence of icebergs
(Fig. 9). On the one hand, compared to the noALL simulation, the
inclusion of the sea ice tensile strength (TENS) only slightly improves
the fast ice frequency along the coast due to ice arching formation.
On the other hand, the presence of icebergs alone (ICB) yields no
improvement in terms of fast ice occurrence. Solely the combination of
both icebergs and tensile strength (REF) leads to a satisfactory fast ice
representation. Fast ice forms where sea ice is blocked by icebergs or
by ice arching created between icebergs. The fast ice is then thickened
by thermodynamical growth, sea ice advection or snow–ice formation
resulting from snow accumulation.

Fig. 10 shows the simulated polynya frequency for all four sim-
ulations. As in Massom et al. (2001), Nihashi and Ohshima (2015)
and Fraser et al. (2019), Fig. 10 reveals that the blocking effect of the
fast ice on the westward advection of sea ice by the coastal current or
easterly wind is a key factor for the formation of polynyas. Indeed, no
open-ocean polynya (the ones detached from the coast) is simulated
in neither the ICB, TENS or noALL simulations. This pinpoints the
importance of adequate fast ice representation in order to simulate
ocean polynyas and correctly reproduce their locations.

Fig. 11 displays the patterns of sea ice production at different
locations depending on the presence of fast ice, and illustrates the
relationship between sea ice production and polynyas. Due to the ab-

sence of fast ice along the coast, the ICB, TENS and noALL simulations

8

produce more sea ice close to the coast, with an increase of 5 m/yr
of sea ice production along the Totten coast and more than 8 m/yr
along the Moscow University coast (depicted by the negative values in
Fig. 11). In REF, due to the presence of fast ice and its ability to isolate
the ocean from the atmosphere, most of the main production zones
are shifted offshore, where fast ice enhances polynya activity. At the
location of these offshore polynyas, almost no sea ice is produced in the
simulations without fast ice, which is shown by the sea ice production
anomaly reaching more than 8 m/yr. The total sea ice production in
REF is 21% higher than in noALL, which is consistent with the larger
number of polynyas in REF.

5. Sensitivity of basal melt to landfast sea ice

In this section, we investigate the sensitivity of the basal melt
of the Totten and Moscow University ice shelves to the presence of
fast ice. Since fast ice is reasonably simulated only when the sea ice
tensile strength parameterisation is combined with the inclusion of
grounded icebergs in the model, only the REF and noALL simulations
are considered. Fig. 12 shows the area-averaged simulated basal melt
rates of the Totten (a) and Moscow University (b) ice shelves. The
presence of fast ice (in blue) increases TIS melt rate by +16% on average
and the MUIS melt rate by +10% on average, but with a +54% increase
during winter.

Hereafter, we analyse this impact on both cavities separately. As
illustrated in Fig. 11c, the Moscow University region is strongly influ-
enced by the fast ice through the displacement of the sea ice production
area. Without fast ice, a large band of high sea ice production is present

near the coast in front and on the eastern side of the MUIS. This results
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Fig. 9. Landfast sea ice frequency from the REF (a), ICB (b), TENS (c) and noALL (d) simulations. The fast ice frequency is computed as the percentage of days with a two-week
ea ice velocity lower than 0.005 m/s.
Fig. 10. Polynya frequency from the REF (a), ICB (b), TENS (c) and noALL (d) simulations. The frequency is computed as the percentage of days during the March to September
period with polynya occurrence.
in high salinity water production, which enhances ocean convection, as
evidenced by the deeper MLD (Fig. 13b - less than 120 m in REF and
more than 250 m in noALL), and weakens the thermocline stratification
(Fig. 14d). As a consequence, warm water intrusions into the cavity
are expected to be inhibited, and melt to be reduced. With fast ice, the
large band of high sea ice production located along the coast in noALL
is covered by fast ice, which isolates the ocean from the atmosphere
and reduces the sea ice production close to the coast. Moreover, the sea
ice production zones are displaced offshore, on the western side of fast
ice. Those changes weaken sea ice production and ocean convection in
front of the Moscow University cavity, which can favour the intrusion
of more mCDW into the cavity and higher melting rates.
9

In addition to the lower sea ice production, the fast ice melting
can partly explain the shallower mixed layers. Indeed, without fast ice,
part of the sea ice is advected outside the domain during the summer
season. However, because of the fast ice blocking effect, more sea
ice is maintained inside the domain and the amount of sea ice melt
is increased, which tends to decrease the MLD. Furthermore, Fig. 13
shows that the MLD in the REF sea ice production zones at the Dalton
Polynya (Fig. 3f) is not as deep as in the noALL coastal polynyas. This
suggests that, even though offshore polynyas produce more sea ice
(Fig. 11c), brine rejection spreads more rapidly away than in coastal
polynyas and thus has less impact on vertical mixing.
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Fig. 11. Simulated sea ice production differences between the REF simulation and the ICB (a), TENS (b) and noALL (c) simulations. Positive values mean the REF has more ice
production compared to the other simulations.
Fig. 12. Area averaged basal melt rates of the Totten (a) and Moscow University (b) ice shelves for the REF (blue) and noALL (red) simulations. The mean melt rates in REF are
6.05 m/yr (TIS) and 3.98 m/yr (MUIS). The melt rate variances in REF are 0.74 m/yr (TIS) and 1.29 m/yr (MUIS). The mean melt rates for noALL are 5.20 m/yr (TIS) and 3.63
m/yr (MUIS). The melt rate variances in noALL are 1.19 m/yr (TIS) and 1.73 m/yr (MUIS).
Fig. 14 presents temperature and salinity profiles in front of the
MUIS for both the REF and noALL simulations. The ocean top layer in
the REF simulation is fresher compared to the noALL experiment during
both summer and winter. This decrease in WW layer thickness, caused
by a large reduction of total sea ice production in front of the cavity
(−46% of sea ice production in front of the MUIS in REF compared
10
to noALL), leads to a shallower mixed layer and a more stratified
thermocline in front of the cavity. Regarding temperature, the ocean
bottom layers are warmer by almost 0.8 ◦C in REF compared to noALL.
The warming of the ocean bottom layers is intensified during winter,
which is associated with the higher MUIS melt rate during winter in
REF (Fig. 12b). Furthermore, the warming of the ocean bottom layers
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Fig. 13. Simulated mixed layer depth for both the REF (a) and noALL (b) simulations for the winter months (JASO) averaged over the 2001–2010 period. Coast and cavity
contours are depicted by a black line and a black shaded colour, respectively. Simulated fast ice area (frequency of 0.7) is enclosed by the grey line.
Fig. 14. Simulated absolute salinity and conservative temperature profiles (from the surface to the bottom) in front of the MUIS for both the REF and noALL simulations.
overs a broader period in REF (from October to January) than in
oALL (April), which is well related to the broader MUIS melt rate peak
n REF (Fig. 12b).

Finally, we assess the sensitivity of the TIS basal melt rate to the
resence of fast ice. Fig. 15 depicts the temperature and salinity profiles
n front of the TIS for both the REF and noALL experiments. With
ast ice, the salinity in the ocean top layers decreases during both the
ummer and winter months. This may be due to increased sea ice melt
n summer and a large decrease of sea ice production in front of the
IS cavity during winter (−51% of sea ice production in front of the

TIS in REF compared to noALL Fig. 11c). As for MUIS, the REF surface
temperatures are lower in summer due to the isolating property of
fast ice. The MLD is shallower (mostly during the summer and early
fall) and the ocean bottom layers are slightly warmer (+0.2 ◦C) than
in noALL, which is associated with the higher TIS melt rate in REF
(Fig. 12a).

6. Discussion and conclusions

The first aim of this study was to define modelling choices allowing
the first realistic representation of the fast ice in the Southern Ocean.
In our case, this translated into assessing the roles of both the icebergs
and sea ice tensile strength parameterisation in the formation of fast
ice. To do so, we analysed the sensitivity of fast ice frequency, polynya
activity and the sea ice production to the representation of icebergs
and sea ice tensile strength. We ran four high-resolution simulations
with the ocean–sea ice model NEMO-LIM over the Totten Glacier
region. Our experiments revealed that only the combination of both
11
the icebergs and tensile strength parameterisation leads to a fast ice
cover matching observations, resulting in realistic polynya locations
and sea ice production. This fast ice production can be attributed to the
interactions between ice arching and icebergs. Correctly reproducing
fast ice improves the simulation of sea ice production, especially in the
vicinity of offshore polynyas created on the western side of fast ice.

The second goal of this study was to investigate the impact of
fast ice on the basal melt of both Totten and Moscow University ice
shelves. The presence of fast ice favours the intrusion of warm water
into both Totten and Moscow University cavities. The ice shelves are
mostly impacted by the fast ice through the displacement of the sea
ice production zones from coastal to offshore areas. With less sea ice
production and more sea ice melt (because of the blocking effect of
the fast ice), the ocean in front of the cavity is more stratified, which
favours warm water intrusion all year long. Consequently, the presence
of fast ice increases the MUIS melt rate by 10% on average with a 54%
increase in winter. On the other hand, for the TIS cavity, the presence
of fast ice increases the basal melt rate by 16% on average.

One of the main limitations of our study lay in the large biases of the
TIS melt rate and of the ocean salinity. To test the potential influence of
those biases on our conclusions, sensitivity experiments (with a higher
top ice sheet — ocean drag coefficient inside the cavities) have been
carried out and revealed that the TIS melt rate sensitivity to fast ice
depends on both TIS and MUIS melt rates mean state. Indeed, when
tuning our model so that the TIS melt rate (9.28 m/yr) gets closer to the
observation-based estimate of Rignot et al. (2008), the TIS melt rate is
decreased by 18% because of the presence of fast ice. This simulation is

not analysed in detail here since the higher TIS melt rate could only be
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Fig. 15. Simulated absolute salinity and conservative temperature profiles (from the surface to the bottom) in front of the TIS for both the REF and noALL simulations.
chieved at the cost of a strongly overestimated MUIS melt rate (11.12
/yr), and a much larger ocean salinity bias over the shelf. This tuning

s thus not a solution to reduce the biases, but obtaining simultaneously
easonable melt rates in distinct cavities, displaying different geometry,
s a considerable challenge in idealised settings (Favier et al., 2019),
nd even more so in realistic ones (Jourdain et al., 2020; Lipscomb
t al., 2021; Burgard and Jourdain, 2021), especially in the Totten
rea (Khazendar et al., 2013; Gwyther et al., 2014). Moreover, this
hows that fast ice could also indirectly decrease the melt rate of an ice
helf, under the condition that for two nearby ice shelves, the eastern
ce shelf has a large melt rate increase due to the fast ice and that the
esulting meltwater outflow inhibits the melt rate of the western ice
helf. Other sensitivity experiments with unprocessed bathymetry and
ce draft from BedMachine (Morlighem et al., 2020) have been carried
ut but without any improvement of the TIS melt rate bias. Moreover,
ur results suggest how fast ice can strongly and variously affect ice
helf cavity melt rate, and also shows the importance of incorporating
ast ice parameterisations into our future climate model.

Despite the presence of those biases in our simulated fast ice and sea
ce thickness, the combination of the sea ice tensile strength parameter-
sation with icebergs has shown a certain capacity to simulate fast ice
n a high-resolution model. Furthermore, our results underline that, in
rder to simulate realistic ocean–ice shelf processes in East Antarctica,
ccurate iceberg positions and high-resolution bathymetry datasets are
equired. Misplaced icebergs or overly smooth bathymetry may lead to
nrealistic water masses interacting with the mCDW, thus degrading
ce shelf melt rates. One perspective for further similar studies would
e to simulate dynamical icebergs instead of prescribing fixed locations.
n the meantime, year-to-year evolving iceberg location datasets could
llow a better representation of the interannual fast ice variability.
ince including a prognostic fast ice representation can strongly impact
cean circulation and the intrusion of warmer water into the cavities,
pplying our fast ice implementation to other regions harbouring low
nterannual fast ice variability may lead to interesting results. For
uture climate simulations, as Antarctic temperatures are expected to
rogressively increase, the spatial distribution of icebergs, and thus fast
ce, could strongly change. Through its impact on ice shelf melt rate,
ncluding a suitable fast ice representation within climate models may
ield significant advances in the understanding of the Antarctic climate.
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