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1. INTRODUCTION

We consider a collective decision making model in which a learner queries a set of experts for their ad-
vice about alternative solutions to a problem, which is referred to as deciding with expert advice. In this
abstract we base the discussion on an extension of a state-of-the-art approach [Abels et al. 2020b], us-
ing both confidence and value estimates to solve contextual multi-armed bandit problems (CMAB) col-
lectively. Although the resulting EXP4.P+CON algorithm is more robust to noisy confidence estimates
than the well-known Weighted Majority Vote (WMV) [Marshall et al. 2017], it remains sub-optimal
under specific conditions, requiring thus novel methods that remain effective under all conditions. We
introduce the meta-CMAB approach to solving these problems, which reformulates the issue of de-
ciding with expert advice applied to the CMAB context as a CMAB (hence meta-CMAB)[Abels et al.
2020a]. This problem transformation allows for the immediate use of established CMAB algorithms
and we show that this method provides significant improvements on the state-of-the-art without the
need for accurate confidence estimates.

When deciding with expert advice in CMAB [Li et al. 2010; Zhou 2015], a set of experts is queried
for their advice about which arm to pull among K possible choices given the contextual information
~xk,t associated with each arm k. Each expert provides advice in the form a probability distribution
over the possible arms. Because the probability advice given for each arm is dependent on the assump-
tions made about all other arms, the alternative of value advice was introduced [Abels et al. 2020b],
revealing a better performance in certain situations.

The learner’s goal in the CMAB problem is no longer to approximate the problem’s mapping but
rather to determine the best combination of expert advice. State-of-the-art approaches based on EXP4
[Auer et al. 2002], such as EXP4.P [Beygelzimer et al. 2010], iteratively update the weights of experts
to compute a weighted average of the received advice. By maintaining context-independent weights,
EXP4.P implicitly makes the assumption that expert performance is homogeneous over the context
space. This is a limiting assumption, as experts are likely to have expertise only for the region of the
problem on which they were trained.

Querying human experts for (honest) confidence estimates about their given advice has been shown
to improve performance on visual perception and value estimation tasks [Bang et al. 2017; Marshall
et al. 2017]. The dominant approach in these tasks is to use confidence-weighted majority votes. If the
confidence cnk,t of an expert n at time t about context #»x k is expressed in the range [0, 1] wherein confi-
dences of 1, 0.5, and 0 correspond respectively to a perfect expert, a random expert, and the worst pos-
sible expert, we can follow a WMV by pulling the arm with the highest weighted sum [Marshall et al.
2017]:

∑
n∈N ln(cnk,t/(1 − cnk,t))ξ

n
k,t. EXP4.P+CON, introduced in [Abels et al. 2020b] extends EXP4.P

to enable the exploitation of value advice and confidence estimates. With value advice, experts are
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weighted in function of the cumulative squared error of their predictions as opposed to their expected
cumulative reward. When confidence estimates are available, they are used as priors on the expert
weights.

Now, an alternative approach to solving the problem of deciding with expert advice is to consider it
as a secondary multi-armed bandit. More specifically, each expert in the set is a possible solution, and
selecting that experts equates to applying its policy. The meta-MAB built this way can then be solved
by standard MAB algorithms, such as Thompson Sampling [Thompson 1933]. The main drawback of
this approach that decisions are always taken by following the advice of a single expert, which prevents
the emergence of crowd wisdom. Here we expand this idea by considering the problem of deciding with
expert advice as a CMAB, which is explained in more detail and compared to the state-of-the-art and
the MAB approach in the following sections.

2. METHODS

In the meta-contextual multi-armed bandit (meta-CMAB), we make the assumption that there exists
a function V which maps the experts’ advice and confidence for a given context to an expected reward.
In other words, given a context #»x k,t (i.e., a context for a given arm k at time t) and a set of N ex-
perts wherein each expert n provides advice ξnk,t and confidence cnk,t about that context, we assume the
mapping function f can be approximated by f( #»x k,t) ≈ V({ξ1k,t, c1k,t, ..., ξNk,t, cNk,t}).

If such a V exists, minimizing regret in the CMAB with contexts #»y k,t = {ξ1k,t, c1k,t, ..., ξNk,t, cNk,t} ∀k ∈
K and distribution function V is equivalent to optimising the CDM process (i.e., minimizing regret
in the deciding with expert advice setting). This formulation makes it possible to select one of the
many CMAB algorithms to solve the meta-CMAB, and consequently the original problem. Just as
in standard CMAB, the choice of CMAB algorithm depends on the assumptions made about V. For
example, selecting LinUCB to solve the meta-CMAB, assumes that V is linear, i.e., there exists some
#»

θ ∈ R2N such that E[f( #»x k,t)] = E[V( #»y k,t)] =
#»

θ · #»y k,t.
LinUCB provides a relatively easy to interpret linear relation between expert advice and expected

reward.
To allow us to exhaustively test our methods we use a pool of N artificial KernelUCB [Valko et al.

2013] experts which solve an artificial CMAB. We consider a context space of [0, 1]d with d = 2.
The value landscape is generated following Perlin noise [Lagae et al. 2010]. Values generated in
this manner have an average reward of 0.5 and range from 0 to 1. When pulling an arm with con-
text #»x in this space, the reward is sampled from a binomial distribution with probability of success
p(r = 1; #»x ) = f( #»x ), where f : [0, 1]d → [0, 1] is the function mapping the context to its value in the
value landscape. We simulate prior knowledge by introducing each expert to 100 experiences covering
approximately 25% of the context space. To evaluate the effect of imperfect confidence, we introduce
noise in an expert’s reported confidence. Concretely, if anT is expert n’s true confidence, her reported
confidence is sampled as follows: cn ∼ β(1 + anT /η, 1 + (1 − anT )/η), with η the noise level. We use Lin-
UCB [Chu et al. 2011] to solve the meta-CMAB and Thompson Sampling [Thompson 1933] to solve the
meta-MAB.

3. RESULTS AND DISCUSSION

Due to space limitations, the performance for the two extreme cases of many arms with few experts,
and, few arms with many experts are shown here. Results are given in terms of the distance between
the best expert and the CDM’s performance, i.e., regret in relation to the best expert. A negative regret
indicates that the collective results are better than those produced by the best expert.
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Fig. 1. Performance per advice type and confidence noise. Regret of different aggregation algorithms in function of advice
and confidence noise. A value of 0 means the algorithm performs as well as the best expert. (left) Performance without
confidence grouped by advice type. The white square marks the mean. The given p-value results from a Wilcoxon test
on the results for probability and value advice. This plot presents performance when experts outnumber arms (top) and arms
outnumber experts (bottom). (right) Influence of noise on algorithm performance. For each noise level (η) confidence is
sampled from the beta distribution β(1 + a/η, 1 + (1 − a)/η) wherein a is an expert’s true confidence. A value of 0 means the
algorithm performs as well as the best expert. Dashed lines use value advice, full lines use probability advice. This plot presents
performance when experts outnumber arms (top) and arms outnumber experts (bottom).

When no confidence is provided (Figure 1, top) meta-CMAB significantly outperforms alternative
methods when the number of experts is larger than the number of arms. Similar observations can be
made for the opposite case of many arms, few experts, with the exception that meta-MAB performs
similarly. These results strongly suggest that Meta-CMAB can learn an appropriate mapping from
expert advice to expected outcome which it exploits to select the appropriate arms.

A first crucial observation is that even when perfect confidence estimates are provided (Figure 1,
bottom, η = 0), the performance of meta-CMAB is comparable to the performance of the best perform-
ing alternative, WMV. Furthermore, as the noise in confidence estimates increases, the performance
of meta-CMAB remains stable, while both EXP4.P+CON and WMV progressively degrade in perfor-
mance. This strongly suggests that the WMV should only be preferred if the reliability of confidence
estimates can be guaranteed and only probability advice is available. In all other cases, meta-CMAB
should be preferred.

In this paper we briefly presented the drawbacks of existing approaches to deciding with expert
advice and introduced meta-CMAB. Our experimental results show that this novel method provides
significant improvements in performance when (i) value advice (as opposed to probability advice) is
available, or (ii) confidence estimates are absent or noisy. Future work should explore whether a more
purposeful integration of confidence into meta-CMAB can improve performance.
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