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Abstract15

The Antarctic ice sheet (AIS) lies on a solid Earth that displays large spatial variations16

in rheological properties, with a thin lithosphere and low-viscosity upper mantle (weak17

Earth structure) beneath West Antarctica and an opposing structure beneath East Antarc-18

tica. This contrast is known to have a significant impact on the ice-sheet grounding-line19

stability. Here, we embed within an ice-sheet model a modified glacial-isostatic Elastic20

Lithosphere–Relaxing Asthenosphere (ELRA) model that considers a dual pattern for21

the Earth structure beneath West and East Antarctica supplemented with an approx-22

imation of gravitationally-consistent geoid changes, allowing to approximate near-field23

relative sea-level changes. We show that this elementary GIA model captures the essence24

of global Self-Gravitating Viscoelastic solid-Earth Models (SGVEMs) and compares well25

with both SGVEM outputs and geodetic observations, allowing to capture the essential26

features and processes influencing Antarctic grounding-line stability in a computationally-27

efficient way. In this framework, we perform a probabilistic assessment of the impact of28

uncertainties in solid-Earth rheological properties on the response of the AIS to future29

warming. Results show that on multicentennial-to-millennial timescales, spatial variabil-30

ity in solid-Earth deformation plays a significant role in promoting the stability of the31

West Antarctic ice sheet (WAIS). However, WAIS collapse cannot be prevented under32

high-emissions climate scenarios. On longer timescales and for unmitigated climate sce-33

narios, continent-wide mass loss projections may be underestimated because spatially34

uniform Earth models, as typically considered in numerical ice sheet models, will over-35

estimate the stabilizing effect of GIA across East Antarctica, which is characterized by36

thick lithosphere and high upper-mantle viscosity.37

Plain Language Summary38

When an ice sheet loses mass, the pressure it exerts on the underlying solid Earth39

decreases and the Earth surface rebounds. This process, called glacial isostatic adjust-40

ment, is important to consider in ice sheet models because it can stabilize an ice sheet41

undergoing unstable retreat. Most models consider that the solid Earth response to ice42

mass changes is uniform. However, because of the weak mantle observed beneath West43

Antarctica, the isostatic rebound in this region is much faster than previously thought.44

Oppositely, a slow Earth response is observed in East Antarctica, characterized by a more45

rigid mantle. In this study, we consider this contrast in the isostatic response of the Antarc-46

tic solid Earth and show that it plays a crucial role on the future evolution of the Antarc-47

tic ice sheet. More specifically, we find that the rapid Earth response in West Antarc-48

tica significantly stabilizes the ice sheet on multicentennial-to-millennial timescales, even49

though a collapse of the West Antarctic ice sheet cannot be avoided under high-emissions50

climate scenarios. We also find that the slow Earth response in East Antarctica has an51

influence on long timescales, potentially leading to an underestimation of future mass52

loss in the East Antarctic ice sheet.53

1 Introduction54

The majority of the West Antarctic ice sheet (WAIS) as well as some basins of the55

East Antarctic ice sheet (EAIS) are grounded below present-day sea level on an inland56

sloping bed (Fretwell et al., 2013; Morlighem et al., 2019). Such a configuration makes57

these basins particularly vulnerable to rapid grounding-line retreat that may lead to the58

so-called ice marine ice sheet instability (MISI) in case of weak or absence of buttress-59

ing (Weertman, 1974; Thomas & Bentley, 1978; Mercer, 1978; Schoof, 2007). MISI is trig-60

gered when the grounding line is forced to retreat into deeper water, where thicker ice61

leads to increased ice flux into the ocean, inducing a positive feedback that leads to run-62

away ice loss. Hence, the Antarctic ice sheet (AIS) has the potential to make a signif-63
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icant contribution to future sea-level rise (Golledge et al., 2015; Ritz et al., 2015; Bulthuis64

et al., 2019; Edwards et al., 2019).65

However, an inward-deepening marine ice sheet may be stabilized by secondary feed-66

back mechanisms triggered by ice mass changes. Indeed, grounding-line retreat leads to67

a decrease of the local water depth (expressed as a relative sea-level fall) through glacial68

isostatic adjustment (GIA), due to the combined effect of (i) a rebound of the unloaded69

solid Earth and (ii) a drop of the local sea surface (or geoid) induced by a reduction of70

the gravitational attraction exerted by the shrinking ice sheet on the surrounding ocean71

(Clark & Lingle, 1977; Mitrovica et al., 2001). As the ice thickness at the grounding line72

is proportional to the local water depth, the reduction of the local water depth due to73

GIA has the potential to stabilize a marine ice sheet undergoing MISI (Gomez et al., 2012,74

2013, 2015; Konrad et al., 2015; Larour et al., 2019). Moreover, the gradient of the re-75

verse bed slope will be reduced by differential solid-Earth rebound (Adhikari et al., 2014).76

Feedbacks between GIA and ice dynamics thus have a significant impact on grounding-77

line stability and must be accounted for when considering the future evolution of the AIS.78

These feedbacks are ideally taken into account by coupling an ice-sheet model with a self-79

gravitating viscoelastic solid-Earth model (SGVEM) in which a gravitationally self-consistent80

sea-level evolution is considered (or coupled ice sheet–sea level–solid Earth deformation81

models; e.g., de Boer et al., 2014; Konrad et al., 2015; Gomez et al., 2015, 2020). How-82

ever, this comes at the expense of a significant computational cost.83

The strength of GIA feedbacks depends on the pattern and the rate at which the84

solid Earth responds to ice-sheet changes. Both depend in turn on the rheological prop-85

erties of the solid Earth, in particular the lithosphere thickness and the upper mantle86

viscosity, respectively. Several studies have shown that the AIS lies on a region of the87

solid Earth that is characterized by a strong lateral variability in rheological properties,88

with a thin lithosphere and a low-viscosity upper mantle beneath West Antarctica and89

a thick lithosphere and a more viscous upper mantle beneath East Antarctica (Ritzwoller90

et al., 2001; Morelli & Danesi, 2004; Heeszel et al., 2016; Chen et al., 2018; Pappa et al.,91

2019; Lloyd et al., 2020). A low-viscosity upper mantle and a thin lithosphere (referred92

to as a weak Earth structure), as observed under the WAIS, will produce a faster and93

more localized viscoelastic response of the solid Earth to ice-load changes (contrary to94

a thicker lithosphere that acts to dampen and smooth the solid-Earth response or a high-95

viscosity upper mantle that generates a slower response), hence emphasizing the local96

relative sea-level fall and facilitating stabilizing feedbacks (Gomez et al., 2015; Konrad97

et al., 2016). More specifically, recent evidence suggests very low mantle viscosities in98

some areas of West Antarctica, inducing solid-Earth response times on decadal rather99

than millennial timescales (Nield et al., 2014; Barletta et al., 2018), which is orders of100

magnitude faster than previously assumed. The West–East dichotomy in Antarctic Earth101

structure may play a crucial role in the future evolution of the AIS (Kaufmann et al.,102

2005; van der Wal et al., 2015; Hay et al., 2017; Nield et al., 2018) and should be accounted103

for. However, major uncertainties remain in determining rheological properties of the104

Antarctic solid Earth with precision and absolute values of mantle viscosity and litho-105

sphere thickness remain poorly constrained (van der Wal et al., 2015; Hay et al., 2017;106

Gomez et al., 2018; Whitehouse et al., 2019). An additional complicating factor is that107

accounting for lateral variations in Earth structure leads to a considerable increase in108

computational cost, which explains why, apart from some exceptions (e.g., Gomez et al.,109

2018), most coupled ice sheet–solid Earth models omit them.110

Here, we develop a regional elementary GIA model that includes (i) an Elastic Lithosphere–111

Relaxing Asthenosphere (ELRA) model that mimics the West–East dichotomy in Antarc-112

tic Earth structure and (ii) a gravitationally-consistent description of the sea surface (geoid)113

near the margin of ice sheets that accounts for local mass changes. We take advantage114

of the computational efficiency of this simplified Earth model to assess in a probabilis-115

tic way the impact of uncertainties in the Antarctic viscoelastic properties on the response116
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of the AIS to climate forcing. More specifically, we use an ensemble of 2000 Monte Carlo117

simulations that span a range of plausible solid-Earth structures for both WAIS and EAIS.118

We do not seek to provide new probabilistic projections of the response of the AIS to119

climate change but rather to quantify how uncertainties in Antarctic solid-Earth rheol-120

ogy translate into uncertainties in the predictions of the future behavior of the AIS.121

2 Data and Methods122

2.1 Ice-Sheet Model123

We perform simulations of the AIS over a time span of 5000 years, starting from124

present-day geometry, under different warming scenarios with the “fast Elementary Ther-125

momechanical Ice Sheet” model (f.ETISh; Pattyn, 2017) v1.6. All simulations are per-126

formed at a spatial resolution of 25 km. In order to account for grounding-line migra-127

tion, a flux condition (related to the ice thickness at the grounding line; Schoof, 2007)128

is imposed at the grounding line following the implementation by Pollard and DeConto129

(2012a). This implementation has been shown to reproduce the migration of the ground-130

ing line and its steady-state behavior (Schoof, 2007) at coarse resolution (Pattyn et al.,131

2013). Numerical simulations of the AIS using a flux condition have also been able to132

simulate marine ice-sheet behavior in large-scale ice-sheet simulations (Pollard & DeConto,133

2012a; DeConto & Pollard, 2016; Pattyn, 2017; Sun et al., 2020). While the use of such134

a flux condition has been challenged, especially with respect to ice shelf buttressing and135

regimes of low driving and basal stresses (Haseloff & Sergienko, 2018; Pegler, 2018; Reese136

et al., 2018; Sergienko & Wingham, 2019), Pollard and DeConto (2020) demonstrate that137

the algorithm gives similar results under buttressed conditions compared to high-resolution138

models. The model is initialized for present-day conditions in the way described by Pollard139

and DeConto (2012b). For the forcing runs, the initial steady-state ice sheet is perturbed140

by atmospheric and ocean warming for a period of 5000 years. The atmospheric warm-141

ing is defined based on four extended representative concentration pathway (RCP) tem-142

perature scenarios for Antarctica (Golledge et al., 2015; Bulthuis et al., 2019) that are143

relevant for the period 2000 to 2300 CE. Forcing is kept constant after 2300 CE for the144

remainder of the model run. Oceanic warming, influencing basal melting underneath float-145

ing ice shelves (determined with the PICO model; Reese et al., 2018) is expressed as an146

instantaneous change in ocean temperature linearly related to atmospheric temperature147

changes using a proportionality ratio of 0.3 (Maris et al., 2014; Pattyn, 2017; Bulthuis148

et al., 2019). This linear ocean-atmosphere relationship has been shown to reproduce trends149

in Antarctic ocean and air temperatures from the Climate Model Intercomparison Project150

phase 5 consortium (Golledge et al., 2015). Note that such a relationship does not take151

into account lag effects between the atmosphere and the ocean. However, this should have152

little influence on the timescales considered here, especially considering that climate is153

kept constant beyond 2300 CE. The present-day ice-sheet configuration is assumed to154

be at steady state. We also make the assumption (further discussed in section 4) that155

the solid Earth is in equilibrium with the initialized ice load. Additional information on156

the model setup is given in Appendix A.157

2.2 Elementary GIA Model158

Due to GIA feedbacks, changes in relative sea level – i.e., the difference between159

the sea surface (or geoid) and the bedrock – at the grounding line will strongly deviate160

from global mean sea-level change during near-field ice-sheet changes. However, while161

numerical ice-sheet models commonly consider the deformation of the solid Earth, they162

rarely account for spatially-variable changes in sea-surface height. Instead, they are typ-163

ically run assuming that the sea surface adjacent to an ice sheet is uniform, either re-164

maining constant or tracking global mean sea-level changes. The simplified GIA model165

presented in this paper is a regional model that approximates gravitationally-consistent166
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ICE SHEET
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𝒎𝑮 = 𝝆𝐢𝒉𝒕+𝟏 + 𝝆𝐰𝒉𝐰,𝒕+𝟏 + 𝝆𝒂𝒃𝒕+𝟏
− 𝝆𝐢𝒉𝟎 − 𝝆𝐰𝒉𝐰,𝟎 − 𝝆𝒂𝒃𝟎
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Figure 1. Interactions between the ice sheet, the local sea level, and the solid Earth in the

regional coupled system described here, adapted from de Boer et al. (2017). In the solid-Earth

system, D(x, y) is the flexural rigidity of the lithosphere, ν the lithospheric Poisson’s ratio, wb

the equilibrium deflection of the lithosphere, qb the applied load, g the gravitational accelera-

tion, and τ(x, y) the relaxation time of the asthenosphere. In addition, ρi, ρw, and ρa are the

ice, ocean water, and asthenosphere densities, respectively. The ocean column thickness at time

steps t and t + 1 are hw,t = SLt − bt and hw,t+1 = SLt − bt+1, respectively, while ht and ht+1

are the ice thicknesses at time t and t + 1 and h0 and hw,0 are the initial ice and ocean column

thicknesses. Similarly, b0 is the initial bedrock elevation and bt and bt+1 the ones at time t and

t + 1. In the local sea-level system, Re and Me are the Earth radius and mass, respectively, and

θ is the spherical distance from the load. SLC is the barystatic sea-level contribution due to ice

sheet mass changes, and C is a mass conservation term.

relative sea-level changes beneath or proximal to the modeled ice sheet. They are ap-167

proximated by coupling both the solid Earth (bedrock) and gravitational sea-surface (geoid)168

responses with the ice-sheet model as depicted in Figure 1, allowing for a more realis-169

tic sea-level forcing to be applied at the grounding line. More specifically, relative sea-170

level changes are expressed as the sum of bedrock changes (calculated as a delayed vis-171

cous response, see section 2.2.1) and an instantaneous local sea-level change (section 2.2.2)172

driven by regional mass changes. Other (global) effects such as sea-level changes due to173

changes in Earth rotation and melting of ice masses other than the AIS are not included.174

The complete sea-level equation (Farrell & Clark, 1976) is not solved here, as the defor-175

mation of the whole Earth surface is not considered.176

2.2.1 Solid-Earth Deformational Response177

The solid-Earth component of our elementary GIA model is an adaptation of the178

commonly used Elastic Lithosphere–Relaxed Asthenosphere (ELRA) model (equations (1)-179

(4)) where the solid-Earth system is approximated by a thin elastic lithosphere plate ly-180

ing upon a relaxing viscous asthenosphere (Brotchie & Silvester, 1969; Le Meur & Huy-181

brechts, 1996). The response of the bedrock to changing ice and ocean loads is solved182

through a combined time-lagged asthenosphere relaxation toward isostasy and elastic183
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lithosphere response due to the applied load (Huybrechts & De Wolde, 1999; Pollard &184

DeConto, 2012a; Konrad et al., 2014). Assuming that the elastic properties and the thick-185

ness of the lithosphere are constant throughout the plate, the equilibrium deflection of186

the lithosphere wb (taken positive downwards) is given by the following fourth-order dif-187

ferential equation188

D∇4wb + ρagwb = qb, (1)

where D is the flexural rigidity of the lithosphere (related to the lithosphere thick-189

ness), ∇4 the bilaplacian operator, g the gravitational acceleration, ρa the asthenospheric190

density, and qb the applied ice and ocean load distribution. Here, qb is expressed as191

qb = ρigh+ ρwghw − ρigh0 − ρwghw,0, (2)

where h and hw are the ice and ocean column thicknesses, respectively, ρi is the192

ice density, ρw is the ocean water density, and h0 and hw,0 are the initial values of the193

ice and ocean column thicknesses, respectively, taken as present-day observations. The194

values of the parameters are reported in Table A1. Note that if changes in ice thickness195

and water depth induce a transition from grounded to floating ice, only changes in ocean196

column will influence the load. Equation (1) is traditionally solved using the Green’s func-197

tion formalism (Huybrechts & De Wolde, 1999; Pollard & DeConto, 2012a). The Green’s198

function corresponds to the solution of equation (1) when the applied load qb is taken199

as a point load Pb. Its analytical expression as a function of the distance r from the point200

load is given by (Greve & Blatter, 2009)201

G(r) = −PbL
2
w

2πD
kei

(
r

Lw

)
, (3)

where kei is a Kelvin function of zeroth order (Brotchie & Silvester, 1969) and Lw =202

(D/ρag)
1/4

is the flexural length scale. For any arbitrary load distribution qb, the equi-203

librium deflection of the lithosphere wb is then expressed as the convolution of the load204

qb with the Green’s function G. The use of this Green’s function provides an efficient205

way to solve for the deflection of the lithosphere due to ice loading in numerical ice-sheet206

models in the case of a plate with a constant thickness.207

Finally, the rate of change of the bedrock elevation is given by a simple relaxation208

scheme (Brotchie & Silvester, 1969):209

∂b

∂t
= −1

τ
(b− b0 + wb), (4)

where b is the bedrock elevation, b0 is the initial bedrock elevation (taken from mod-210

ern observed fields and assumed to be in equilibrium with present-day ice and ocean loads),211

and τ is the relaxation time of the asthenosphere.212

The ELRA model commonly considers uniform values for the flexural rigidity of213

the lithosphere D and the relaxation time of the asthenosphere τ (e.g. in Konrad et al.,214

2014; DeConto & Pollard, 2016; Pattyn, 2017; Pollard et al., 2017). From a physical point215

of view, the flexural rigidity and the relaxation time depend on the thickness of the litho-216

sphere and the viscosity of the upper mantle, respectively. Indeed, the flexural rigidity217

can be related to the effective elastic thickness of the lithosphere he, i.e., the portion of218

the lithosphere that behaves elastically, by (Brotchie & Silvester, 1969)219
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D =
Eh3e

12(1− ν2)
, (5)

where E and ν are constant elastic parameters, namely the Young’s modulus and220

Poisson’s ratio, respectively. Separately, it has been shown that, under some assump-221

tions (see section 2.2.3), the solid-Earth relaxation time is approximately proportional222

to the viscosity of the mantle (Lingle & Clark, 1985; Turcotte & Schubert, 2002; Lowrie,223

2007). By fitting an ELRA model to an SGVEM with a 100-km thick Antarctic litho-224

sphere and an upper-mantle viscosity of 5×1020 Pa s (i.e., close to what is commonly225

assumed for a 1-D viscoelastic solid Earth; Gomez et al., 2013; Argus et al., 2014; Pol-226

lard et al., 2017; de Boer et al., 2017), Le Meur and Huybrechts (1996) determined cor-227

responding uniform values of 1025 N m for D and 3000 years for τ . Since then, these ref-228

erence values (e.g., Pollard & DeConto, 2012b; de Boer et al., 2015; DeConto & Pollard,229

2016; Pattyn, 2017; Pollard et al., 2017; Quiquet et al., 2018) or values close to them (Bueler230

et al., 2007; Maris et al., 2014) have been widely used in the literature.231

Here, we account for the characteristic configuration of the Antarctic solid Earth232

by using spatially-varying flexural rigidity D(x, y) and relaxation time τ(x, y). For this233

purpose, the standard ELRA model described above is adapted in order to consider a234

plate with spatially-varying thickness he(x, y) i.e.,235

D(x, y) =
Eh3e(x, y)

12(1− ν2)
. (6)

The deflection of a plate having a spatially-varying flexural rigidity and lying on236

a viscous mantle then becomes237

D∇4wb + 2
∂D

∂x

∂

∂x
(∇2wb) + 2

∂D

∂y

∂

∂y
(∇2wb) +∇2D(∇2wb)

−(1− ν)(
∂2D

∂x2
∂2wb

∂y2
− 2

∂2D

∂x∂y

∂2wb

∂x∂y
+
∂2D

∂y2
∂2wb

∂x2
) + ρagwb = qb.

(7)

Equation (7), which is a generalization of equation (1) to a spatially-varying flex-238

ural rigidity D(x, y), can be derived formally from thin plate theory (more details are239

given in Supporting Information Text S1) assuming lateral variations of D(x, y) to be240

sufficiently smooth (Van Wees & Cloetingh, 1994; Ventsel & Krauthammer, 2001) and241

has been already used (with success) to represent the deformation of the solid Earth in242

Garcia et al. (2014). Nonetheless, it has not been used so far to simulate the deforma-243

tion of the solid Earth in ice-sheet models. Equation (7) can no longer be solved using244

the Green’s function formalism and requires numerical methods such as finite differences245

or finite elements. Contrary to the Elastic Lithosphere model, the Relaxing Asthenosphere246

part of the ELRA model is a local model. Equation (4) thus remains valid when con-247

sidering a spatially-varying and continuous relaxation time τ(x, y). Note, however, that248

displacement at any location is influenced by nearby relaxation times. In order to avoid249

nonphysical discontinuity in the displacement, lateral variations of τ(x, y) must be suf-250

ficiently smooth.251

In this context, we attribute distinct uniform values of τ and D to West and East252

Antarctica, with a smoothing (Gaussian filter) applied at the boundary between the two253

regions (see Figure 2). Our goal is not to consider realistic average values of τ(x, y) and254

D(x, y) over these respective regions, but rather to investigate the sensitivity to a broad255

range of values that can potentially be observed locally within these different character-256

istic regions. In accordance with geophysical observations (e.g., Ritzwoller et al., 2001;257

Morelli & Danesi, 2004; Heeszel et al., 2016; Chen et al., 2018; Lloyd et al., 2020; Pappa258
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et al., 2019), we attribute lower values of both τ and D beneath WAIS and higher val-259

ues beneath EAIS (Table 1). The very low mantle viscosities (1018−1019 Pa s) estimated260

in some areas of West Antarctica (i.e., Amundsen Sea Coast, Antarctic Peninsula, and261

Marie Byrd Land; Barletta et al., 2018; Nield et al., 2014; Lloyd et al., 2020) correspond262

to very short relaxation times, on the order of years to hundreds of years (Nield et al.,263

2014; Konrad et al., 2016; Barletta et al., 2018; Whitehouse et al., 2019), while the man-264

tle viscosities of 1022 to 1023 Pa s observed beneath the lithosphere of inner East Antarc-265

tica (Kaufmann et al., 2005; Whitehouse et al., 2019) could be associated to relaxation266

times on the order of tens of thousands of years. At the boundary between both regions,267

reconstructed maps of viscosity in Antarctica suggest an upper-mantle viscosity close to268

5×1020−1×1021 Pa s (Kaufmann et al., 2005; van der Wal et al., 2015; Pappa et al.,269

2019; Whitehouse et al., 2019), corresponding to millennial relaxation timescales (Le Meur270

& Huybrechts, 1996; Argus et al., 2014; Konrad et al., 2016). These values also corre-271

spond to the upper-mantle viscosity values that are typically considered in spatially-homogeneous272

GIA models in order to represent the whole Antarctic continent (Argus et al., 2014; Pol-273

lard et al., 2017; de Boer et al., 2017; Garbe et al., 2020). Note that we make the im-274

portant assumption that the single asthenosphere relaxation time at a location is pro-275

portional to the local mean upper mantle viscosity. For the flexural rigidity, various stud-276

ies in North America and Eurasia have inferred values ranging from D = 1022 N m for277

oceanic lithosphere to D = 1025 N m for cratonic lithosphere (e.g., Walcott, 1970; Fjeld-278

skaar, 1997; Audet & Mareschal, 2004; Perez-Gussinye & Watts, 2005). For East Antarc-279

tica, Stern and ten Brink (1989) estimated a maximum flexural rigidity of about D =280

1025 N m (one of the highest values for continental rigidity). On the other hand, they281

estimated the flexural rigidity for the Ross Embayment in West Antarctica to be more282

than 2 orders of magnitude less, at D = 4 × 1022 N m. It is important to underline283

that elastic lithosphere thickness varies as a function of the timescale of the surface load-284

ing considered (Nield et al., 2018). Estimates from studies considering processes occur-285

ring at different timescales cannot thus straightforwardly be compared. Nevertheless, they286

give us estimates of both the magnitude of lateral variations and the remaining uncer-287

tainty. In this study, we determine ranges of values of D for West and East Antarctica288

based on values of the elastic lithosphere thickness (equation (6)), with low values of only289

a few kilometers to a few tens of kilometers estimated in West Antarctica, and predom-290

inantly high values in East Antarctica, up to about 150 km (Chen et al., 2018; Pappa291

et al., 2019). Note that the uniform reference value of D = 1025 N m defined by Le Meur292

and Huybrechts (1996) and widely used since then (e.g., Pollard & DeConto, 2012a; de293

Boer et al., 2015; Pollard et al., 2017; Pattyn, 2017; Quiquet et al., 2018; Bulthuis et al.,294

2019) lies close to the maximum flexural rigidity estimated for East Antarctica.295

With regards to these geophysical evidences and to properly account for both the296

large variations observed in mantle viscosity and lithosphere thickness and the associ-297

ated uncertainty, we consider a wide range of values that span several orders of magni-298

tude (see Table 1).299

2.2.2 Geoid Response300

A major drawback of the ELRA approximation is that it does not account for lo-301

cal perturbations in the height of the sea surface, thus missing an important feedback302

process (Konrad et al., 2016). We therefore implemented an approximation of gravitationally-303

consistent non-uniform sea-level variations due to regional mass changes mG, here ex-304

pressed as305

mG = ρih+ ρwhw + ρab− ρih0 − ρwhw,0 − ρab0. (8)

The distribution of mass changes (mG) is influenced by changes in the ice and/or306

ocean column (depending on whether a specific location is covered by grounded ice or307

by ocean water) as well as by changes in bedrock elevation. Mass changes associated with308
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Table 1. Solid-Earth parameters in the ELRA model with their uncertainty ranges used in

the uncertainty analysis. Uncertainty ranges of associated viscoelastic properties are provided

for the sake of illustration, but should not be considered as exactly equivalent. We consider wide

ranges of values in order to account for the large variations observed locally and the associated

uncertainty.

Solid-Earth Uncertainty range Units Associated Uncertainty range Units
parameter viscoelastic property

WAIS relaxation 1× 100 − 5× 103 yr WAIS mantle ∼ 1018 − 1021 Pa s
time (τW) viscosity

EAIS relaxation 1× 103 − 5× 104 yr EAIS mantle ∼ 1020 − 5× 1022 Pa s
time (τE) viscosity

WAIS flexural 1× 1022 − 1× 1024 N m WAIS effective elastic ∼ 10− 50 km
rigidity (DW) lithosphere thickness
EAIS flexural 5× 1023 − 5× 1025 N m EAIS effective elastic ∼ 40− 150 km
rigidity (DE) lithosphere thickness
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Figure 2. Dual pattern for the ELRA solid-Earth parameters – Flexural rigidity D (N m) and

Relaxation time τ (yr) – approximating lateral variations between East and West Antarctica.

The values of DW and τW are applied to the dark blue areas while the values of DE and τE are

applied to the red areas. Smoothing (Gaussian filter) is applied at the boundary between the

two regions. The values of DW, τW, DE and τE are sampled from Table 1. Note that following

geophysical evidence (e.g., Nield et al., 2018; Lloyd et al., 2020; Pappa et al., 2019) we apply the

values of Western Antarctica to the ocean areas outside of the Antarctic continent.
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bed elevation change are calculated assuming asthenosphere density, noting that the per-309

turbation in gravitational attraction due to ice and ocean mass changes will be some-310

what counterbalanced by the gravitational effect of the subsequent solid-Earth deforma-311

tion, which arises due to the displacement of mantle material below the lithosphere (Root312

et al., 2015).313

For a unit point mass, the perturbation in the geoid is approximated by314

N(θ) =
Re

Me

(
1

2 sin(θ/2)

)
, (9)

where N(θ) is a geoid Green’s function, Re the Earth radius, Me the Earth mass,315

and θ the spherical distance from the load point (see Table A1 for their values). Note316

that equation (9) considers a spherical Earth. This expression is convoluted with the dis-317

tribution of mass changes mG in order to obtain the change in geoid height P compared318

to the initial sea-surface height SL0 (taken here as present-day sea level). In order to319

capture the entire geoid perturbation, this convolution is realized over an extended ocean320

domain. Local sea surface changes are then calculated as the sum of the geoid pertur-321

bation P , the barystatic sea-level contribution arising from Antarctic ice mass changes322

(SLC, calculated as in Goelzer et al., 2020) and a mass conservation term C, which is323

a spatial constant that must be added to the solution in order to conserve oceanic mass324

(see Supporting Information Fig. S1). Note that since we calculate geoid changes between325

discrete configurations of the ice–earth–ocean systems, we approximate the perturba-326

tion of the geoid using Green’s functions of geoid for a rigid Earth (Farrell & Clark, 1976).327

In studies that solve the full sea-level equation, self-consistent solutions for geoid and solid328

Earth perturbations are determined iteratively using Green’s functions for a deforming329

Earth. This approach would significantly increase the computation time of our model330

and would only lead to a small increase in accuracy. The geoid model defined here only331

considers gravitational changes directly or indirectly due to changes in Antarctic ice-sheet332

cover (Figure 1). Sea-level contributions stemming from ice masses other than the AIS333

are not considered. The feedback due to Earth rotational effects (Milne & Mitrovica, 1998)334

is also neglected.335

2.2.3 Comparison with full Self-Gravitating Earth Models336

Within a SGVEM, the response of the solid Earth to changing loads is typically337

described using a linear Maxwell viscoelastic rheology, with an instantaneous elastic re-338

sponse superposed on a longer-term Newtonian viscous relaxation. The majority of GIA339

models (including most coupled ice sheet–sea level–solid Earth deformation models) adopt340

this rheology and consider a spherical Earth, with an elastic lithosphere, a viscoelasti-341

cally stratified mantle, and an inviscid core (e.g., Gomez et al., 2013, 2015; Adhikari et342

al., 2014; de Boer et al., 2014; Konrad et al., 2015; Pollard et al., 2017). The elementary343

GIA model developed in this paper is based on several simplifying assumptions and there-344

fore differs from full GIA models.345

A first fundamental simplification is the domain to which it applies: we only con-346

sider the AIS and its near-field area while full SGVEMs consider the deformation of the347

whole Earth, which allows them to solve the sea-level equation for global meltwater dis-348

tribution. Here, only near-field relative sea-level changes in response to local ice and ocean349

load changes are considered, while direct and indirect gravitational and earth-deformational350

effects due to ice masses other than the AIS are neglected. Our simplified model thereby351

does not comply with mass conservation in the whole Earth system as compared to mod-352

els able to solve the sea-level equation (Adhikari et al., 2020). In addition, it follows that353

the sphericity of the Earth is neglected: the solid Earth deformational response consid-354

ered here (ELRA) is by definition a flat earth model, as opposed to spherical earth mod-355

els. It has been demonstrated that flat-earth models work well within the margin of loads356
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as large as the Fennoscandian ice sheet (Wolf, 1984) but for larger loads the flat-earth357

approximation progressively breaks down as the effects of sphericity become increasingly358

important (Wu & Johnston, 1998).359

Because of their viscoelastic layering, SGVEMs capture the full multi-normal-mode360

response of the Earth to surface loading (Gomez et al., 2013; Whitehouse et al., 2019).361

Indeed, the larger the load, the deeper its deformation reaches into the mantle. The ease362

with which the mantle relaxes (i.e., its relaxation time) is thus dependent on the radial363

viscosity profile, the shallower layers being the more relevant at the local spatial scale364

(Barletta et al., 2018). In contrast, our simplified GIA model considers an elastic plate365

lithosphere lying upon a unilayered viscous mantle. The depth-variability of the Earth366

structure within the mantle (implying a full spectrum of relaxation times) is thus ignored.367

In the case of a unilayered mantle, the Earth response time can be obtained analytically368

from the single viscosity value (Barletta et al., 2018), as the relaxation time of the Earth369

is approximately proportional to the viscosity (Lingle & Clark, 1985). It follows that the370

τ(x, y) values used in our model each describe a single relaxation time which does not371

vary temporally and that is considered proportional to the mean upper-mantle viscos-372

ity. In reality, the relaxation time is a function of the wavelength of the ice load, even373

if the mantle has a homogeneous viscosity (Wu & Peltier, 1982).374

Another important assumption lies in the fact that the elastic lithosphere consid-375

ered in the ELRA model deflects but does not compress. As discussed in Bueler et al.376

(2007), all vertical displacement wb in this model is thus associated with upper-mantle377

motion, while the elastic lithosphere spreads the influence of the load. It follows that,378

while the Earth’s response in SGVEMs is typically split into a viscous long-term and an379

elastic instantaneous contribution, all deformation in our simplified model is governed380

by viscous timescales. This is appropriate when modeling multi-centennial to millennial-381

scale deformation, as is done here, but it would not be appropriate if seeking to model382

ice sheet change at short timescales, where the elastic component can play an important383

role in controlling ice sheet behavior (Larour et al., 2019). As an exception to this, our384

model may be suitable for modeling short timescale ice sheet change in regions of low385

mantle viscosity, where observations of rapid uplift, triggered by contemporary ice loss,386

suggest that viscous effects play a significant role at short timescales (Nield et al., 2014;387

Hay et al., 2017; Whitehouse et al., 2019; Powell et al., 2020). In summary, our approach388

neglects deformation associated with elastic compression of the lithosphere, but this will389

have a minimal effect on results for low viscosity regions, or over long timescales.390

In addition, the ELRA model assumes that there is no elasticity in the mantle. As391

a consequence, there will be no vertical stresses from the mantle pushing against the litho-392

sphere plate. This effect can play a role in the formation of forebulges, where the litho-393

sphere is partly uplifted by the mantle in the region surrounding the load. Indeed, Konrad394

et al. (2014) have shown that peripheral forebulges are underestimated for the ELRA395

model as compared to SGVEMs. Note that lateral flow in the mantle is also not mod-396

eled here.397

Lastly, as mentioned above, our simplified GIA model neglects the feedback due398

to Earth rotational effects, which tends to introduce a slight negative feedback in grounding-399

line migration (Larour et al., 2019).400

2.2.4 Feedbacks between GIA Processes and Ice Dynamics401

Glacial isostatic adjustment processes approximated by the Elementary GIA model402

described above influence Antarctic ice mass changes simulated by the ice-sheet model403

through different feedback mechanisms. First, GIA affects water depth, and hence the404

position of the transition between grounded and floating ice – the grounding line – as405

well as the thickness of ice at that transition (Whitehouse et al., 2019). The thickness406

of ice at the grounding line, in turn, controls the amount of ice flowing across the ground-407
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ing line (and thereby ice mass changes and grounding-line movements). The ice flux across408

the grounding line is highly sensitive to the thickness of ice there (Schoof, 2007); a small409

increase in water depth on a reverse bed slope would result in the migration of the ground-410

ing line upstream to a location where ice thickness is greater, leading to a large increase411

in ice discharge. In addition, relative sea-level changes due to GIA can influence the de-412

gree to which ice shelves are able to stabilise the ice sheet. For example, a local decrease413

in water depth may enhance grounding of the ice shelf at ice rises, thereby stabilising414

the ice sheet, while an increase in water depth can lead to ungrounding of an ice rise,415

thus enhancing the ice flow across the grounding line (Matsuoka et al., 2015). GIA can416

also affect ice dynamics by altering the shape and slope of the bed near the margins of417

the ice sheet, where ice mass loss is occurring. Finally, GIA processes can influence ice418

dynamics through the feedback between isostatically-driven ice surface elevation change419

and surface mass balance. The evolving shapes of the solid Earth and the adjacent geoid420

thus act as fundamental boundary conditions on the dynamics of the modeled ice sheet.421

2.2.5 Model Validation422

To assess the validity of our approach, outputs from our elementary GIA model are423

compared to SGVEM outputs and geodetic observations. In addition, the behavior of424

our elementary GIA model coupled to the ice sheet model is compared to outputs from425

coupled ice sheet–solid Earth models.426

We first assess how the solid-Earth component of our model (the ELRA model) be-427

haves compared to SGVEMs. More specifically, we compare ELRA-predicted uplift rates428

associated with the W12 (Whitehouse, Bentley, & Le Brocq, 2012; Whitehouse, Bent-429

ley, Milne, et al., 2012) and ICE-6G (Argus et al., 2014) ice-loading histories with the430

ones reproduced in Figure 10a of Whitehouse, Bentley, Milne, et al. (2012) and Figure 6a431

in Argus et al. (2014), respectively, where SGVEMs with a uniformly stratified solid Earth432

(meaning only radially-varying rheology) are used. In order to use ELRA models that433

reflect the respective solid-Earth configurations used by these SGVEMs, we consider uni-434

form values of τ and D, with a value of τ = 8000 yr for W12 and a value of τ = 4000 yr435

for ICE-6G (Argus et al., 2014) and a value of D = 1025 N m for both cases (Le Meur436

& Huybrechts, 1996). Ice thicknesses for both models were interpolated onto a 25-km437

resolution Antarctic grid. Since our ELRA model only covers Antarctica, far-field ice-438

sheet changes are ignored. Ocean load changes over the 122 kyr duration of the model439

run are implemented using time-varying uniform sea-level reconstructions from Lambeck440

et al. (2014) and Bintanja and van de Wal (2008). Gravitationally-consistent local sea-441

level variations are ignored. Despite these simplifications, we show that the ELRA model442

is capable of reproducing both the pattern and the magnitude of the present-day uplift443

rates determined with the original Earth models (Whitehouse, Bentley, Milne, et al., 2012;444

Argus et al., 2014) by using corresponding uniform ELRA parameters, which gives us445

confidence in the methodology used. The reproduced uplift rate maps and the difference446

with the corresponding SGVEM outputs are shown in Figure 3.447

In a second step, we compare the present-day uplift rates calculated using each of448

the 2000 spatially-varying solid-Earth configurations of our ensemble (see section 2.3),449

driven by both W12 and ICE-6G, with observations from Whitehouse, Bentley, Milne,450

et al. (2012). The maps of uplift rates averaged over the 2000 solid-Earth structures of451

our ensemble are displayed in Figure 4.452

To assess the degree of fit between the reproduced uplift rates and the elastic-corrected453

GPS observations of GIA-driven uplift, we calculate the weighted root-mean-square (WRMS)454

error, defined as455
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Figure 3. Uplift rate maps for the W12 (a) and ICE-6G (b) ice-loading histories obtained by

coupling with an ELRA model using uniform ELRA parameters (τ = 8000 yr and D = 1025

N m in (a) and τ = 4000 yr and D = 1025 N m in (b), based on Argus et al. (2014) and Le Meur

and Huybrechts (1996)). Only the Antarctic component of these ice-loading histories was used

while the far-field component, when existent, was ignored. Variations of the ocean load are im-

plemented by a time-varying uniform sea-level based on sea-level reconstructions from Lambeck

et al. (2014) and Bintanja and van de Wal (2008). No gravitationally-consistent local sea-level

variations are considered. GPS observations of present-day uplift rates (colored circles) from

Whitehouse, Bentley, Milne, et al. (2012) are plotted using the same color scale. The radius of

the circle at each GPS site is inversely proportional to the GPS uncertainty at that site. In (c–

d), these maps are compared with the uplift rates maps obtained by coupling both ice loading

histories with an SGVEM: (c) displays the difference between (a) and the modeled uplift rates

reproduced in Whitehouse, Bentley, Milne, et al. (2012) and (d) displays the difference between

(b) and the modeled uplift rates reproduced in Argus et al. (2014).
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Figure 4. Ensemble mean uplift rate maps reproduced with (a) W12 and (b) ICE-6G ice-

loading histories. GPS observations of present-day uplift rates (colored circles) from Whitehouse,

Bentley, Milne, et al. (2012) are plotted using the same color scale. The radius of the circle at

each GPS site is inversely proportional to the GPS uncertainty at that site.

WRMS =

√√√√∑Nobs

i=1 (pi − obsi)2wi∑Nobs

i=1 wi

, (10)

where Nobs is the number of observation points, pi and obsi are the predicted and456

observed uplift rates at observation site i, respectively, and wi = 1/σ2
i is the weight at457

observation site i, where σi is the standard deviation given by σ2
i =

(
σGPS
i

)2
+
(
σELRA
i

)2
,458

with σGPS
i and σELRA

i the standard deviations of the observed and predicted uplift rates,459

respectively, allowing to consider the GPS uncertainty at each site as well as the “model460

uncertainties” (Whitehouse, Bentley, Milne, et al., 2012). Note that σELRA
i is estimated461

as the standard deviation of the predicted uplift rates of our 2000 Monte Carlo samples.462

Even though we neglect the part of the GIA signal associated with the depth-variability463

of the Earth structure, the 2000 spatially-varying solid-Earth configurations of our en-464

semble provide a better fit to observations of present-day uplift rates (lower WRMS er-465

rors) than if the ELRA model is driven by the W12 and ICE-6G ice-loading histories us-466

ing spatially-uniform ELRA parameters (See Supporting Information Figures S2–S3).467

This behavior is in agreement with van der Wal et al. (2015), who show that using an468

Earth rheology that considers the weak Earth structure of West Antarctica provides maps469

of predicted uplift rates consistent with GPS observations of uplift rates (Whitehouse,470

Bentley, Milne, et al., 2012), and with a better fit to observations than spatially-uniform471

ELRA models.472

In order to assess the importance of GIA feedbacks on the response of the AIS, we473

compare grounded-ice volume projections for four RCP scenarios assuming (i) a fixed474

geoid and a rigid Earth, (ii) gravitational geoid changes and a rigid Earth, and (iii) grav-475

itational geoid changes and solid-Earth changes (Figure 5). In accordance with Gomez476

et al. (2015), who use a global SGVEM and consider gravitationally-consistent sea-level477

changes, we show a stabilizing influence of gravitationally-consistent geoid changes. Glob-478

ally, under all RCP scenarios, including geoid changes leads to a decrease in mass loss479

as compared with a fixed geoid and rigid-Earth experiment (the exception observed un-480

der RCP 4.5 between 3000 and 5000 CE is examined in the discussion section). The in-481

clusion of solid-Earth deformation in addition to geoid changes further stabilizes the AIS482

and reduces mass loss. Contrary to Gomez et al. (2015), we find that bedrock adjust-483
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Figure 5. Impact of gravitationally-consistent sea level and solid-Earth changes on Antarctic

grounded-ice volume (Vg) projections under RCP 2.6 (a), 4.5 (b), 6.0 (c), and 8.5 (d). Median

values of the ELRA parameters are considered (τW = 70.71 yr; τE = 7071 yr; DW = 1023 N m;

DE = 5x1024 N m). The right ordinate gives an approximation of the equivalent sea-level contri-

bution computed following Goelzer et al. (2020) and considered as a linear function of grounded-

ice volume.

ment tends to dominate the stabilizing effect of GIA feedbacks, although the magnitude484

of the influence varies through the simulations and with the climate forcing applied. For485

example, under RCP 4.5, the model that only incorporates geoid changes yields, after486

5000 years, ∼50% of the decrease in grounded ice mass loss predicted by the simulation487

that includes both gravitational and deformational effects; this proportion decreases to488

about 6% under RCP 8.5 (see also Supporting Information Figure S4). The relative im-489

portance of self-gravitation depends on many factors, including the strength of the cli-490

mate forcing, viscoelastic Earth structure, bedrock configuration, and the rate and spa-491

tial pattern of ice loss (Gomez et al., 2015). We attribute the difference between our re-492

sults and those of Gomez et al. (2015) to the fact that we consider a spatially-varying493

Earth structure with a low viscosity beneath West Antarctica while Gomez et al. (2015)494

adopt a continent-wide high viscosity Earth model. In a complementary study that ex-495

plores the potential for rapid viscoelastic deformation to stabilize Pine Island glacier on496

centennial timescales, Kachuck et al. (2020) show that instantaneous components of the497

solid-Earth response (purely elastic deformations, geoid perturbations) provide less sta-498

bility than the viscoelastic response. This may be explained by the fact that when the499

solid-Earth response is sufficiently rapid, the geoid perturbation due to ice mass loss is500

rapidly counterbalanced by bed uplift. The proposed elementary GIA model is thus shown501

to be capable of reproducing the stabilizing effect of GIA feedbacks highlighted in pre-502

vious studies (Gomez et al., 2012, 2013; Adhikari et al., 2014; Gomez et al., 2015; Kon-503

rad et al., 2015, 2016; Larour et al., 2019; Kachuck et al., 2020).504

2.3 Probabilistic Assessment Methods505

We perform a probabilistic assessment of the impact of uncertainties in solid-Earth506

rheological properties on the response of the AIS for each RCP scenario. We consider507

the four parameters, τW, τE, DW, and DE to be uncertain parameters with uncertainty508

ranges given in Table 1. We represent these four uncertain parameters as independent509
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random variables and assume the marginal probability distributions to follow a log-uniform510

distribution. The choice of log-uniform distributions is relevant for uncertain parame-511

ters that cover a large range of values (several orders of magnitude) and for which the512

only available information is the uncertainty ranges (Pueyo, 2012). We determine prob-513

abilistic projections of the grounded-ice volume, marginal probabilities of being ungrounded,514

as well as Sobol sensitivity indices using Monte Carlo estimation (Robert & Casella, 2013)515

with 2000 (independent and identically distributed) samples of the uncertain parame-516

ters. Sobol indices rely on the decomposition of the variance of the projections as a sum517

of contributions from each uncertain parameter taken individually, as well as an inter-518

action term (Saltelli et al., 2008; Bulthuis et al., 2019). A value of 1 indicates that the519

entire variance of the projections is explained by this sole uncertain parameter and a value520

of 0 indicates that the uncertain parameter has no impact on the projection uncertainty.521

Due to the overlap between the uncertainty ranges and the assumption of statistical in-522

dependence between the parameters, not all Monte Carlo ensemble members (strictly)523

correspond to plausible solid-Earth configurations for Antarctica. By the latter, we mean524

an Earth structure that is representative of geophysical evidence (e.g., Morelli & Danesi,525

2004; An et al., 2015; Lloyd et al., 2020) and therefore characterized by a more rigid Earth526

structure beneath East Antarctica than West Antarctica (i.e., DE > DW and τE >527

τW ). However, non-plausible Monte Carlo ensemble members only represent 5% of all528

samples (hence a small region of the parameter space) and their presence does not af-529

fect the overall behavior of the ensemble (see Supporting Information Figure S5). Let530

us note that our methodology can readily be extended to dependent parameters except531

for the computation of Sobol indices whose definition relies on the assumption of sta-532

tistical independence between the parameters. For each of the 2000 Monte Carlo sam-533

ples, we estimate the change in grounded-ice volume from the ice-sheet model and we534

determine the median values and quantiles of the projections as the sample medians and535

quantiles. For this purpose, 2000 samples are sufficient to ensure reasonable convergence536

of the Monte Carlo estimates. Probability density functions of the responses are estimated537

through kernel density estimation (Scott, 2015).538

3 Results539

Figure 6 shows probabilistic projections of Antarctic grounded-ice volume for the540

four RCP scenarios. As expected, we observe an increase of AIS mass loss as time evolves541

and warming increases. Apart from RCP 2.6, all scenarios lead to multi-metre sea-level542

rise in agreement with previous studies (Golledge et al., 2015; Bulthuis et al., 2019; Garbe543

et al., 2020). In Figure 7, these probabilistic projections are compared to (i) a forced run544

without bedrock and sea-level adjustments (NOGIA, relative sea level remains constant)545

and (ii) a run using the ELRA model with fixed uniform reference parameters commonly546

used in the literature (UNIBED; τ = 3000 yr and D = 1025 N m; Le Meur & Huy-547

brechts, 1996). For all scenarios, the NOGIA curve lies close to the lower limit of the en-548

semble (Figures 7a–d) demonstrating that the inclusion of GIA has a stabilizing effect549

on mass loss. Simulations in which GIA feedbacks lead to an increased mass loss as com-550

pared to the NOGIA experiment (as can be observed under RCP 2.6 and 4.5, Figures 7a–551

b) may be explained by forebulge effects (see discussion section). For RCP 2.6, 4.5, 6.0552

(before ∼ 3500 CE), and 8.5 (before ∼ 3000 CE), the UNIBED experiment is also close553

to this lower limit while for RCP 8.5 on longer timescales, the ensemble generally pro-554

duces more mass loss than the UNIBED experiment. The reasons behind this behavior555

may be enlightened by Figure 8, which shows that our ensemble results for West and East556

Antarctica evolve very differently to the UNIBED case. Specifically, the inclusion of weak557

Earth structure beneath West Antarctica results in less mass loss compared with the UNIBED558

case (Figure 8a–d), while at long timescales and for strong forcing (Figure 8h), central559

estimates of mass loss from East Antarctica (assuming a relatively strong Earth struc-560

ture) are greater than the UNIBED case.561
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Figure 6. Probabilistic projections of the grounded-ice volume under different RCP scenarios:

evolution of the medians and 5–95% probability intervals. Solid lines represent the median pro-

jections while shaded areas are the 5–95% probability intervals that represent the uncertainty in

grounded-ice volume projections due to uncertainty in ELRA parameters. Dashed lines represent

probabilistic projections for which only bedrock adjustment is considered, i.e., without including

gravitationally-consistent sea-level changes. The right ordinate gives an approximation of the

equivalent sea-level (ESL) contribution computed following Goelzer et al. (2020) and considered

as a linear function of grounded-ice volume.

The spatial distribution of mass loss at the end of the projections is shown in Fig-562

ure 9 (as a comparison, grounding-line migration of the UNIBED experiments is displayed563

in Supporting Information Figure S6). Grounded-ice loss follows a pathway of progres-564

sive collapse of the WAIS with increasing warming scenario, followed by a retreat in the565

Wilkes and Aurora basins in the EAIS for RCP 6.0 and 8.5 on longer timescales. For weak566

warming scenarios (RCP 2.6), a complete WAIS collapse has a low probability, even af-567

ter 5000 years of simulations: mass loss is concentrated in the Amundsen Sea sector (Pine568

Island and Thwaites glaciers) and in Siple Coast, but rarely leads to a complete MISI.569

Under RCP 8.5, a complete WAIS collapse in the first millennium has a very high prob-570

ability while on longer timescales the additional mass loss arising from the EAIS is much571

more uncertain, leading to a wide spread in projections of AIS sea-level contribution (rang-572

ing between 7.5 and 15 m at 7000 CE, see Figures 6 and 7d). The probability of ice loss573

by 7000 CE in Aurora basin is much lower than in Wilkes basin (Figure 9d), suggest-574

ing that a complete collapse of Wilkes basin is triggered almost independently of the val-575

ues of the rheological parameters, while the retreat in Aurora basin is strongly depen-576

dent on the solid-Earth structure. This increases the uncertainty in the distribution, mak-577

ing it more skewed or even bimodal (see Figure 10). Naturally, the results presented here578

also depend on the initialization procedure (Cornford et al., 2015; Seroussi et al., 2019),579

even though the influence of initialization decreases with increasing climate forcing. As580

a comparison, the behavior of control simulations under constant present-day climate581

is displayed in Supporting Information (Figures S7–S9). Due to imposed present-day melt582

rates as a representation of present-day forcing, control simulations display a retreat in583

the Amundsen Sea Sector.584
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Figure 7. Antarctic grounded-ice volume (Vg) projections considering uncertainty in Antarc-

tic viscoelastic properties under RCP 2.6 (a), 4.5 (b), 6.0 (c), and 8.5 (d). Colored solid lines

are the median projections while shaded areas are the 33–66% and 5–95% probability intervals

that represent the uncertainty in grounded-ice volume projections due to uncertainty in ELRA

parameters. Black lines correspond to control simulations in which both bedrock and sea-level

adjustments are not included (NOGIA). Dashed red lines correspond to simulations with uniform

reference ELRA parameters (UNIBED) taken from Le Meur and Huybrechts (1996). Grey lines

represent time series of Antarctic grounded-ice volume for the ensemble of 2000 Monte Carlo

simulations. The right ordinate gives an approximation of the equivalent sea-level contribution

computed following Goelzer et al. (2020) and considered as a linear function of Vg.
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Figure 9. Marginal probability of being ungrounded under the four RCP scenarios at

7000 CE. For each RCP scenario, the marginal probability of being ungrounded at a given point

is computed using Monte Carlo estimation with the ensemble of 2000 simulations. Results are for

RCP 2.6 (a), 4.5 (b), 6.0 (c), and 8.5 (d). Grey regions correspond to locations where there is a

0% probability of being ungrounded. Present-day grounding lines are shown in black.
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Figure 10. Probability density functions for the Antarctic (a), West Antarctic (b) and East

Antarctic (c) grounded-ice volumes at the end of the 5000-yr simulations (7000 CE) under the

four RCP scenarios. Dashed lines represent probability density functions for simulations in which

only bedrock adjustment is considered, i.e., excluding gravitationally-consistent sea-level changes.

The delay in WAIS retreat (and collapse for higher RCPs) of our ensemble as com-585

pared to the UNIBED and NOGIA experiments (Figures 7 and 8) is easily explained by586

the fact that a lower upper-mantle viscosity (smaller τW) and, to a lesser extent, a thin-587

ner lithosphere thickness (lower DW) lead to faster and more localized uplift rates in ar-588

eas of mass loss, reducing the water depth (relative sea level) in the vicinity of the ground-589

ing line. This leads to a more stable grounding-line position, hence counteracting MISI590

and lowering projections of future mass loss, as shown by previous studies (Gomez et al.,591

2013; Adhikari et al., 2014; Gomez et al., 2015; Konrad et al., 2015, 2016). As warm-592

ing and time increase, the stabilizing effect of GIA feedbacks on projections of future WAIS593

mass loss decreases: the median of the ensemble gets closer to the UNIBED scenario (Fig-594

ures 8a–d). Under RCP 8.5, WAIS collapse occurs rapidly (after about 1000 years, Fig-595

ure 8d) because the climate forcing overrides the GIA stabilization, even for the weak596

Earth models used in this region. As WAIS collapse nears completion, grounding-line597

retreat is triggered in EAIS marine basins (from RCP 6.0, essentially under RCP 8.5;598

see Figures 8 and 9), leading to a more pronounced grounding-line retreat (greater ice599

loss in the ensemble) as compared with the UNIBED experiment. The reason for this600

is a generally higher regional upper-mantle viscosity (greater τE) compared to the UNIBED601

experiment, leading to lower uplift rates and hence a less stable grounding-line position.602

The weaker stabilizing effect of high τE values occurs despite lower DE values than in603

the UNIBED experiment.604

The above observations are corroborated by the evolution of Sobol sensitivity in-605

dices for the change in grounded-ice volume under the different RCP scenarios (Figures 11a–606

d). Sobol indices decompose the dispersion (variance) of the grounded-ice volume into607

fractions which can be attributed to each uncertain parameter. They can be interpreted608

as measures of the sensitivity of the grounded-ice volume to the input ELRA parame-609

ters. For all RCPs, τW is a highly influential parameter in controlling the ice-sheet re-610

sponse. Its dominating impact shifts from the whole time period (RCP 2.6) towards the611
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Figure 11. Sensitivity of future Antarctic ice sheet behavior to ELRA solid-Earth parame-

ters. Evolution of Sobol sensitivity indices for the grounded-ice volume under RCP 2.6 (a), 4.5

(b), 6.0 (c), and 8.5 (d). The Sobol index of a given uncertain parameter represents the fraction

of the variance of the projections explained as stemming from this sole uncertain parameter. A

value of 1 indicates that the entire variance of the projections is explained by this sole uncer-

tain parameter and a value of 0 indicates that the uncertain parameter has no impact on the

projection uncertainty. Grey area corresponds to the interaction index, which represents the

influence of the interaction between the parameters on the projection uncertainty. Sensitivity

of future grounding-line retreat to solid-Earth structure is highlighted in Figures (e)–(h), where

the position of the grounding line at the end of the 5000-yr simulation for the 2000 Monte Carlo

simulations is color-coded according to the mean value of one of the ELRA parameters. Figures

(e)–(h) show the sensitivity of final grounding-line position under RCP 2.6 to τW (e) and DW (f)

and under RCP 8.5 to τE (g) and DE (h).
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first 1000 years (RCP 8.5) with increasing RCP scenario, demonstrating its control on612

the stability of the WAIS. The second most influential parameter is τE; however its in-613

fluence is limited to the longer timescales of RCP 6.0 and mostly 8.5. Indeed, the pre-614

vailing effect of τE only appears once WAIS collapse has occurred and grounding-line re-615

treat has begun in EAIS marine basins (also shown by Figure 12). The influence of τE616

increases as EAIS retreat progresses. From the Sobol indices, it is clear that spatial vari-617

ability in the lithosphere thickness is less important in controlling the response of both618

ice sheets than spatial variability in upper-mantle viscosity. The WAIS flexural rigidity619

DW does play a role, although less pronounced, and its contribution to the dispersion620

of the distribution progressively decreases as the collapse of the WAIS advances under621

higher RCPs. Sobol indices therefore show a dominant dependence of the projections on622

the relaxation time, with a two-step behavior as climate forcing increases. Note that when623

the sum of the Sobol indices is not equal to 1, the remaining index stems from the in-624

teractions between the parameters.625

The dominant effect of the mantle relaxation time compared to the lithosphere flex-626

ural rigidity can also be observed in Figures 11e–h, which illustrate the influence of solid-627

Earth structure on grounding-line retreat, and Figure 12, which shows the influence of628

solid-Earth structure on projections of future AIS mass loss. Under RCP 2.6 and 4.5,629

WAIS collapse occurs only for the more rigid Earth structures (Figure 9a–b and 11e, f).630

Weak Earth structures thus seem to reduce or delay grounding-line retreat. Note that631

this effect is more pronounced for the Ross and Weddell Sea Embayments than for other632

basins (see Supporting information Figures S10–S14) because of their relatively flat re-633

verse bed slopes (Adhikari et al., 2014). Mass gain may even be observed in the Wed-634

dell Sea Embayment for the weakest Earth structures. Under stronger climate forcings635

(RCP 6.0 and 8.5), the weak Earth structure in WAIS can no longer prevent a collapse.636

In addition, grounding-line retreat is triggered in EAIS. More specifically, under RCP 8.5,637

a significant retreat of the grounding line occurs in the marine basins of Wilkes and Au-638

rora only for stiffer solid-Earth structures (Figures 11g–h), implying that the latter re-639

enforce retreat due to the prediction of greater water depths at the grounding line com-640

pared to weaker solid-Earth configurations. Again, a difference in sensitivity between the641

two EAIS marine basins is observed: in the Aurora basin (where the relaxation time of642

the asthenosphere strongly determines stable grounding-line locations), weak solid Earth643

configurations are still able to (almost) prevent grounding-line retreat while collapse of644

a large portion of the Wilkes basin seems to be engaged whatever the regional viscoelas-645

tic properties considered. This can also be observed in Supporting information Figures S10–646

S14 which display the influence of Earth structure on the timing of the initiation of col-647

lapse for different sectors of the AIS. The influence of Earth structure on grounding-line648

retreat progressively decreases with increasing forcing in the main West Antarctic basins.649

GIA feedbacks have very little influence under RCP 8.5 (especially in the Amundsen Sea650

Embayment) whereas grounding-line retreat may be delayed by several thousands of years651

for some Earth models under weaker forcing. In contrast, an increasing influence of Earth652

structure on the timing of retreat is observed in the Wilkes and Aurora basins as the forc-653

ing increases.654

In order to assess the influence of gravitational effects on the AIS response, we also655

represented in Figures 6 and 10 projections for an ensemble of 2000 Monte Carlo sim-656

ulations without gravitational effects, i.e., with a fixed geoid. These figures show that657

considering gravitationally-consistent geoid changes stabilizes the AIS to a greater ex-658

tent than when only bedrock adjustment is considered, especially under RCP 8.5. In-659

deed, the stabilizing effect of local sea-level adjustment increases with the amount of ice660

mass change involved (see Supporting Information Figures S15-S18). Conversely, when661

grounding-line retreat is triggered in the EAIS, the stabilizing effect of the local pertur-662

bation to the geoid due to ice sheet mass loss is less efficiently counterbalanced by the663

gravitational attraction of rising mantle material (see Supporting Information Fig. S4)664

because of the slower response of the solid Earth in this region. Note that considering665
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gravitational effects can also lead to increased mass loss (as can be observed in Figure 5),666

potential reasons for this are discussed in section 4.667

4 Discussion668

We analyzed the multi-millennial sensitivity of the AIS to near-field relative sea-669

level changes due to GIA, with a specific focus on (i) viscous bedrock changes induced670

by a weak solid-Earth response in West Antarctica, (ii) the contrast with the strong-Earth671

response in East Antarctica, and (iii) the effect of changes in geoid height. With very672

few exceptions (e.g., Gomez et al., 2018), ice-sheet models are typically coupled to Earth673

deformation models that consider spatially-homogeneous solid-Earth properties, what-674

ever their level of complexity: from simple ELRA models (e.g., Pollard et al., 2015; De-675

Conto & Pollard, 2016; Pattyn, 2017), to intermediate Earth-deformation models that676

incorporate mode-dependent relaxation times and elastic deformation (e.g., based on Bueler677

et al. (2007) such as in Golledge et al., 2015; Kingslake et al., 2018; Garbe et al., 2020),678

to full SGVEMs (e.g., Konrad et al., 2015; Gomez et al., 2015; de Boer et al., 2017; Pol-679

lard et al., 2017). However, this homogeneity is not representative of the Antarctic con-680

tinent, which is characterized by a complex viscoelastic setting, with the WAIS under-681

lain by a rift system while the EAIS lies upon an old thick craton (An et al., 2015). This682

translates into strong lateral variations in lithosphere thickness and mantle viscosity be-683

tween the two regions, with a thick lithosphere and high mantle viscosity characteriz-684

ing East Antarctica, and in contrast, a thin lithosphere and low mantle viscosity beneath685

West Antarctica (Morelli & Danesi, 2004; Lloyd et al., 2020; Pappa et al., 2019). In ad-686

dition to this West-East dichotomy, strong viscoelastic heterogeneities (sometimes by sev-687

eral orders of magnitude across relatively short spatial scales) exist within the East and688

West Antarctic regions (An et al., 2015; Chen et al., 2018; Lloyd et al., 2020). Here, we689

use a simple ELRA model adapted to account for lateral variations in viscoelastic prop-690

erties together with an approximation for local geoid changes due to mass changes. The691

use of an ELRA model remains an approximation to a global SGVEM (Konrad et al.,692

2014, 2016), but given the uncertainties associated with Antarctic solid-Earth proper-693

ties (lithosphere thickness and upper-mantle viscosity), we believe that the impact of struc-694

tural uncertainty in GIA models is smaller than the impact of parametric uncertainty.695

Moreover, ice-sheet models are typically run assuming that the sea surface adjacent to696

an ice sheet is uniform, either remaining constant or tracking global mean sea-level changes,697

which is not realistic. In this framework, our elementary and computationally-efficient698

GIA model represents a somewhat comprehensive model of local relative sea-level changes699

(Figure 1), allowing to consider the extent of these viscoelastic uncertainties over a long-700

term probabilistic assessment (hardly envisageable with SGVEMs considering a 3-D Earth701

rheology) while capturing the essential features and processes influencing AIS grounding-702

line stability. However, it is important to mention that in order to be able to study lat-703

eral variability in Antarctic Earth structure, the depth variability of the Earth structure704

within the upper mantle (which may be important) has been ignored, as it is not cap-705

tured by the ELRA model.706

Our results support recent studies (Gomez et al., 2015; Konrad et al., 2015) sug-707

gesting that ice–Earth interactions are not expected to substantially slow down the global708

mean sea-level rise contribution from the AIS over the 21st century, but that these pro-709

cesses could become important on multicentennial and millennial timescales. Indeed, dur-710

ing the first few hundred years, projections from the ensemble show limited differences711

for different solid-Earth configurations (Figures 7a–d), implying that the ice loss over712

this period is mainly governed by climate forcing. On longer timescales, however, the fu-713

ture behavior of the AIS becomes significantly influenced by its solid-Earth structure.714

Similar to Konrad et al. (2015), we show that under limited forcing (RCP 2.6 and 4.5),715

weak solid-Earth configurations are able to significantly delay (sometimes by several thou-716

sands of years) grounding-line retreat or even prevent WAIS collapse. However, the lat-717
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ter cannot be avoided as climate forcing increases (Figure 9). Under strong RCP 8.5, sig-718

nificant divergence in ice mass loss appears after ∼ 1000 years for the different solid-Earth719

structures from the ensemble. At 7000 CE, the 5-95% probability interval corresponds720

to more than 7 meters of sea-level rise (it is less than 2 m for RCPs 2.6, 4.5 and 6.0),721

which means that the sea-level contribution arising from the AIS may be doubled de-722

pending on the local viscoelastic properties. This uncertainty arises from deviations in723

behavior in the EAIS marine basins where grounding-line retreat is triggered by climate724

forcing (in agreement with results from Pollard et al., 2017). Differences between the var-725

ious projections essentially occur in the marine basins of Wilkes and Aurora (which are726

together responsible for more than 60% of the uncertainty in AIS mass loss at 7000 CE727

under RCP 8.5): on long-term timescales, Wilkes basin is more sensitive to the climate728

forcing, leading to a significant grounding-line retreat independent of the solid-Earth struc-729

ture, while the sensitivity of Aurora basin is strongly GIA-dependent (Supporting In-730

formation Figure S14). This difference in behavior between these two basins may prob-731

ably be explained by the contrasting topographic features characterizing both areas, with732

retrograde slopes observed in Wilkes subglacial basin but stabilizing slopes, deep troughs733

and pinning points observed in Aurora basin (Aitken et al., 2016; Morlighem et al., 2019).734

Previous studies evaluating the uncertainty in future Antarctic behavior (e.g. De-735

Conto & Pollard, 2016; Bulthuis et al., 2019) considered either uniform solid-Earth prop-736

erties, or spatially-varying configurations but with smaller uncertainty ranges for the solid-737

Earth parameters. Bulthuis et al. (2019) already suggested that relaxation times beneath738

WAIS that vary widely from a few decades to a few millennia may exert a significant in-739

fluence on the AIS response. Here, we show that uncertainties on millennial timescales740

may be larger than previously thought, mainly arising from the EAIS.741

One of the goals of this study was to compare the projections of our ensemble (con-742

sidering spatially-varying solid-Earth structures) to characteristic projections (Figures 7743

and 8), more specifically to (i) projections neglecting GIA feedbacks and (ii) projections744

considering a homogeneous average solid-Earth structure. In agreement with other work745

(e.g., Konrad et al., 2015; Gomez et al., 2015), our results show that (i) adding GIA feed-746

backs has a stabilizing effect (with a higher impact for weaker solid-Earth structures i.e.,747

low viscosity and, to a lesser extent, thin lithosphere; Konrad et al., 2015, 2016) rela-748

tive to projections that do not include them, and (ii) incorporating the low viscosities749

characterizing West Antarctica makes a difference relative to those projections that as-750

sume a homogeneous average structure. More specifically, the latter overestimate the sea-751

level contribution from the AIS for timescales shorter than 1000 years (Figures 7a–d).752

By 3000 CE, AIS mass loss estimated by the median projections of our ensemble is re-753

duced by about 50% under both RCP 2.6 and 4.5, 30% under RCP 6.0 and nearly 5%754

under RCP 8.5 as compared to the UNIBED projections. In contrast, our results also755

show that for longer timescales and at sufficient climate forcing, i.e., when grounding-756

line retreat in East Antarctica becomes significant (only after WAIS collapse, because757

the EAIS basins are protected by narrower and shallower sills; Pollard et al., 2015), fu-758

ture projections may underestimate the contribution from the EAIS if they do not ac-759

count for the higher than average viscosity of the region (Figures 7d and 8h). By the end760

of the 5000-yr simulations, AIS mass loss may be underestimated by up to almost 40%761

(5-95% probability interval) as compared to UNIBED due to underestimation of EAIS762

mass loss.763

Even though our results generally document the stabilizing effect of GIA feedbacks,764

we have identified two distinct GIA-related behaviors that may induce an increase in mass765

loss relative to projections omitting GIA feedbacks. One class of behavior, represented766

by the lowest grey lines in Fig. 7a is thought to be related to the migration of topographic767

forebulges during bedrock adjustment, which causes local crustal motions (and slopes)768

to change sign (Adhikari et al., 2014), thereby generating configurations that are more769

vulnerable to instability (Kachuck et al., 2020). Note however that forebulges are a com-770
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ponent of our GIA model that are simulated the least accurately (see section 2.2.3). The771

other class of behavior, represented in Fig. 5b, is seen when non-linear feedbacks between772

complex topography and gravitationally-consistent geoid changes lead to unstable grounding-773

line retreat. More specifically, such behavior may be observed in response to the follow-774

ing series of events: (i) the ice sheet simulated by the model including geoid changes lo-775

cally re-advances, probably encouraged by the lower local sea level arising from the grav-776

ity effect of the mass loss occurring in the area and the formation of ice rises, (ii) this777

local ice advance (increase in ice mass) triggers an increase in local sea level, which leads778

to (iii) an increase in grounding-line flux and (iv) upstream thinning beyond the initial779

configuration, such that (v) subsequent retreat causes the grounding line to end up in780

an unstable position. Such non-linear behavior depends on the details of the topogra-781

phy and a specific combination of events such that a small oscillation in ice mass is am-782

plified and the ice sheet ends up in an unstable state.783

The main limitation of our approach lies in its sensitivity to the defined viscoelas-784

tic setting and parameter space, as we adopted rather large uncertainty ranges for the785

ELRA parameters. More realistic probabilistic distribution of the uncertain parameters786

could be inferred using statistical (inverse) methods such as Bayesian inference (e.g., Caron787

et al., 2018) constrained with observed uplift rates. While this is out of the scope of this788

study, we believe that such an analysis would constitute an interesting future work. How-789

ever, note that this inference would intrinsically be biased by the fact that existing ice790

loading histories, i.e., ICE-6G (Argus et al., 2014) and W12 (Whitehouse, Bentley, & Le791

Brocq, 2012; Whitehouse, Bentley, Milne, et al., 2012), do not account for post-2 ka BP792

ice mass change and were tuned to fit geological and geodetic observations by assum-793

ing a laterally-homogeneous solid Earth (van der Wal et al., 2015; Hay et al., 2017). In794

addition, it is important to underline that we made the choice to ignore intra-regional795

viscoelastic heterogeneities in order to focus on the West–East dichotomy. As stated by796

Nield et al. (2018), including lateral variations in solid-Earth rheology at least to the level797

of considering West and East Antarctica separately is important. However, future work798

should focus on taking these intra-regional heterogeneities into account. Indeed, some799

of the most extreme low viscosities are inferred under the modern Thwaites and Pine Is-800

land Glacier regions of the WAIS (Barletta et al., 2018; Lloyd et al., 2020), which are801

currently responsible for the largest contribution of Antarctica to global sea level rise (Rignot802

et al., 2019). Accounting for the full lateral variability of Antarctic Earth structure would803

likely significantly delay projections of mass loss in those areas where unstable grounding-804

line retreat is already underway (Favier et al., 2014; Joughin et al., 2014; Scambos et al.,805

2017). According to Barletta et al. (2018), the low viscosity structure under the Amund-806

sen Sea Embayment might produce a deformation large enough and early enough in the807

deglaciation phase to prevent the complete collapse of the WAIS, even under strong cli-808

mate forcing. Note, however, that the projections of our ensemble that are character-809

ized by the weaker WAIS solid-Earth configurations (hence also applied over the Amund-810

sen Sea Embayment region) still display a complete WAIS collapse under strong forc-811

ing, hereby contradicting Barletta et al. (2018). Another limitation of this study arises812

from the fact that we do not account for present-day bedrock deformation due to past813

ice-sheet changes when we initialize our model (i.e., the solid Earth is assumed to be in814

equilibrium with the initial ice load). Indeed, ongoing deformation may influence the dy-815

namics of the future ice sheet at least until the GIA signal associated with past ice mass816

changes is swamped by the signal due to current and future ice losses. The response of817

the solid Earth to past ice and ocean mass changes tends to reduce grounding-line re-818

treat through uplift of the bedrock (observed in WAIS and at the margins of EAIS, see819

Figure 4; Adhikari et al., 2014; Larour et al., 2019), meaning that mass loss might be820

overestimated. However, in accordance with Adhikari et al. (2014), we find that past load-821

ing is less important than future loading for the evolution of the future bed topography,822

with uplift rates at 2100 CE under the four RCP scenarios predicted to be significantly823

greater than observed present-day rates (see Supporting Information Figure S19). Nonethe-824

less, testing the influence of our equilibrium assumption would constitute an important825
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improvement point for future work. Finally, an additional limitation of our approach is826

associated with the relatively coarse spatial resolution adopted (25 km), reducing our827

ability to properly capture small-scale bedrock features that may affect grounding-line828

migration rates, such as bedrock irregularities or ice shelf pinning points (Morlighem et829

al., 2019). Even though the effect of ice shelf pinning points at sub-grid resolution has830

been introduced through a parameterization (Pollard & DeConto, 2012a), we may ex-831

pect discrepancies between our results and results at high spatial resolutions (<5 km),832

especially for important small ice streams and outlets. Nevertheless, multi-model ensem-833

ble estimates of future ice sheet response within ISMIP6 (Seroussi et al., 2020) clearly834

demonstrate that the overall behaviur of the f.ETISh model is in line with high-resolution835

models. High spatial resolution remains a limiting factor for studying ice sheet behav-836

iur on longer than centennial timescales in a parameter space ensemble, as is presented837

here. Note that the results presented above (i) may depend on the initial conditions adopted838

in the simulations (Cornford et al., 2015; Seroussi et al., 2019) and (ii) are valid for the839

ice sheet parameters listed in Appendix A. Changes in the initial conditions and/or the840

values of those parameters may lead to different ice sheet response scenarios and feed-841

back effects while not changing the overall results for an ensemble of simulations.842

5 Conclusions843

We developed an elementary GIA model using an adapted ELRA model that con-844

siders the regional heterogeneity in Antarctic Earth structure together with an approx-845

imation to local geoid changes due to mass changes. The model is used to investigate846

the sensitivity of the AIS to GIA feedbacks over the next five thousand years. This sim-847

plified model, even though it does not consider the full complexity of the GIA signal, rep-848

resents a somewhat comprehensive model of regional relative sea-level changes and is easy849

to implement in a standalone ice-sheet model. This makes it very useful if one seeks to850

use a computationally-efficient model that captures the essential features and processes851

influencing Antarctic grounding-line stability, including the strong variability in Antarc-852

tic viscoelastic properties. It also allows for the realisation of large ensembles of simu-853

lations and parameter exploration, which is not envisageable with SVGEMs consider-854

ing a 3-D Earth rheology. In this framework, we explore for the first time the complete855

uncertainty range in Antarctic solid-Earth characteristics in a probabilistic assessment856

using 2000 Monte Carlo samples spanning plausible Antarctic solid-Earth structures to857

assess their impact on the response of the AIS to future warming. We show that on multicentennial-858

to-millennial timescales, model projections that do not consider the dichotomy between859

West and East Antarctic solid-Earth structures overestimate (by up to 50% compared860

to the median response) the sea-level contribution from the AIS because regional solid-861

Earth deformation plays a significant role in promoting the stability of the WAIS. How-862

ever, GIA feedbacks cannot prevent WAIS collapse under high-emissions climate scenar-863

ios. At longer timescales and under unabated climate forcing, future mass loss may be864

underestimated (by up to 40% depending on the adopted viscoelastic properties) because865

in East Antarctica, GIA feedbacks associated with stronger Earth models provide a re-866

duced stabilizing effect compared with the spatially-uniform Earth deformation models867

typically considered in numerical ice sheet models. The pathway followed by the future868

AIS is very sensitive to the solid-Earth structure adopted when evaluating the solid-Earth869

component of GIA across Antarctica. The highest uncertainty arises from the EAIS where870

grounding-line retreat in the Aurora Basin is very GIA-dependent. In this context, the871

AIS response might be an even larger source of uncertainty in projecting sea-level rise872

than previously thought. If we want to robustly predict the future behavior of the AIS873

under warming climate, its solid-Earth structure should therefore be better constrained.874
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Table A1. Model symbols, units and nominal values.

Symbol Description Units Value

g Gravitational acceleration m s−2 9.81
ρa Asthenospheric density kg m−3 3370
ρi Ice density kg m−3 910
ν Poisson’s ratio - 0.25
E Young’s modulus GPa 100
Re Earth’s radius m 6.378× 106

Me Earth’s mass kg 5.972× 1024

Appendix A Model Setup875

We performed simulations of the response of the AIS to environmental and para-876

metric perturbations with the fast Elementary Thermomechanical Ice Sheet (f.ETISh)877

model (Pattyn, 2017) version 1.6. The f.ETISh model is a vertically-integrated, thermo-878

mechanical, hybrid ice-sheet/ice-shelf model that incorporates essential characteristics879

of ice-sheet thermomechanics and ice-stream flow, such as the mass-balance feedback,880

bedrock deformation, sub-shelf melting, and calving. The ice flow is represented as a com-881

bination of the shallow-ice (SIA) and shallow-shelf (SSA) approximations for grounded882

ice while only the shallow-shelf approximation is applied for floating ice shelves (Bueler883

& Brown, 2009; Winkelmann et al., 2011). Basal sliding is introduced as a Weertman884

sliding law, i.e.,885

vb = −Ab|τb|m−1τb (A1)

where τb is the basal shear stress, vb the basal velocity, Ab the basal sliding coef-886

ficient – whose values are inferred following the nudging method of Pollard and DeConto887

(2012b) – and m = 3 a sliding exponent. Basal melting underneath the floating ice shelves888

is determined with the PICO model (Reese et al., 2018). Calving at the ice front depends889

on the combined penetration depths of surface and basal crevasses, relative to total ice890

thickness. The depths of the surface and basal crevasses are parameterized as functions891

of the divergence of ice velocity, the accumulated strain, the ice thickness, and surface892

liquid water availability, similar to Pollard et al. (2015) and DeConto and Pollard (2016).893

Prescribed input data include the present-day ice-sheet geometry and bedrock topog-894

raphy from the Bedmachine dataset (Morlighem et al., 2019) and the geothermal heat895

flux by Shapiro and Ritzwoller (2004). Present-day mean surface air temperature and896

precipitation are obtained from van Wessem et al. (2014), based on the regional atmo-897

spheric climate model RACMO2. Following Golledge et al. (2015), we assume that a 1◦C898

increase in air temperature accounts for a 5.3% increase in precipitation. Surface tem-899

peratures are corrected for elevation changes according to a vertical lapse rate (Pollard900

& DeConto, 2012a). Surface melt is determined from a Positive Degree-Day model (Huybrechts901

& De Wolde, 1999). We employed data by Schmidtko et al. (2014) for present-day ocean902

temperature and salinity on the continental shelf.903
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