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Abstract

This thesis presents a novel search for new physics in lepton flavor violating final states, using
the CMS detector. There is first a discussion of the Standard Model of particle physics, with a
particular emphasis on the issue of lepton flavor conservation, and how often that conservation
is violated when generic modifications of the Standard Model are performed. The questions
left unanswered by the Standard Model are presented, as well as some new physics models
which resolve them, and in so doing imply the existence of processes violating charged lepton
flavor conservation. R-parity violating supersymmetry, models with large extra dimensions,
and models with an extra U(1) gauge symmetry are discussed. The Large Hadron Collider, the
CMS detector, its trigger system and event reconstruction software are all described in detail.
The data used for the analysis corresponds to an integrated luminosity of 137 fb−1 collected by
CMS during three years of LHC Run 2 (2016-18), at a center-of-mass energy

√
s = 13TeV.

The background estimation strategy is to use simulations for all processes with real leptons,
while large-yield processes with misidentified leptons are estimated with data-driven methods.
The simulations are corrected by scale factors accounting for experimental calibration and
more precise theoretical calculations. After comparing the observed data and the expected
background, no evidence of new physics is found, and a statistical analysis is performed to
exclude new physics models at the 95 % confidence level. For the benchmark lepton flavor
violating Z’ model, the lower limit in the eµ (respectively eτ , µτ) final state on the resonance
mass is 5.0TeV (resp. 4.2TeV, 4.1TeV). Such an analysis had never been performed in the tau
channels with the CMS detector, and in all channels these results considerably improve on the
previous state-of-the-art results.
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Résumé

Cette thèse présente une analyse de données collectées par le détecteur CMS, dont le but est
la recherche de nouvelle physique dans des états finaux qui violent la conservation de la saveur
leptonique. Elle commence avec une discussion du Modèle Standard de la physique des parti-
cules, en insistant sur la conservation de la saveur leptonique dans ce modèle, et sur la violation
de cette conservation qui découle d’un grand nombre de modifications du Modèle Standard. Les
problèmes non résolus en physique des particules sont présentés, ainsi que certains des modèles
de nouvelle physique qui y répondent, et qui impliquent une violation de la conservation de la
saveur leptonique. Nous discutons notamment la supersymétrie avec violation de la R-parité,
des modèles avec des dimensions supplémentaires, et des modèles avec une symétrie de jauge
U(1) supplémentaire. Ensuite, le LHC, le détecteur CMS, son système de déclenchement et
son logiciel de reconstruction des événements sont tous décrits en détail. Les données analysées
correspondent à une luminosité intégrée de 137 fb−1 collectée par CMS pendant trois années
du Run 2 du LHC (2016-18), à une énergie du centre de masse

√
s = 13TeV. La stratégie

d’estimation du bruit de fond est de simuler tous les processus avec de vrais leptons dans l’état
final, mais des méthodes basées sur les données sont utilisées pour les principaux bruits de
fond où les leptons sont en fait des particules mal identifiées. Des facteurs de correction sont
appliqués aux simulations afin de tenir compte d’effets expérimentaux et de calculs théoriques
plus précis. Les données s’avèrent être compatibles avec les estimations du bruit de fond, en
tenant compte des incertitudes, et une analyse statistique est faite afin d’exclure des modèles de
nouvelle physique à un niveau de confiance de 95 %. Pour le modèle de référence, un boson Z’
avec des désintégrations qui ne conservent pas la saveur leptonique, les limites inférieures sur la
masse de la résonance sont respectivement 5.0TeV, 4.2TeV et 4.1TeV pour les états finaux eµ,
eτ et µτ . C’est la première analyse CMS de ce genre dans les états finaux eτ et µτ , et dans tous
les canaux les résultats sont des améliorations considérables par rapport aux meilleurs résultats
précédents.

iv



Contents

Introduction ix

I Theory overview and experimental state of the art 1

1 The Standard Model of particle physics and lepton flavor conservation 3
1.1 Why the Standard Model? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 A more detailed view of the Standard Model . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Standard Model particles and forces . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Spontaneous symmetry breaking via the Brout-Englert-Higgs mechanism 7
1.2.3 The full Lagrangian of the Standard Model . . . . . . . . . . . . . . . . . 9
1.2.4 Why lepton flavor violating processes are forbidden in the Standard Model 10

1.3 Standard Model predictions and experimental tests . . . . . . . . . . . . . . . . . 12
1.4 Standard Model incompleteness and hints of new physics . . . . . . . . . . . . . 14

2 Beyond the Standard Model, towards charged lepton flavor violation 17
2.1 R-parity violating supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 A short overview of supersymmetry theory . . . . . . . . . . . . . . . . . 17
2.1.2 R-parity conservation and violation . . . . . . . . . . . . . . . . . . . . . 18

2.2 Quantum black holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Extra dimensions and the weakness of gravity . . . . . . . . . . . . . . . . 20
2.2.2 From extra dimensions to quantum black holes . . . . . . . . . . . . . . . 21

2.3 Lepton flavor violating heavy H bosons . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Lepton flavor violating heavy Z’ bosons . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 The experimental state of the art in charged lepton flavor violation searches . . . 25

2.5.1 Low energy searches for lepton flavor violation . . . . . . . . . . . . . . . 25
2.5.2 Lepton universality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.3 High energy searches for lepton flavor violation . . . . . . . . . . . . . . . 29

II Experimental hardware and software 31

3 The Large Hadron Collider and the Compact Muon Solenoid 33
3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Physical layout of the LHC . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.2 Particle beams in the LHC . . . . . . . . . . . . . . . . . . . . . . . . . . 35

v



3.1.3 The LHC injection chain . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.4 Past and future operations timeline . . . . . . . . . . . . . . . . . . . . . 37

3.2 The Compact Muon Solenoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Overview of CMS and its coordinate system . . . . . . . . . . . . . . . . . 39
3.2.2 The silicon tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 The electromagnetic calorimeter . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.4 The hadronic calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.5 The muon system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 The CMS trigger system 51
4.1 Level-1 trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1.1 Calorimeter trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2 Muon trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.3 Global trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 High Level Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.1 HLT algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 HLT rates monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.3 Dataset overlap study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 Object reconstruction in CMS 67
5.1 Reconstruction of tracks, vertices and calorimeter clusters . . . . . . . . . . . . . 67
5.2 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Photons and hadrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6 Missing transverse energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.7 Taus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.7.1 Reconstruction of hadronic taus . . . . . . . . . . . . . . . . . . . . . . . 79
5.7.2 Identification of hadronic taus . . . . . . . . . . . . . . . . . . . . . . . . 81
5.7.3 Study of the efficiency of the anti-jet discriminators . . . . . . . . . . . . 84

III Analysis of lepton flavor violating final states 93

6 Datasets and simulations 95
6.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.2.1 General overview of event simulation for collider experiments . . . . . . . 96
6.2.2 Simulation of lepton flavor violating new physics . . . . . . . . . . . . . . 97
6.2.3 Simulation of Standard Model processes . . . . . . . . . . . . . . . . . . . 99
6.2.4 Normalization, pileup reweighting and other scale factors . . . . . . . . . 100

7 Analysis strategy 103
7.1 Trigger paths and event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2 Discriminating variables: invariant mass and collinear mass . . . . . . . . . . . . 106
7.3 Background estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4 Tau identification: comparison between boosted decision trees and DeepTau

algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

vi



8 Data-driven background estimations 121
8.1 Data-driven background estimations in the eµ final state . . . . . . . . . . . . . . 121

8.1.1 Electron and muon fake rates . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.1.2 Validation with the same sign method . . . . . . . . . . . . . . . . . . . . 122

8.2 Backgrounds with jet → τ fakes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.2.1 The fake factor method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2.2 Fake factors from different control regions . . . . . . . . . . . . . . . . . . 127
8.2.3 Fake factor dependence on the light lepton pT . . . . . . . . . . . . . . . 128
8.2.4 Validation using simulated events . . . . . . . . . . . . . . . . . . . . . . 131
8.2.5 Fake factor dependence on jet flavor . . . . . . . . . . . . . . . . . . . . . 136

9 Signal region events and statistical analysis 139
9.1 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.2 Lepton kinematics and mass plots . . . . . . . . . . . . . . . . . . . . . . . . . . 142
9.3 Statistical analysis and limits on new physics models . . . . . . . . . . . . . . . . 145
9.4 Discussion of the results and prospects . . . . . . . . . . . . . . . . . . . . . . . . 153

Conclusion 158

A Special relativity and particle physics conventions 161

B Validation of the tt̄ background estimation 165

C Comparison of jet → τ fakes in the eτ and µτ channels 179

Bibliography 181

vii



viii



Introduction

Modern scientific instruments allow us to observe the universe at vastly different distance
scales. Telescopes have been used to observe other planets in the solar system for centuries, and
more recently deep space telescopes give us insight into galaxies and galaxy clusters, the largest
structures in the universe. It is also possible to probe the smallest distance scales: optical mi-
croscopes reveal the inner machinery of cells, and electronic microscopes allow even individual
molecules and atoms to be observed. Cosmic ray experiments and particle colliders allow us to
probe matter even deeper, at the subatomic level. This is the realm of particle physics, where
the smallest known constituents of matter are studied.

Particle physics is also known as high energy physics, due to the ever higher energy densi-
ties needed to probe the smallest distance scales. Over the last century, particle colliders have
thus been made ever bigger and more powerful in order to achieve the highest center-of-mass
energies at the point of collision. The machine that is currently at the world’s energy frontier
is the CERN Large Hadron Collider (LHC), located at the French-Swiss border near Geneva.
It collided protons at an unprecedented 13TeV center-of-mass energy from 2015 to 2018, and is
expected to reach 14TeV at some point in the near future. This thesis analyzes data collected
by the CMS detector at one of the collision points of the LHC, and addresses some of the open
questions in particle physics.

Particle physics is described by the Standard Model (SM), which was constructed pro-
gressively in th 1960s and 70s as a large number of experimental discoveries demanded new
theoretical explanations. It provides the current best explanation for all phenomena relating
to three of the four fundamental forces: electromagnetism, and the weak and strong nuclear
forces. Electromagnetism and the weak force are described at high energy by the electroweak
theory, while the strong force is described by quantum chromodynamics. Together, these two
descriptions form the Standard Model, which has been very successful at explaining novel ex-
perimental phenomena. But there are still some lingering issues: most notably, experiments
have found that neutrinos have non-zero masses, in contradiction with their SM masslessness.
Neutrino masses can be accomodated in the SM framework, but there is still disagreement
about how exactly it should be done, and they could instead be a sign of the existence of new
physics. Other problems in the SM include its incompatibility with the fourth fundamental
force, gravity, and the lack of a good description of the dark matter and dark energy observed
at galactic and cosmological scales. A more contested issue is the hierarchy problem, which is
related to the large difference between the electroweak and quantum gravity scales, and seems
to impose some fine-tuning of the scalar Brout-Englert-Higgs boson mass parameter. There is
some debate about whether this apparent fine-tuning is a problem, but in any case many new
theories have been advanced which lack this feature.

There are three families of leptons in the SM: the negatively charged electrons, muons and
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taus, and their respective chargeless neutrinos (electron, muon and tau neutrinos). All of these
particles have their own anti-particles. An accidental feature of the SM with massless neutrinos
is that lepton flavor is conserved, i.e. there is a conservation of the total number of electrons
and electron neutrinos minus the total number of anti-electrons and electron anti-neutrinos (the
same is true replacing electrons by muons or taus). This conservation is accidental since it is
not explicitly imposed as a symmetry, it is simply a consequence of the specific way in which
the SM is constructed. Small tweaks to the SM, such as non-zero neutrino masses, often result
in lepton flavor non-conservation. In general, unless lepton flavor conservation is explicitly
imposed as a symmetry, SM extensions generically feature lepton flavor violating phenomena.
Currently, such violations have only been observed in the neutrino sector, but in many new
physics models observable effects also exist in the charged lepton sector. The search for lepton
flavor violating phenomena in colliders such as the LHC is a necessary complement to the many
searches already performed in lower energy experiments probing e.g. muon decay.

The thesis is organized in three parts, with part I providing an overview of the theory and the
experimental state of the art in lepton flavor violation searches, part II describing the machines,
detectors and software necessary to carry out the experiments and collect the data, and part III
summarizing the analysis of the three lepton flavor violating final states. Part I is divided into
chapter 1 explaining the Standard Model and chapter 2 introducing some new physics models
and summarizing the experimental state of the art. Part II contains chapter 3, which describes
the LHC and the CMS detector, chapter 4, which describes the system used to trigger data
acquisition in CMS, and chapter 5, which introduces the various algorithms used to reconstruct
collision events in CMS, with a focus on those most relevant to the analysis. Part III starts
with chapter 6, which lists the specific datasets and simulation samples used in the analysis, as
well as providing some details into how the simulations are done, then comes chapter 7, which
describes the analysis strategy in signal event selection and background estimation, followed by
chapter 8, describing the data-driven background estimation techniques used for events with
wrongly-identified leptons. The final chapter (chapter 9) shows comparison plots between ob-
served and expected events in the signal-optimized data region, explains the statistical analysis
performed, shows the results of the analysis, and discusses how they relate to other experiments.

x
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1
The Standard Model of particle physics and lepton

flavor conservation

Particle physics, also known as high energy physics, is the field that studies the most fun-
damental constituents of matter and their interactions. The high energy density conditions
necessary to probe such phenomena can be recreated in particle colliders or accelerators, or ob-
served in radioactive decays or cosmic ray experiments. Two new forces (the weak and strong
nuclear forces) and an ever-growing number of particles were discovered by such experiments
during the 20th and 21st centuries, culminating in the discovery of the H boson in 2012 at
the LHC. All of these new particles fit into a theoretical framework called the Standard Model
(SM). The SM explains an enormous variety of observations with great accuracy, but a certain
number of open questions do remain.

This chapter starts in section 1.1 with a historical overview of the experimental discoveries
and theoretical breakthroughs which motivated the construction of the SM. Section 1.2 pro-
vides a general description of the SM, with a subsection focusing on lepton flavor conservation.
Section 1.3 discusses how theoretical predictions are made from the SM Lagrangian, and shows
some examples of experimentally confirmed predictions. The chapter closes in section 1.4 with
examples of the shortcomings of the SM and why there are searches for new physics.

1.1 Why the Standard Model?

The first subatomic particle to be discovered was the electron, in 1897, by J. J. Thomson [1].
He showed that what were then known as cathode rays were composed of corpuscules much
lighter than atoms, and that they were negatively charged 1. Many other discoveries were made
in the following decades. By the 1950s, protons, neutrons, neutrinos, anti-electrons, muons,
pions, and kaons were discovered, among others. Some were predicted by theory, some were
unexpected. New models were needed in order to explain what was then called the “particle
zoo”.

Regularities were observed in a subset of these particles that we now call hadrons. They
could be classified according to their quantum numbers, like isospin 2 and strangeness [2, 3].
Those properties could be explained if hadrons were not fundamental particles, and were instead
made up of smaller constituents called quarks. Evidence from deep inelastic scattering exper-
iments, where high-energy electrons are made to collide into protons, showed that protons do
have internal structure in the form of pointlike particles [4], which were identified with quarks.

1. He also computed their charge-to-mass ratio.
2. Isospin used to be called isotopic spin.
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The existence of hadrons made up of three identical quarks with the same spin 3, combined with
the impossibilty for fermions to have the exact same quantum numbers, indicated that quarks
had additional degrees of freedom. This additional degree of freedom was called “color” and
identified as the charge of the strong nuclear force, which binds quarks together and confines
them into hadrons. The full description of the strong interaction is then provided by a theory
called Quantum Chromodynamics (QCD) [5].

At the same time as progress was made to explain the hadron properties and their strong
interactions, the weak nuclear force and the electromagnetic interaction were better understood.
Electromagnetism alone was already successfully explained by the Quantum Electrodynamics
(QED) theory developed by Feynman [6] and others. Low energy phenomena caused by the
weak nuclear force were described by Fermi theory, but the theory broke down at high energy
because the interaction rate grows ever higher with no upper bound. The introduction of new
massive mediator bosons would solve this divergent interaction rate problem, but there seemed
to be no consistent way to assign a mass to the bosons. This problem was solved with the
Brout-Englert-Higgs mechanism [7, 8], where spontaneous symmetry breaking assigns a mass
to the otherwise massless mediator bosons. At high energy the electromagnetic and weak forces
are replaced by the electroweak forces [9]: the photon and the Z and W bosons are mixtures of
the electroweak bosons.

The combination of QCD and electroweak theory is what is now called the Standard Model
of particle physics.

1.2 A more detailed view of the Standard Model

1.2.1 Standard Model particles and forces

The SM provides a description of the electromagnetic force, and also of the strong and
weak nuclear forces. No attempt is made to describe gravity. The model is based on a gauge
symmetry, which means that its Lagrangian is invariant not only under global symmetry trans-
formations, but also under local transformations, which may depend on spacetime coordinates.
In order to enforce invariance under local transformations, it is necessary to introduce vector
fields with special transformation properties into the Lagrangian. These vector fields have as-
sociated particles called gauge bosons and mediate the forces described in the SM.

The model is also explicitly Lorentz-invariant, i.e. invariant under rotations and boosts
from the symmetry group of special relativity.

The SM particle content consists of three generations of fermions, of the previously men-
tioned gauge bosons, and of the Brout-Englert-Higgs boson (“H boson” in the rest of this thesis),
see table 1.1 for a summary. All particles have corresponding antiparticles, except for the pho-
ton and the Z and H bosons which are their own antiparticles. Particles and antiparticles have
the same mass and lifetime but opposite charges. Particles are classified according to their
properties, some of which are:

• Their flavor, which is a quantum number conserved by the strong and electromagnetic
interactions, but is sometimes violated by the weak force. Conventionally, each quark in
the second and third generation is assigned its own flavor (strangeness, charm, bottomness
and topness). For the first generation, another quantum number is used, isospin. For
leptons, each generation is assigned a separate flavor or lepton number, e.g. one would

3. For example, the Ω− is composed of three strange valence quarks with parallel spins.
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compute the electron lepton number of a group of particles by summing the number
of electrons and electron neutrinos and subtracting the number of anti-electrons and
electron anti-neutrinos. Separate numbers are calculated for the second and third lepton
generations by replacing “electron” by “muon” and “tau” in the previous sentence. All
three lepton numbers would be conserved in the SM if neutrinos were massless.

• Their electric charge, which determines how the particle is affected by the electromag-
netic force.

• Their color charge, which determines the particle’s interactions via the strong force.
Since differently colored particles cannot be observed individually and distinguished, we
only specify whether a particle posseses a color charge or if it is color neutral.

• Their spin, which determines how the particle transforms under rotations. Spin can take
any positive integer or half-integer value, corresponding to a specific representation of the
rotation group, and also to the particle’s intrinsic angular momentum in reduced Planck
constant (~) units. The spin-statistics theorem relates a particle’s spin to the statistical
equations it obeys: all particles with integer spin are bosons while those with half-integer
spin are fermions. Bosons follow Bose-Einstein statistics which allow many identical
particles to occupy the same quantum state, while fermions follow Fermi-Dirac statistics
and are bound by the Pauli exclusion principle, which states that no two identical fermions
can occupy the same quantum state. Fundamental particles are only known to exist in
three spin varieties: 0 for the H boson, 1/2 for fermions, and 1 for gauge bosons. Those
three spin varieties correspond to three different representations of the rotation group:
the scalar representation (spin 0), the spinor representation (spin 1/2) and the vector
representation (spin 1). This is why the H boson is called a scalar boson, fermions are
described by spinors and gauge bosons are called vector bosons.

• Their mass, which determines the relation between the energy and the momentum of a
freely propagating particle. Massless particles always propagate at the speed of light c.
Note that this thesis uses the “natural units” of particle physics (cf. appendix A), and
thus masses are given in electron-Volts or multiples thereof.

• Their lifetime, which corresponds to the average time needed for the particle to decay.
Some particles are stable and never decay.

SM fermions are divided into those that are affected by the strong force, called quarks,
and those that are not, called leptons. First generation fermions, except neutrinos, are the
building blocks of atoms. The two extra generations are very similar to the first one, each first
generation fermion has two higher generation equivalents sharing most of their properties. The
only differences are that the second and third generation fermions have different flavors, higher
masses, and are all unstable, with varying lifetimes 4.

The gauge bosons can be divided according to which force they mediate. The photon is mass-
less and mediates the electromagnetic force, gluons are also massless and mediate the strong
force, while the W± and Z bosons are massive and are responsible for the weak interaction.
The electromagnetic force is the only long-distance-acting force of the three, because the weak
force is exponentially suppressed by its massive gauge bosons, and the strong force is confined
into color-neutral hadrons 5 and exponentially suppressed outside of them.

The three forces derive from the SM gauge symmetry group (SU(3)C × SU(2)L × U(1)Y)
and its spontaneous symmetry breaking. SU(3)C, where the "C" stands for "color", is the strong
interaction symmetry group. This group only acts on particles with color charge, i.e. quarks

4. Neutrinos are too light for any decay to be observed. Instead, we observe them oscillating between different
flavors.

5. This hasn’t been mathematically proven but is strongly suspected by theorists.
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Fermions Gauge bosons H bosonGeneration I Generation II Generation III

Quarks

u c t W± H
up charm top W± bosons H boson
2/3 2/3 2/3 ±1 0

' 2 MeV 1.3 GeV 173 GeV 80 GeV 125 GeV

d s b Z
down strange bottom Z boson
-1/3 -1/3 -1/3 0

' 4 MeV ' 100 MeV 4.7 GeV 91 GeV

Leptons

e µ τ γ
electron muon tau photon

-1 -1 -1 0
511 keV 106 MeV 1.777 GeV 0

νe νµ ντ g
electron muon tau gluonsneutrino neutrino neutrino

0 0 0 0
< 1 eV < 1 eV < 1 eV 0

Table 1.1 – Standard Model particles. Within each box, the first line shows the particle’s
symbol, the second its name, the third its electric charge (in multiples of the elementary charge
e ' 1, 6 · 10−19 C), and the last line its mass. There are eight different gluons and each of the
six quark flavors exists in three different colors.

and the SU(3)C gauge bosons themselves, the gluons. The SU(2)L ×U(1)Y group corresponds
to the electroweak interactions. It is spontaneously broken to the electromagnetism symme-
try group U(1)e.m. via the Brout-Englert-Higgs mechanism, on which more detail is given in
section 1.2.2. Before symmetry breaking, the U(1)Y gauge boson is massless and acts on each
particle according to the value of one of their quantum numbers, called weak hypercharge. The
SU(2)L "weak isospin" gauge bosons are also massless and act only on fermions with left-handed
chirality, hence the "L" subscript. The chirality of a fermion is well-defined for two-component
Weyl spinors, which describe all fermions before the spontaneous symmetry breaking, as op-
posed to four-component Dirac spinors, which describe all massive SM fermions after symmetry
breaking. The chirality of a Weyl spinor can be either left- or right-handed, and describes under
which representation of the Lorentz group it transforms. A Dirac spinor is a mixture of one
left-handed and one right-handed Weyl spinors.

A particle’s electric chargeQ, weak isospin T3 and hypercharge Y are related by the following
formula:

Q = T3 +
1

2
Y (1.1)

After symmetry breaking, three of the four SU(2)L ×U(1)Y gauge bosons acquire a mass
and become the weak force W± and Z bosons, while the last one remains massless and becomes
the photon.
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1.2.2 Spontaneous symmetry breaking via the Brout-Englert-Higgs mecha-
nism

The weak force massive gauge bosons pose a problem because writing an explicit mass term
for them in the SM Lagrangian would violate unitarity, making some probabilities infinite (an
obvious inconsistency). The Brout-Englert-Higgs mechanism is a way to give a mass to these
bosons while preserving unitarity. As a bonus, it also allows fermions to acquire mass. Massive
fermions are a mixture of left-handed and right-handed chiral states, but only left-handed chi-
ral states are affected by the SU(2)L group and thus the weak isospin force. Before symmetry
breaking, left-handed and right-handed fermions are all massless and form two distinct groups,
it is only after symmetry breaking that they mix and the corresponding mixture acquires a mass.

Before symmetry breaking, the electroweak sector of the SM Lagrangian is:

LEW =
∑
ψ

ψ̄γµiDµψ − 1

4
Wµν
a W a

µν −
1

4
BµνBµν (1.2)

where:

• ψ is a fermion field. Left-handed fermions are SU(2)L doublets and right-handed ones are
SU(2)L singlets.

• µ, ν = 0, 1, 2, 3 are spacetime coordinate indices, with 0 denoting time and 1-3 space. The
sum over repeated indices is implied 6.

• γµ are the Dirac matrices.
• Dµ is the electroweak covariant derivative, with Dµ = ∂µ + ig′ 12Y Bµ + ig 1

2σ
a
LW

a
µ

• σaL are the Pauli matrices, the "L" subscript indicates they only act on left-handed
fermions.

• Y is the generator of the U(1)Y group, it acts on fields according to their weak
hypercharge.

• Bµ and W a
µ are respectively the U(1)Y (“weak hypercharge”) and SU(2)L (“weak

isospin”) gauge fields.
• g′ and g are respectively the U(1)Y and SU(2)L coupling constants.

• −1
4W

µν
a W a

µν and −1
4B

µνBµν are the kinetic terms for respectively the weak isospin and
weak hypercharge fields. Note that these gauge-invariant kinetic terms can only be written
because the fields are massless.

For the Brout-Englert-Higgs mechanism to work, a complex scalar SU(2)L doublet Φ, with
weak hypercharge YΦ = 1, is needed. One can write it as a function of four real fields φa:

Φ =

(
φ1 + iφ2
φ3 + iφ4

)
(1.3)

The introduction of a scalar doublet implies the existence of a scalar Lagrangian:

LH = (DµΦ)
†DµΦ− V (Φ†Φ) (1.4)

where the two terms are:
• A kinetic term for Φ with the covariant derivative Dµ: (DµΦ)

†DµΦ.

6. Appendix A gives more information on special relativity and mathematical conventions used in this thesis.

7



• A potential V (Φ†Φ), depending on the gauge invariant scalar expression Φ†Φ. Then, the
most general gauge-invariant expression for the potential is V (Φ†Φ) = µ2Φ†Φ+λ

(
Φ†Φ

)2,
because higher powers of Φ†Φ would lead to a breakdown of the theory at high energy,
similarly to the way it happens to the Fermi theory of weak interactions. Note that λ
must be positive for the potential to have a minimum.

We are interested in what happens at low energies, close to the vacuum. In a vacuum, the
potential V (Φ†Φ) is minimized. A necessary condition for the minimum point of the potential
is that its derivatives need to be zero:

V (Φ†Φ) = µ2
(
φ21 + φ22 + φ23 + φ24

)
+ λ

(
φ21 + φ22 + φ23 + φ24

)2
0 ≡ ∂V

∂φa
= 2µ2φa + 4λφa

(
φ21 + φ22 + φ23 + φ24

)
, a = 1, 2, 3, 4 (1.5)

If µ2 > 0, then there is only one minimum: all φa = 0. The spontaneous symmetry breaking
happens when µ2 < 0. In that case, the point where all φa = 0 is a local maximum, so the
minimum or the minima must be found elsewhere, where at least one of the φa is non-zero.
There is an infinity of such minima, but by convention, φ3 is the field chosen to have a non-zero
value v at the minimum, while the values of all other φa are set to zero. v can be related to µ2
and λ by replacing φ3 = v and φ1 = φ2 = φ4 = 0 in equation 1.5:

0 = 2µ2v + 4λv(v2)

0 = µ2 + 2λv2

v =

√
−µ2
2λ

(1.6)

The value of Φ at its minimum is called its vacuum expectation value:

〈Φ〉 =
(
0
v

)
(1.7)

From equations 1.4 and 1.6, the scalar sector of the SM Lagrangian can be rewritten like
this 7:

LH =

∣∣∣∣(i∂µ − g′
1

2
Y Bµ − g

1

2
σaLW

a
µ

)
Φ

∣∣∣∣2 − λ
(
Φ†Φ− v2

)2
(1.8)

If the scalar doublet is rewritten as an expansion around its vacuum expectation value:

Φ′ ≡ Φ− 〈Φ〉 = Φ−
(
0
v

)
(1.9)

and we inject it in equation 1.8, then terms mixing v, three of the scalar φa fields, and the
gauge fields Bµ and W a

µ appear. With a suitable choice of gauge, these can be interpreted as
mass terms, and the three φa fields are absorbed into a new definition of the gauge bosons. The
fourth scalar degree of freedom corresponds to the H boson. There is a final complication in
that the Bµ field and one of the three W a

µ fields mix and produce the massive Z boson and the
massless photon. The massive W± bosons arise from the two other W a

µ fields.

To summarize: at high enough energies, the difference between the fake minimum (all
φa = 0) and the true minimum (〈Φ〉) is irrelevant and interactions are mediated by massless

7. Ignoring the constant term λv4 that does not change the underlying physics.
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electroweak bosons. At lower energies, the difference becomes important and the electroweak
interactions become the electromagnetic force mediated by the massless photon and the weak
force mediated by the massive W± and Z bosons. This is called spontaneous symmetry breaking.

Fermion masses come from their Yukawa interactions with the scalar doublet, which mixes
left- and right-handed chiral states. The Yukawa Lagrangian is:

LYukawa = −Q̄iL Γiju Φ̃ujR − Q̄iL Γ
ij
d ΦdjR − L̄iL Γ

ij
e ΦejR + h.c. (1.10)

where:
• the QiL are the left-handed quark SU(2)L doublets (one for each of the three generations).

A doublet is composed of one up-type quark and one down-type quark.
• the LiL are the left-handed lepton doublets, composed of one charged lepton and one

neutrino.
• ujR, djR and ejR are SU(2)L singlets, respectively the right-handed up-type quarks, down-

type quarks and charged leptons. Note that there are no right-handed neutrinos.

• Φ̃ = iσ2LΦ
?, where Φ? is the complex conjugate of Φ and σ2L =

(
0 −i
i 0

)
is the second

Pauli matrix. The introduction of Φ̃ is necessary because Φ would only allow interactions
between the down-type quarks.

• Γiju , Γijd and Γije are 3x3 complex matrices determining the fermion interactions with the
scalar field.

• h.c. means hermitian conjugate.
If we do the substitution from 1.9 again, mass terms proportional to v and linking left- and

right-handed fermions appear, as illustrated in equation 1.11 below. This is similar to what
happens with the gauge bosons.

QiL =

(
uiL
diL

)
, LiL =

(
νiL
eiL

)
LYukawa 3 −

(
ūiL d̄iL

)
Γiju

(
v
0

)
ujR −

(
ūiL d̄iL

)
Γijd

(
0
v

)
djR −

(
ν̄iL ēiL

)
Γije

(
0
v

)
ejR + h.c.

LYukawa 3 −v · ūiL Γiju u
j
R − v · d̄iL Γ

ij
d d

j
R − v · ēiL Γije e

j
R + h.c. (1.11)

In this construction neutrinos remain massless. It is known by now that neutrinos do
have masses, which is the only way to explain the flavor oscillation observed by e.g. Super-
Kamiokande [10]. There is no widely-agreed way to include neutrino masses in the SM, there
are many possibilities, but note that there is the straightforward solution of introducing right-
handed neutrinos and adding a term similar to the up-type quark term, making use of Φ̃.

1.2.3 The full Lagrangian of the Standard Model

The full particle content and interactions of the SM can be specified by writing its La-
grangian. Parts of it were already shown in section 1.2.2 in order to explain the Brout-Englert-
Higgs mechanism. The Lagrangian is constructed by:

1. Introducing the fermion fields (ψ = QL, LL, uR, dR and eR) and their kinetic terms.
2. Requiring Lorentz invariance.
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3. Requiring the SU(3)C × SU(2)L × U(1)Y gauge invariance of the fermion kinetic terms.
They cannot be of the form ψ̄γµ∂µψ, because that would not be invariant under the trans-
formation ψ → U(x)ψ where U(x) depends on spacetime coordinates. This necessitates
the introduction of vector fields with special transformation properties, the gauge fields,
and the partial derivative ∂µ needs to be substituted by the covariant derivative Dµ which
contains gauge field terms in a way that ensures gauge invariance. Kinetic terms for the
gauge field also need to be added.

4. Introducing the SU(2)L scalar doublet needed for the Brout-Englert-Higgs mechanism, its
potential (with a non-zero vacuum expectation value) and its kinetic term.

5. Including all possible renormalizable interaction terms. Any interaction term that can be
written between any of the SM fields should be included, unless they are non-renormalizable.
This last requirement is equivalent to disallowing any interaction terms where the coupling
constant would have negative mass dimensions.

The full SM Lagrangian is then

LSM =
∑
ψ

ψ̄γµiDµψ + |iDµΦ|2 − λ
(
Φ†Φ− v2

)2
+ LGauge + LYukawa (1.12)

where:

• Dµ is the covariant derivative of the full Lagrangian, with an extra term compared to
the electroweak-only Lagrangian. Dµ = ∂µ + igsT

aGaµ + ig 1
2σ

a
LW

a
µ + ig′ 12Y Bµ, where gs

is the strong force coupling constant, T a are the generators of the SU(3)C group and Gaµ
the corresponding gauge fields.

• The kinetic terms for the gauge fields are in LGauge = −1
4G

µν
a Gaµν− 1

4W
µν
a W a

µν− 1
4B

µνBµν

• LYukawa is the same as in equation 1.10.

1.2.4 Why lepton flavor violating processes are forbidden in the Standard
Model

The SM has a certain number of accidentally conserved quantities, which are not explictly
imposed as symmetries of the theory but which are conserved anyway as a consequence of other
aspects of the model. Those accidental conservation laws are usually related to flavor quantum
numbers. For example, one can assign a baryonic number B = +1 for baryons (B = 1

3 for
quarks) and B = −1 for antibaryons (B = −1

3 for antiquarks), and the total baryonic number
of a collection of particles will not change under SM processes. The same happens if one intro-
duces a leptonic number L, with L = +1 for leptons and L = −1 for antileptons. In fact, in
the absence of neutrino masses, lepton numbers are conserved individually for each of the three
generations, i.e. lepton flavor violating (LFV) processes are not allowed in the SM.

A comparison with the quark flavor sector is useful to understand why this accidental lepton
flavor conservation occurs. There are three terms in the SM Lagrangian where quark flavors
can mix: the weak force term in the covariant derivative and the two quark-scalar Yukawa
interaction terms (one allowing up-type quarks to have masses, the other one for down-type
quarks). The matrices Γiju and Γijd from equation 1.10 are generic complex matrices which can
be diagonalized by a suitable biunitary transformation, i.e. by multiplying them on the left
and the right by two different unitary matrices. Four independent (unitary) changes of basis
can be performed for the left and right-handed down-type and up-type quarks, as illustrated in
equation 1.13 below:
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U †
uR
UuR = U †

uL
UuL = U †

dR
UdR = U †

dL
UdL = 1

uR → u′R = UuRuR, uL → u′L = UuLuL

dR → d′R = UdRdR, dL → d′L = UdLdL (1.13)

The four unitary matrices UuR , UuL , UdR and UdL are independent and can be chosen in
such a way that they diagonalize the Yukawa matrices Γu and Γd:

ūL Γu uR = ūL U
†
uL
UuL Γu U

†
uR
UuR uR = ū′LDu u

′
R

d̄L Γd dR = d̄L U
†
dL
UdL Γd U

†
dR
UdR dR = d̄′LDd d

′
R (1.14)

where Du and Dd are diagonal matrices. This diagonal form corresponds to the usual
understanding of mass, non-diagonal mass terms would imply that particles mix into each
other while they are freely propagating through space. However, this comes at the cost of
making the charged weak interactions non-diagonal. First let us consider the part of the SM
Lagrangian containing the weak interactions:

LSM 3 Q̄Lγ
µiDµQL 3 −g

2
Q̄Lγ

µσaLW
a
µQL = −g

2

(
ūL d̄L

)
γµσaLW

a
µ

(
uL
dL

)
(1.15)

The W a
µ can be rearranged into a neutral boson W 3

µ which does not change fermion flavor,
and two charged bosons W+

µ and W−
µ which e.g. allow up-type quarks to decay into down-type

quarks and vice-versa. The part with the charged bosons is the one that interests us. We can
switch to the diagonal mass basis:

LSM 3 −g ūLγµW+
µ dL + h.c.

LSM 3 −g ūL U †
uL
UuL γ

µW+
µ U †

dL
UdL dL + h.c. = −g ū′LγµW+

µ UuLU
†
dL
d′L + h.c. (1.16)

In the most general case, UuLU
†
dL

is not a diagonal matrix, and thus the exchange of W±

bosons allows mixing between different quark generations. The mixing matrix is known as the
Cabibbo-Kobayashi-Maskawa (CKM) matrix, and contains four physical parameters. Three
of them are mixing angles between quark generations and the other is a complex phase which
violates the charge-parity (CP) symmetry 8 [11].

Note that for the CKM matrix to exist, UuL and UdL must be distinct. In the lepton
sector, if no masses are assigned to the neutrinos, only the charged lepton mass matrix needs
to be diagonalized. The same change of basis can then be used for the left-handed charged
leptons (equivalent to uL in the quark analogy) and the neutrinos (equivalent to dL), and as
a consequence there is no equivalent for the CKM matrix in the lepton sector, and no LFV
process. Adding neutrino masses does allow LFV processes to occur. Indeed, neutrino masses
were found to be non-zero after the observation of an LFV process: neutrino flavor oscillation.
Neutrino flavor eigenstates (νL e, νL µ, νL τ ) and mass eigenstates (νL 1, νL 2, νL 3) are related
by the so-called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) unitary matrix:νL eνL µ

νL τ

 = VPMNS

νL 1

νL 2

νL 3

 (1.17)

8. The CP symmetry is a combination of the charge (C) symmetry, which changes a particle into its antipar-
ticle, and the parity (P) symmetry, which changes a left-handed chiral state into a right-handed chiral state and
vice-versa.
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The most straightforward SM-like neutrino mass term would be to introduce right-handed
neutrinos and add a “Dirac” mass term similar to that of up-type quarks. The charged LFV
process µ→ eγ is then possible (cf. figure 1.1), and its branching ratio can be shown to be [12] :

B(µ→ eγ) =
3α

32π

∣∣∣∣∣∑
i

(VPMNS)
∗
µi(VPMNS)ei

m2
νi

m2
W

∣∣∣∣∣
2

(1.18)

where α ∼ 1
137 is the fine structure constant from quantum electrodynamics, mW = 80GeV

is the mass of the W boson, and (VPMNS)µi and (VPMNS)ei are PMNS matrix elements. The
neutrino masses mνi have not been measured yet, though stringent upper limits have been
obtained. A direct search by the KATRIN collaboration [13] in Tritium β decay yielded an
upper limit of 1.1 eV on the absolute neutrino mass scale, at the 90 % confidence level (CL).
Tighter limits come from astrophysics and cosmology: a survey of the photometric redshift
of over 700 thousand galaxies [14] found an upper limit of 0.28 eV on the sum of all neutrino
masses at the 95 % CL, while the analysis of the cosmic microwave background by the Planck
collaboration [15] found an upper limit of 0.23 eV on the summed neutrino mass at the 95 % CL.

µ+

ν2

W+µ+

γ

e+

Figure 1.1 – One possible Feynman diagram (see section 1.3 for more details on Feynman
diagrams) contributing to an LFV µ→ eγ decay. This decay can occur because neutrinos have
masses and their diagonal mass basis is different from their diagonal weak interaction basis.

From equation (1.18), even if we ignore the PMNS matrix elements 9 and consider that the
sum of squared neutrino masses is

∑
im

2
νi = 1 eV2, the branching ratio is

B(µ→ eγ) ∼ 3α

32π

∣∣∣∣ 12

(80 · 109)2

∣∣∣∣2 ∼ 5 · 10−48 (1.19)

i.e. an unobservably small number. Other charged LFV processes are similarly suppressed
beyond any hope of experimental observation. This is why the observation of charged LFV
would demand an entirely novel explanation, and would be an undeniable sign of new physics.

1.3 Standard Model predictions and experimental tests

All SM interactions can in principle be derived from the Lagrangian given in equation 1.12.
For the electromagnetic and weak interactions this can be done by perturbation theory: the
quantity to be calculated can be written as an infinite sum, each term being proportional to an
ever higher power of the coupling constant. When the coupling constant is sufficiently small,
higher-order terms contribute less than lower-order terms 10, and truncating the sum makes
sense as an approximation. When the coupling constant is too high, such as in low energy

9. These numbers are always smaller than 1, because the PMNS matrix is unitary.
10. At least up to a point. Technically the infinite sum is an asymptotic series, and does not always converge.
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QCD, each higher order term contributes more than the last, and perturbation theory does
not work. Other techniques, such as lattice QCD, are used. However, for high enough ener-
gies, the coupling constant of the strong force is low enough that perturbation theory is feasible.

Feynman diagrams are a convenient graphical way to write the terms of the infinite sums
discussed in the previous paragraphs. They are made up of points (vertices) and lines, and
the lines are labeled according to which particle/field they correspond to. Each line carries a
spin and an energy-momentum Lorentz 4-vector, total energy-momentum is conserved at each
vertex. Here, by convention, initial state particles are written on the left-hand side of the
diagram, and final state particles on the right. Each initial and final state particle needs to
obey the equation relating its energy E, momentum p and mass m:

E2 − p2 = m2 (1.20)

However no such requirement is imposed on internal lines. The Feynman rules relate each
vertex and line to a specific mathematical expression, and by multiplying all of them together,
one of the terms in the perturbative series is obtained. Figure 1.2 shows examples of Feynman
diagrams, the one on the left is a so-called tree-level diagram because it contains no loop. Com-
plicated, high order Feynman diagrams allow interactions that do not explicity appear in the
Lagrangian to occur. For example, the photon has no explicit self-interaction, but diphoton
scattering can happen via a one-loop diagram such as in figure 1.2 (right). The central diagram
in the figure is an example of a loop diagram adding a correction term to electron-positron
scattering.

γ

e−

e+

e−

e+

γ γ

e−

e+ e+

e−

e

ee

e

γ γ

γγ

Figure 1.2 – Feynman diagrams of (left) tree-level electron-positron scattering, (center) a one-
loop contribution to electron-positron scattering, and (right) photon-photon scattering.

A certain number of SM parameters need to be experimentally measured, but once this is
done, predictions can be formulated for any particle physics process. The Feynman diagrams
described above are the first step of a complex procedure to derive simulations of experimental
processes, on which more details are given in chapter 6. At the end one obtains a simulation tai-
lored to a specific experiment predicting the distribution of events which should be observed in
data. The SM passed many such experimental tests, from the discovery of gluons at DESY [16]
to the observation of the H boson by the CMS [17] and ATLAS [18] collaborations at CERN,
almost 50 years after its existence was first proposed. But there are still some experimental and
theoretical questions which the SM is unable to answer.
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1.4 Standard Model incompleteness and hints of new physics

One obvious way in which the SM is incomplete is that it does not include a description of
gravity. Combining in a consistent way the current best description of particle physics (the SM)
with the current best description of gravity (General Relativity, GR) remains an open problem.
Physical phenomena are well-described by the SM in the high energy density weak curvature
(i.e. weak gravity) regime, and by GR in the low energy density strong curvature regime, but it
is unclear what happens when high energy density and strong curvature are combined. While
it is possible to quantize gravity in a similar way as with the other fundamental interactions,
the procedure is non-renormalizable [19]. Research is still ongoing to find a consistent theory
of quantum gravity, and combining it with the SM.

One other deficiency of the SM is that it does not include neutrino masses, despite ex-
periments showing that they do have non-zero masses. As mentioned before adding Yukawa
interactions between the neutrinos and the H field would give neutrinos masses in the same
way as the other fermions. This would imply the existence of right-handed neutrino fields, as
of yet unobserved. There is also a possibility that neutrinos could be their own antiparticles
and would then have a so-called Majorana mass.

Another puzzle is the so-called strong CP problem. As mentioned when discussing the quark
mixing matrix, in section 1.2.4, the weak interactions violate the CP symmetry. Experimen-
tally, this is the only source of CP violation that has been observed so far. The strong force was
at first thought to conserve CP because unlike the weak force, it couples equally to left- and
right-handed chiral states. However, a careful analysis of the topological properties of the SU(2)
gauge symmetry group reveals that it is always possible to write a renormalizable CP-violating
term in the Lagrangian [20]. As a consequence, any gauge theory including SU(2) as a subset,
like the strong force with its SU(3) symmetry, must also allow CP-violating interactions. But
no CP violation phenomena relating to the strong force have been observed, and the θCP phase
associated to them is constrained to be extremely small, in particular because of the upper
bounds on the neutron electric dipole moment [21].

CP violation implies that matter and antimatter do not behave in exactly the same way. If
the early universe is assumed to contain matter and antimatter in equal amounts, then CP viola-
tion is a necessary ingredient for the matter-antimatter asymmetry observed in the present-day
universe [22]. However, the CP violation in the SM is too small to account for the asymmetry
observed today [23], so theories with new sources of CP violation are proposed to explain it.

There are other astrophysical observations which fit poorly with our current understanding
of physics, the main one being dark matter. Dark matter’s existence was first proposed in the
1930s in order to explain the anomalous velocity distribution of galaxies in galaxy clusters. The
velocities were incompatible with the cluster mass inferred from its visible components, the
galaxies moved too fast to be gravitationally bound. There had to be an unobserved, "dark"
matter contributing to the mass of the cluster and explaining the velocity distribution [24].
Since then, more evidence has accumulated in favor of the dark matter hypothesis: the grav-
itational lensing caused by galaxies is stronger than it should be, and the structure of the
temperature fluctuations in the cosmic microwave background (CMB) can only be explained by
the presence of large amounts of matter which does not interact with photons or baryons [25].
Dark matter thus remains the leading candidate to explain these anomalies, but it could be
anything from fuzzy dark matter, a field with a mass of just 10−20 eV [26], to primordial black
holes weighing many solar masses [27]. If dark matter turns out to be a new kind of fundamen-
tal particle anywhere in that mass range, the SM will have to be modified in order to describe it.
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Dark matter is one component of the ΛCDM model, which describes the universe at cos-
mological scale. It combines cold dark matter (CDM) and a non-zero positive cosmological
constant (Λ). Λ is interpreted as the vacuum energy density of the universe, the energy density
of empty space, when no particles are present. It acts as a repulsive force, pushing things away
from each other, as opposed to the usual gravitational interaction between two matter fields,
which is attractive. A non-zero positive Λ is necessary to explain the acceleration of the expan-
sion of the universe, first observed in 1998 with a measurement of the distance-redshift relation
in supernovae [28]. The SM does predict the existence of a vacuum energy, but any attempt
to calculate it yields a value which is many orders of magnitude larger. The effective value of
Λ can be set to the observed quantity by renormalization, but the large difference between the
bare and effective values of Λ is sometimes considered a hint for new physics [29].

The bare and effective values of the H boson mass are also very different. This is often
called the H boson mass hierarchy problem and comes from the fact that the quantum loop
corrections to the mass of any fundamental scalar field depend quadratically on the energy
scale used as a cutoff when regularizing the Lagrangian. The effective mass of the H boson, the
one that can be measured by experiment, is the difference between its bare mass (a parameter
in the Lagrangian) and the quantum corrections. With an energy cutoff at the Planck scale
(∼ 1019 GeV), the quantum corrections to the mass are enormous and need to be almost exactly
canceled by the bare mass parameter in order to produce an effective mass many orders of mag-
nitude smaller [30]. The hierarchy problem is thus ultimately connected to the vast difference
between the Planck scale (the scale at which quantum gravity effects become important) and
the electroweak scale (the scale of the masses of the W, Z and H bosons). There is the possibil-
ity that a careful study of the renormalization group equations will reveal that no new physics
above the electroweak scale is required [31], but many new physics theories, some of which are
explained in more detail in the next chapter, solve this hierarchy problem by removing the
quadratic divergence of the mass of the H boson.

Chapter summary

During the 20th century, particle physics experiments demonstrated the existence of
many new phenomena. Those were described by new theoretical models, which eventually
coalesced into a consistent whole called the Standard Model of particle physics. Matter
is described by three generations of fermions, forces are carried by vector bosons whose
existence is derived from gauge invariance. Fermions and vector bosons acquire their
masses via the Brout-Englert-Higgs mechanism. All possible interactions are included in
the SM, as long as they are renormalizable, and respect Lorentz and gauge symmetry.
Sometimes those three requirements, combined with the SM matter content, conspire to
disallow certain kinds of interactions, producing accidental conservation laws. Lepton
flavor conservation is an example of such a law. The observation of neutrino masses
has already challenged this part of the SM, and there are many other open questions
which motivate the search for new physics. Charged lepton flavor violation is a generic
consequence of many new physics models.
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2
Beyond the Standard Model, towards charged

lepton flavor violation

There are many models of particle physics beyond the standard model, which address the
field’s outstanding questions in different ways. Many experimental searches for such new physics
have been performed, whether in high energy colliders, lower energy particle physics experi-
ments, or by the observation of cosmic rays. Lepton flavor non-conservation has already been
observed in the neutrino sector, and this at the very least implies charged lepton flavor vio-
lation via quantum loops. Moreover, since lepton flavor is only accidentally conserved in the
SM, modifications of the theory which do not explicitly impose the conservation of lepton flavor
often predict tree-level charged LFV. Such signatures are ideally suited for a collider search at
the energy frontier.

This chapter starts with discussions of new physics models containing charged LFV pro-
cesses, with R-parity violating supersymmetry in section 2.1, quantum black holes in section 2.2,
LFV heavy H bosons in section 2.3, and an overview of Z’ models in section 2.4. The chapter
closes with a description of the experimental state of the art in section 2.5.

2.1 R-parity violating supersymmetry

2.1.1 A short overview of supersymmetry theory

Supersymmetry (SUSY) is a class of extensions to the SM which postulates a new symmetry
linking bosons and fermions to each other. In a world where SUSY is an unbroken symmetry,
there would no longer be separate fermion and boson fields, but supermultiplets containing
both bosons and fermions. Bosons and fermions belonging to the same supermultiplet are
called superpartners. In practice, this is achieved by introducing new spinor operators Q and
Q† turning bosons into their fermion superpartners and vice-versa. The anticommutation of Q
with its hermitian conjugated operator yields a translation Pµ. Schematically [32], the following
relations can be written:

Q |boson〉 = |fermion〉
Q |fermion〉 = |boson〉

{Q,Q†} = Pµ

{Q,Q} = {Q†, Q†} = 0

[Q,Pµ] =
[
Q†, Pµ

]
= 0 (2.1)

17



SUSY is thus an extension of the Poincaré spacetime symmetry group, which ordinarily
contains only rotations, translations and boosts. The final equation implies that particles and
their superpartners would have the same masses: from the commutation of Q and Q† with the
momentum operators Pµ 1, it follows that they also commute with the square momentum oper-
ator P 2, whose eigenvalues are the particles’ masses squared. Each SM particle would have its
own superpartner: SM chiral fermions would be paired with complex scalars (called sfermions)
and SM gauge bosons with chiral fermions (called gauginos) 2. But light superpartner particles
have never been observed, so SUSY can only be compatible with experimental results if it is
broken at some scale.

One of the main arguments for SUSY is that it provides a solution to the scalar mass hi-
erarchy problem mentioned in chapter 1. The hierarchy problem comes from the fact that the
loop corrections to the H boson mass are quadratic. With SUSY, the fermions have scalar
superpartners which give equal but opposite sign loop contributions to the H boson mass. The
same happens with SM bosons and their fermionic superpartners. In broken SUSY, the fermion
and boson contributions no longer have equal magnitudes, and some fine-tuning of the H mass
is necessary. But the positive and negative contributions are still similar enough as long as
the splitting between superpartner masses is not too far above the H mass. If SUSY is to be a
solution to the hierarchy problem, TeV-scale superpartners need to be found.

2.1.2 R-parity conservation and violation

Many fermionic numbers, such as baryon number B and lepton number L, are conserved
in the SM. That is a problem for SUSY, because of its introduction of a large number of new
scalar bosons, the superpartners of the SM fermions. The new scalar bosons could mediate
interactions between SM particles which violate B or L at such high rates that they should
already have been observed by experiment. This problem can be solved by introducing a
new discrete Z2 symmetry, R-parity. Ordinary SM particles are assigned Rp = +1 and their
superpartners Rp = −1, and conservation of this quantity is all that is needed to disallow
unwanted exchanges of scalar bosons and thus preserve B and L [33]. Another advantage of
R-parity is that it provides for a natural dark matter candidate: the lightest supersymmetric
particle (i.e. the lightest particle such as Rp = −1), which is stable since it cannot decay into
anything without violating R-parity [34]. R-parity can be expressed as:

Rp = (−1)2S(−1)3(B−L) (2.2)

where S is the particle’s spin. Let us check whether this equation gives the desired R-parity
values. R-parity is factorized into a spin component (−1)2S and a “matter parity” component
(−1)3(B−L) which equals +1 for SM bosons and −1 for SM fermions. Bosons have integer spin
((−1)2S = +1) while fermions have half-integer spin ((−1)2S = −1), so for SM particles the
spin and the matter parity factors are always equal, which guarantees Rp = +1. If sfermions
are assigned the same B and L of their fermion superpartner, then their matter parity factor
will be negative while their spin component is positive since they are bosons. On the other
hand, the fermionic superpartners of the gauge and H bosons carry no B or L, hence a positive
matter parity factor, while their half-integer spin produces a negative spin factor. As expected,
R-parity is negative for all of the as-of-yet unobserved superpartners of the existing SM particles.

1. The momentum operators are closely related to translations, in a way described by Noether’s theorem.
2. Note that this pairing happens before the electroweak spontaneous symmetry breaking explained in chap-

ter 1. Chiral fermions are massless, and so are the gauge bosons here. This also means that the superpartner of
the right-handed electron is different from the one of the left-handed electron.
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The Minimal Supersymmetric Standard Model (MSSM) is usually constructed with R-parity
conservation and its building blocks are similar to those of the ordinary SM:

1. Chiral fermion superfields.

2. Lorentz invariance.

3. SU(3)C × SU(2)L × U(1)Y gauge invariance, with gauge superfields.

4. Spontaneous electroweak symmetry breaking with two H doublet superfields. Two H
doublets are necessary instead of one because of the need to avoid quantum anomalies 3

and the coupling of fields with different chiralities in the Lagrangian [35].

5. Including all renomalizable and R-parity preserving interactions.

6. Some SUSY-breaking term(s).

The so-called superpotential contains bilinear and trilinear terms with H, quark and lepton
superfields. From this superpotential the part of the MSSM Lagrangian with the H mass term
and the trilinear interactions of the H superfield with quarks and leptons can be derived. The
superpotential is written below [33]:

WMSSM = µHuHd + λeijHdLiE
c
j + λdijHdQiD

c
j − λuijHuQiU

c
j (2.3)

where:

• Hu and Hd are the two H SU(2)Y doublet superfields, including their higgsino superpart-
ners.

• Li and Qi are respectively the lepton and the quark SU(2)Y doublet superfields, including
their slepton and squark superpartners.

• Ecj , Dc
j and U cj are SU(2)Y singlet superfields 4, respectively for charged leptons, down-type

quarks and up-type quarks.

• µ is a mass term for the H superfields, and λeij , λdij and λuij are coupling constants for the
trilinear interactions.

• i and j are indices running over the three fermion generations.

The lepton superfields Li and the H superfield Hd have the same gauge quantum numbers:
they are both left-handed, have no color charge, and −1 weak hypercharge. So gauge symmetry
allows Hd to be substitued by any Li in equation 2.3, the only thing stopping such terms to
be written is R-parity conservation. If R-parity violation (RPV) is allowed, then both bilinear
and trilinear lepton number violating terms appear in the superpotential. Here we focus only
on the trilinear terms :

WRPV =
1

2
λijkLiLjE

c
k + λ′ijkLiQjD

c
k (2.4)

The λ′ijk terms allow lepton and down-type quark superfields to mix and the λijk terms allow
LFV couplings. In a model where the tau sneutrino ν̃τ is the lightest supersymmetric particle
(LSP), it could be created by quark-antiquark annihilation and then decay into differently-
flavored charged leptons, a signal signature which can be observed in collider experiments.
The same couplings contribute to loop diagrams for freely propagating neutrinos, and hence to
neutrino masses, as shown in figure 2.1.

3. Anomalies are discussed in more detail in section 2.4.
4. The c superscript denotes conjugation, the convention is to always use left-handed superfields.
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Figure 2.1 – Left: tau sneutrino production by dd̄ annihilation via a non-zero λ′311 coupling,
then decay into the µτ LFV final state through the λ323 coupling. Right: the same trilepton
coupling λ323 contributes to neutrino masses.

2.2 Quantum black holes

2.2.1 Extra dimensions and the weakness of gravity

In particle physics, gravity is an exceptionally weak force when compared to the three SM
forces. Its effects only become manifest at the Planck scale, ∼ 1019 GeV, they can otherwise
safely be neglected at collider experiments where the highest energy scale probed is a few TeV.
However, theories with extra compact dimensions can bring down the Planck energy scale, pos-
sibly even down to experimentally accessible energies. This happens because in these theories,
gravity is not inherently weak when compared to the other forces, it only appears weak be-
cause while the three SM forces stay confined to the usual four-dimensional spacetime, gravity
“leaks” into the extra dimensions. This is a proposed solution to the hierarchy problem, which
is ultimately connected to the vast gulf between the electroweak symmetry breaking scale and
the Planck mass.

By bringing quantum gravity effects to the TeV scale, these models raise the possibility of
lepton flavor violation. As shown in the previous chapter, lepton flavor is accidentally con-
served, it is not associated to any fundamental symmetry of the SM. Quantum gravity may
well induce LFV phenomena.

The simplest model with extra dimensions is one with n extra flat compact dimensions of
radius ∼ R [36]. For distances r much smaller than R, the gravitational potential V (r) between
two masses m1 and m2 is given by Gauss’s law:

V (r) ∼ m1m2

Mn+2
Planck

1

rn+1
, r � R (2.5)

where MPlanck is the Planck mass. For distances much larger than R, gravity can no longer
propagate equally in all directions, it can at most go to a distance of R in the extra dimensions.
The potential then follows the modified law:

V (r) ∼ m1m2

Mn+2
PlanckR

n

1

r
, r � R (2.6)

This expression is identical to the gravitational potential from which Newton’s law is de-
rived. An effective four-dimensional Planck scale can be identified,

(
M eff

Planck

)2
= Mn+2

PlanckR
n,

it has the usual value of ∼ 1019 GeV, while the real MPlanck could be at a much lower scale
according to the size and the number of extra dimensions. This class of theories is called ADD
(the initials of the authors of the seminal paper [36]) or Large Extra Dimensions (LED) because
the extra dimensions would need to be much bigger than the Planck length scale in order to
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bring quantum gravity effects to the TeV scale.

An alternative theory with a single small extra dimension has also been proposed [37],
which is known as the Randall-Sundrum (RS) model. Instead of relying on the large size of
the extra dimensions to bridge the gap between the electroweak and the Planck scales, the
RS model introduces an extra dimension with an exponential “warp” factor. The usual flat
four-dimensional spacetime metric ds2 is given by:

ds2 = ηµνdx
µdxν (2.7)

where ηµν is a diagonal matrix of signature (−1,+1,+1,+1) or (+1,−1,−1,−1) depending
on which convention is used. In the RS model, an extra dimension of size rc is added to the
metric, and the four-dimensional part is multiplied by an exponential function of the coordinate
along the extra dimension:

ds2 = e−2krcφηµνdx
µdxν + r2cdφ

2 (2.8)

where k is an energy scale close to the Planck mass, and φ ∈ [0, π] is the coordinate along
the extra dimension. This five-dimensional spacetime would be bounded by two “branes”, a
visible brane at φ = π corresponds to the usual four-dimensional spacetime, and a hidden one
at φ = 0. Fields with Planck scale masses in the hidden brane have effective masses at the TeV
scale on the visible brane, thanks to the exponential warp factor. Gravity appears weak in the
visible brane because the warped metric concentrates most of the graviton field near the hidden
brane.

2.2.2 From extra dimensions to quantum black holes

Black holes are expected to be produced in two-particle collisions where the center-of-mass
energy is above the Planck scale. These energies would normally be many orders of magnitude
above what current experiments can access. However, we have just shown that in order to
explain the weakness of gravity, models with large extra dimensions (ADD), or with a warped
spacetime metric (RS), bring the fundamental Planck scale to only a few TeV. The observation
of the decay products of small black holes in collider experiments is thus one of the main
consequences of theories with extra dimensions. The production cross section σ of these black
holes can be approximated from geometric considerations in the classical regime:

σ ∼ πr2h(E =
√
s) (2.9)

where rh(
√
s) is the black hole horizon radius for a collision with center-of-mass energy√

s. More careful estimates yield a similar expression for the classical cross section [38], and,
assuming the impact parameter between the two colliding particles is large enough, quantum
gravity corrections to this cross section should be small [39]. The geometric cross section from
equation 2.9 can then be taken as a reasonable approximation of the black hole production cross
section.

Black holes with masses much higher than the fundamental Planck mass can decay into
multiple particles, through Hawking radiation [40]. Although they obey all local conservation
laws, they otherwise decay with equal probability into all particles, in high-multiplicity final
states [41]. However, black hole production is an inelastic process, where a lot of the collision
energy may be radiated away by gravitational waves instead of being captured in the black
hole. This reduces by many orders of magnitude the black hole production rates in collider
experiments [42]. It is thus likely that if any black hole is observed at such an experiment,
its mass will be close to the production threshold, and it will not be a semi-classical thermal
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object. The alternative is the production of quantum black holes (QBHs), which decay mostly
to two-particle final states [43]. Unlike semi-classical black holes, their decay properties would
depend on the details of quantum gravity, which can be a problem as predictions are harder,
but also an opportunity, because their observation would give more insight into the theory of
quantum gravity. One of the most dramatic signatures of QBH would be decays that violate
global quantum numbers, such as lepton flavor. Those would need to be explicitly forbidden by
a new symmetry in order not to occur. LFV final states are thus an interesting way to probe
quantum gravity at the TeV scale.

The specific details of the true theory of quantum gravity are certainly important, but one
can nevertheless attempt a model-independent description of QBHs with a few general consider-
ations. QBHs resemble more closely heavy resonances than semi-classical black holes. They can
be charactized by their mass, spin, and gauge charges, including color 5 and electric charge [44].
Conservation of gauge charges is assumed but not Lorentz invariance. It is possible that QBH
couplings to highly offshell perturbative modes (e.g. exchange of virtual QBH between low
energy particles) are suppressed, and therefore processes violating global quantum numbers can
occur at the TeV scale without conflicting with low energy experimental constraints. Thanks
to the universal nature of the gravitational coupling, it is expected that color-singlet and elec-
trically neutral QBH decay equally into lepton pairs, whether flavor-diagonal or not. Their
production cross section would depend on the threshold mass (linked to the Planck scale), the
number of extra spatial dimensions n, and what specific extra dimensional model is used.

2.3 Lepton flavor violating heavy H bosons

As explained in detail in chapter 1, the scalar sector of the SM was introduced in order to
provide a consistent gauge theory description of the electroweak force, and to allow fermions
to acquire non-zero masses. A single complex scalar SU(2)L doublet is all that is needed to
accomplish those two goals. But the scalar sector of new physics models could be more com-
plicated, with e.g. an extra scalar doublet. The rich mass spectrum of models with two scalar
doublets allows for new sources of CP violation, which is why they feature both in many
proposed solutions to the strong CP problem [20] and in baryogenesis models explaining the
matter-antimatter asymmetry of the universe [23]. And, as mentioned in section 2.1, a second
H doublet is necessary in SUSY (see also the detailed overview in [45]). A generic feature of
models with two scalar doublets is that they allow LFV processes [35].

In two scalar doublets models, there are two complex scalar doublets with non-zero vacuum
expectation values:

〈Φ1〉 =
(
0
v1

)
, 〈Φ2〉 =

(
0
v2

)
(2.10)

where Φ1 and Φ2 are the two scalar doublets and v1 and v2 the two vacuum expectation
values. There are eight degrees of freedom associated with these two doublets, and after elec-
troweak symmetry breaking three of them get absorbed into the definition of the now massive
W± and Z bosons, as in the SM, and the other degrees of freedom correspond to physical scalar
particles. Unlike the SM, there are five remaining degrees of freedom instead of just one. They
correspond to one charged scalar H±, two neutral scalars h (the lighter one) and H (the heavier
one), and one pseudoscalar A.

5. This is not in contradiction with QCD confinement because the size of the QBH would be much smaller
than that of a typical hadron.
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LFV originates from the fact that leptons can now have Yukawa couplings with two scalar
doublets instead of one 6:

LYukawa 3 −L̄iLΓ
ij
e1Φ1e

j
R − L̄iLΓ

ij
e2Φ2e

j
R (2.11)

and as a consequence the charged lepton mass matrix M ij
e is a linear combination of the

two Yukawa coupling matrices:

M ij
e = Γije1v1 + Γije2v2 (2.12)

Diagonalizing the mass matrix no longer guarantees the diagonalization of the Yukawa cou-
plings, i.e. the H boson(s) can couple differently-flavored leptons to each other. This discussion
also holds for the quark sector, where flavor changing neutral currents (FCNC) are predicted.
However, the model has to be constructed carefully in order not to clash with experimental
constraints: if the flavor-changing Yukawa couplings are large, then the mass of the scalar
mediator has to be large as well. For example, if the heaviest fermions dictate the scale of the
flavor-violating Yukawa couplings, then the mass of the heavy neutral scalar mediating these
interactions has to be higher than 150 TeV [35], much higher than what can be probed in direct
searches in current collider experiments. Lighter scalars are possible if the couplings are smaller,
such as in models with flavor symmetries [46, 47]. Those would allow the existence of a heavy
H boson with LFV couplings and a mass under 1 TeV.

2.4 Lepton flavor violating heavy Z’ bosons
A generic feature of many theories extending the SM is the presence of an additional U(1)’

gauge symmetry, with its associated Z’ gauge boson. This can happen in theories with extra
dimensions, Grand Unified Theories (GUT), “little Higgs” models, and string theory.

Theories with extra dimensions have already been discussed in section 2.2 in the con-
text of quantum black holes. Then, we assumed that the SM forces were confined to the usual
four-dimensional spacetime, while gravity could propagate into the extra dimensions. However,
if SM gauge bosons are also allowed to propagate into the extra dimensions, this could create
high mass excitations of those gauge bosons [48]. The couplings of the excitations need not be
the same as those of the original bosons, if quarks and leptons are confined to different areas of
the higher-dimensional space [49].

Grand Unified Theories are based on the approximate convergence of the values of the
three SM gauge couplings when they are extrapolated to an energy scale of ∼ 1016 GeV. They
embed the SM gauge symmetry group GSM ≡ SU(3)C×SU(2)L×U(1)Y into a larger group with
a single gauge coupling, such as SU(5) [50], SO(10) [51] or even E6 [52]. The larger symmetry
is then spontaneously broken into the SM group, and the single gauge coupling splits into three
independent couplings whose values diverge from each other at low energy scales. Lie groups,
such as those making up the SM gauge symmetry, can be characterized by their rank, which is
the maximum number of simultaneously diagonalizable generators of the group [53]. Sponta-
neous symmetry breaking can replace a symmetry group with one of lower or equal rank, but
not one with a higher rank. The SM has rank 4, which means any GUT must have rank at
least 4. A GUT based on a higher rank symmetry, such as SO(10) (rank 5) or E6 (rank 6),
raises the possibility that the larger group could break into GSM ×U(1)’ (rank 5). The earliest
and simplest versions of GUT were disproven by the non-observation of proton decay [54], but
it is possible to construct models which do not contradict experiments [55].

6. Object definitions are given in chapter 1.
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“Little Higgs” models propose a solution to the little mass hierarchy problem. The solu-
tion to the H boson mass hierarchy problem was expected to be found at the electroweak scale,
at ∼ 200GeV. New physics at the TeV scale would still pose a hierarchy problem, but a much
smaller one. The purpose of little Higgs models is to solve this small hierarchy problem, bridg-
ing the gap between the TeV and electroweak scales. Like in SUSY, the one-loop quadratically
divergent contributions to the H mass are cancelled by equal but opposite sign quadratically
divergent contributions. Unlike SUSY, these cancellations happen between particles with the
same statistics: SM boson contributions are cancelled by new bosons, the SM top contribution
is cancelled by a new fermion [56]. In little Higgs models, the H fields are Goldstone bosons
arising from a global symmetry breaking at an energy scale ΛS higher than the electroweak
scale. At the electroweak scale, they acquire a mass, which remains light thanks to the approx-
imate global symmetry. In an explicit construction [57], the global symmetry is SU(5), and it
contains a locally gauged subgroup [SU(2)1 ×U(1)1] × [SU(2)2 ×U(1)2]. At the energy scale
ΛS , the global symmetry is broken (SU(5) → SO(5)) and at the same time the gauge subgroup
is broken into the electroweak group SU(2)L × U(1)Y. At this stage the SM W and B bosons
remain massless (they acquire a mass at the electroweak scale), but the other gauge bosons
acquire a mass close to ΛS . And so there is a new massive gauge boson arising from a U(1)’
symmetry.

String theory is an attempt to unify gravity and the SM forces into a single theoretical
framework. It is often combined with SUSY, in which case it is called “superstring theory”. Re-
alistic superstring-inspired models must contain the SM gauge group, the three fermion families
and two H doublets, i.e. the particle content of the minimal supersymmetric standard model.
They also usually contain extra U(1)’ symmetries, whose corresponding Z’ bosons could have
masses at the TeV scale without too much fine-tuning [58].

Constraints from anomaly cancelations

One must be careful that the addition of an extra U(1)’ symmetry to the SM does not
add any gauge anomalies, otherwise the theory would be inconsistent. Quantum anomalies are
one-loop diagrams giving non-renormalizable infinite contributions to cross section calculations.
They arise when a symmetry which holds in the classical version of a theory no longer holds
at the quantum level [59]. The presence of chiral fermions in the SM causes gauge anomalies,
which must cancel out in order to make the theory consistent. As a consequence, the following
equations must be true [60]:

∑
f ∈ fermions

Yf = 0,
∑

f ∈ fermions

Y 3
f = 0,

∑
f ∈ (anti)quarks

Yf = 0,
∑

f ∈ SU(2)L doublets

Yf = 0 (2.13)

where Yf is the weak hypercharge of the fermion f . Factors of three have to be included
for the quark colors and factors of two for the SU(2)L doublets. When substituting the SM
charges in the left-hand side of all four equations, all contributions do cancel out to zero. An
additional U(1)’ symmetry would impose further anomaly-cancelling equations. If the U(1)’
charge is called Q2, then all equations in 2.13 must hold when replacing Y by Q2. In addition,
there will be equations mixing Y and Q2:∑

f ∈ fermions

YfQ
2
2f = 0,

∑
f ∈ fermions

Y 2
f Q2f = 0 (2.14)
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These equations cannot be satisfied by the SM fermions alone if the U(1)’ charges are the
same for all three generations. This would imply the existence of additional “exotic” fermions,
or preferential coupling to some generations [60]. As a consequence, FCNC and LFV phenomena
are generally present in many of these models.

2.5 The experimental state of the art in charged lepton flavor
violation searches

2.5.1 Low energy searches for lepton flavor violation

There has long been an interest in experimental searches for charged lepton flavor violation.
As discussed in chapter 1, lepton flavor conservation is an accidental symmetry of the SM with
zero neutrino masses. Even a straightforward SM extension with non-zero neutrino masses,
which allows neutrino flavor oscillation, predicts unobservably small charged LFV. However,
the status of lepton flavor as an accidental symmetry means that models extending the SM gen-
erally allow charged LFV processes, unless they specifically impose a symmetry guaranteeing
at least approximate lepton flavor conservation. The combination of extremely small SM cross
sections and the potential for much higher cross sections in new physics scenarios explains why
many experimental searches for charged LFV have been performed over the last decades, as
can be seen in figure 2.2.

Figure 2.2 – Best experimental upper limits (at the 90% confidence level) on various charged
LFV processes over the years. The expected results of upcoming experiments are included.
Collider searches at the high energy frontier are not shown here. For muon or tau decay
searches, the upper limit is on the branching ratio of the looked-for decay mode. For µ → e
conversion, the upper limit is on the ratio of converted muons to captured muons. Image copied
from [61]. The image dates from 2018, all limits shown later are projections.

Figure 2.2 also shows that muon-electron mixing is the most strongly constrained charged
LFV process. The possible signatures include:

• µ−N → e−N , where a muon turns into an electron after interacting with a heavy nucleus 7

N . Muons stopped by a heavy nucleus quickly form a muonic atom with the nucleus. The
muon can then either decay in orbit (µ− → e−ν̄eνµ) or be captured by the nucleus, muon

7. The presence of the nucleus is necessary in order to conserve energy and momentum.
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to electron conversion is a hypothetical third option. The current best experimental upper
limit on the ratio of µ− → e− conversion to muon capture comes from the SINDRUM
collaboration [62], which set it at 7× 10−13 at the 90% confidence level (CL).

• µ+ → e+γ, an (anti)muon decaying to an (anti)electron and a photon. This search
is usually done with antimuons rather than muons because the latter can be captured
by nuclei instead of decaying. The usual way in which a muon decays to an electron
includes neutrinos in the final state in order to balance lepton flavor; if a photon replaces
the neutrinos in the final state the process is LFV. The strongest upper limit on the
branching ratio 8 of µ+ → e+γ is 4.2× 10−13 (90% CL), and comes from the full dataset
of the MEG experiment [63].

• µ+ → e+e+e−, an antimuon decaying to two positrons and one electron. The current best
upper limit on the branching ratio of such a process comes from a relatively old paper
from the SINDRUM collaboration [64], which set it at 1.0× 10−12 (90% CL).

LFV processes involving taus are much less constrained, because it is harder to produce
a large number of taus than to create a high-intensity muon beam. Nevertheless, there are
experimental constraints on the following LFV tau decays:

• τ → lγ, where a tau decays to a photon and a light lepton l = e, µ. The Belle experiment
upper limits at the 90% CL on the branching ratios are 4.5 × 10−8 for τ− → µ−γ and
1.2 × 10−7 for τ− → e−γ [65]. The BABAR collaboration also set limits at 90% CL:
B(τ → µγ) < 4.4× 10−8 and B(τ → eγ) < 3.3× 10−8 [66].

• τ− → µ−µ−µ+, a tau decaying into three muons. Upper limits on the branching ratio at
90% CL have been set by Belle, BABAR and LHCb, they are respectively 2.1×10−8 [67],
3.3× 10−8 [68] and 4.6× 10−8 [69]. ATLAS and CMS have also searched for this decay,
though their 90% CL upper limits on the branching ratio are less strong: 8.0 × 10−8 for
CMS using 2016 data [70] and 3.8× 10−7 for ATLAS using 2012 data [71].

2.5.2 Lepton universality

Apart from neutrino oscillations, there is another related, but not identical, experimental
challenge to the lepton flavor sector of the SM: significant deviations from lepton universality
have been observed in decays of B hadrons (i.e. hadrons with a b valence quark 9) in BABAR,
Belle and LHCb. Lepton universality is the fact that the three lepton generations have identical
gauge couplings in the SM. The three charged leptons have the same couplings to the W and Z
bosons and the photon, the same is true for the three neutrinos. The only difference between
the three generations comes from their Yukawa couplings to the scalar doublet, which also gives
them different masses. Violations of lepton universality do not necessarily imply charged LFV,
but they are often present in the same new physics models.

The experiments probing lepton universality measure ratios of the event rates of similar
processes which differ only in the flavor of the leptons. The advantage of this method is that
systematic errors which occur both in the numerator and the denominator of the ratio cancel
out. Two sets of ratios show tensions between the SM and experimental measurements:

• RD(?) =
B(B→D(?)τντ )

B(B→D(?)lνl)
where B is any of B+ (valence quarks: ub̄), B− (ūb), B0 (db̄) or B̄0

(d̄b); D is any of D+ (cd̄), D− (c̄d), D0 (cū) or D̄0 (c̄u); l can be either an electron or a
muon. The D mesons can also come in their excited versions D?.

8. The branching ratio of a particle X decaying into the final sate Y is the number of X → Y decays divided
by the total number of X decays to any final state.

9. The valence quarks determine the overall flavor of a hadron. Hadrons may contain other quark-antiquark
pairs, called sea quarks, which have no net flavor contribution.
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• RK(?) = B(B→K(?)µ+µ−)

B(B→K(?)e+e−)
where K can be K+ (us̄), K− (ūs), K0 (ds̄) or K̄0 (d̄s). The

ratio can also be computed with the excited K? mesons. These B decays are FCNC and
are only possible at the one-loop level in the SM, they are thus less frequent than the
decays in the previous bullet point.

Combining LHCb, BABAR and Belle measured values of RD and RD?
10, there is a 3.6-3.8 σ

tension with the SM, depending on the specific choice of the SM RD? prediction [72]. The pre-
dictions and the experimental results in the RD-RD? plane are shown in figure 2.3. The BABAR
and Belle measurements of RK and RK? are compatible with the SM due to large experimental
relative uncertainties, as shown in figure 2.4. LHCb does not compute RK(?) directly, instead
it calculates a double ratio to the resonant decay B(B → K(?)J/ψ → K(?)l+l−). Electrons
in LHCb have high bremsstrahlung rates due to their high energies, and even with dedicated
procedures the efficiency of the reconstruction of electrons is significantly lower than the muon
reconstruction efficiency. The double ratio method allows most of these differences to cancel
out, and enables LHCb to keep uncertainties low. The LHCb results show a 2.1-2.6 σ tension
with the SM [72], as illustrated in figure 2.4.

These discrepancies found in experimental tests of lepton universality are another reason to
investigate flavor physics in more detail.

Figure 2.3 – SM predictions and latest experimental values from BABAR, Belle and LHCb for
the RD and RD? ratios, showing a tension of more than 3 σ [73].

10. In LHCb these ratios are computed using only muons.
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Figure 2.4 – SM predictions and recent experimental values from BABAR, Belle and LHCb for
the RK and RK? ratios. The BABAR and Belle results are in agreement with the SM, while
the LHCb values are more than 2 σ away [72].
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2.5.3 High energy searches for lepton flavor violation

The non-observation of charged LFV in muon/tau decay and muon conversion, discussed
in section 2.5.1, constrains the LFV couplings of heavier particles too. If a heavy neutral boson
X could decay into both e+e− and µ+e−, then it could also mediate the decays µ+ → e+e+e−

and µ+ → e+γ, as shown in figure 2.5.

X
µ+

e+

e+

e−

µ+

e+

X
µ+

γ

e+

Figure 2.5 – If a hypothetical boson X had LFV couplings in addition to flavor conserving
couplings, then it could mediate LFV muon decays, such as µ+ → e+e+e− (left) and µ+ → e+γ
(right).

In general, an effective non-renormalizable charged LFV (CLFV) Lagrangian can be written
by integrating out heavy degrees of freedom. The effective Lagrangian is valid up to an energy
scale Λ, at which point it needs to be replaced by a new Lagrangian specifying the heavy degrees
of freedom. Low energy precision constraints on CLFV can be translated into constraints on
the heavy scale Λ, which can be directly probed at high energy colliders if it is not too large. In
general, the effective Lagrangian will contain many terms, but for the purposes of illustrating
the links between different searches for CLFV physics, only two terms need to be considered.
For example [74]:

LCLFV =
mµ

(κ+ 1)Λ2
µ̄RσµνeLF

µν +
κ

(κ+ 1)Λ2
µ̄LγµeL(ūLγ

µuL + d̄Lγ
µdL) + h.c. (2.15)

where:
• µ, e, u and d are respectively the muon, electron, up quark and down quark fields.
• mµ is the muon mass.
• Fµν is the photon field strength, which features in the photon gauge kinetic term −1

4FµνF
µν .

• σµν = i
2 [γ

µ, γν ].
• κ is a dimensionless parameter determining the relative size of the two terms.
The first term of the effective Lagrangian dominates when κ � 1, it directly mediates

µ → eγ decay and mediates µ → eee decay and µ → e conversion at the next-to-leading order
level. The second term, on the other hand, dominates when κ � 1, and it mediates µ → e
conversion at leading order and µ→ eγ and µ→ eee decays with next-to-leading order terms.
The specifics of the Lagrangian can determine which of the charged LFV processes has a fa-
vored cross section, which is why it is useful to search separately for all of them. The CLFV
experiments already mentioned in this section probe energy scales Λ up to ∼ 1000 TeV in the
case of e-µ mixing. New physics could of course exist below that scale, but its CLFV e-µ cou-
plings would necessarily be tiny [74]. An exception to this rule could be quantum black holes,
whose couplings to highly offshell perturbative modes are speculated to be heavily suppressed
(cf. section 2.2).
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The energy scale Λ at which the heavy CLFV degrees of freedom become relevant is directly
probed at high energy collider experiments. Searches for CLFV decays of both already known
and hypothetical heavy states have been performed. In the case of known particles, there is
more interest in decays involving tau leptons, given the extremely strong constraints on e-µ
mixing. As of the writing of this thesis, these are the latest CLFV searches at high energy:

• CLFV decays of the H boson. The LHC experiments CMS and ATLAS 11 have the latest
limits at the 95% CL: ATLAS found B(H → eτ) < 0.47% and B(H → µτ) < 0.28% [75]
while CMS found B(H → eτ) < 0.61% and B(H → µτ) < 0.25% [76].

• CLFV decays of the Z boson. The latest ATLAS search set B(Z → eτ) < 5.8× 10−5 and
B(Z → µτ) < 1.3× 10−5 at the 95% CL [77]. CMS has only searched in the eµ channel,
finding B(Z → eµ) < 7.3× 10−7 at the 95% CL [78], while low energy experiments imply
B(Z → eµ) < 5× 10−13 [79].

• Neutral heavy H boson with CLFV decays. The CMS search, in the eτ and µτ final
states, did not find any deviation from the SM [80]. The upper limits at the 95% CL for
the product of the production cross section and the LFV branching fraction of heavy H
bosons with masses in the 200-900GeV range vary from 94.1 to 2.3 fb and 51.9 to 1.6 fb
for respectively the eτ and µτ final states.

• New resonance or quantum black hole with CLFV decays. ATLAS performed such a
search with data collected in 2015-16 on all three possible final states, and found no
deviation from the SM, with heavy LFV Z’ bosons excluded at the 95% CL for masses
below 4.5, 3.7, and 3.5TeV for respectively the eµ, eτ and µτ final states [81]. CMS
searched only in the eµ final state, using data collected in 2016, and also found no deviation
from SM expectations 12: heavy LFV Z’ bosons are excluded for masses up to 4.4TeV [82].

The searches for CLFV in high energy experiments have so far yielded no significant devi-
ation from SM expectations, much like the lower energy experiments. But there are still some
gaps to be covered. The work presented in this thesis is the first CMS search for a heavy state
with eτ or µτ decays, and the first search of its kind taking advantage of the full LHC 2016-18
data-taking campaign 13, in which protons collided at a center-of-mass energy of 13TeV, the
highest ever reached in a particle collider.

Chapter summary

The status of lepton flavor conservation as an accidental symmetry of the SM means that
theories extending the SM often predict LFV phenomena. This chapter presented many
such theories which predict the existence of new heavy neutral states with charged LFV
decays: R-parity violating SUSY and its tau sneutrino, theories with extra dimensions
and their TeV-scale quantum black holes, two scalar doublet models and their heavy
H bosons, and finally an overview of some SM extensions including new U(1)’ gauge
symmetries and the associated Z’ bosons. Experiments have probed these theoretical
possibilities, looking for rare muon and tau decays, muon to electron conversions, CLFV
decays of known SM neutral bosons, and also new heavy states with CLFV decays. No
significant deviation from SM expectations has been found so far. The work presented in
this thesis is a novel search for heavy neutral states with CLFV decays, complementing
a previous CMS search with more final states analyzed, and more data.

11. More details on LHC and its experiments are given in chapter 3.
12. I was already part of the CMS analysis team searching for CLFV at high energy when this paper was

published. However, I was working mostly on the tau channels.
13. More details about LHC data-taking in chapter 3.
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Part II

Experimental hardware and software
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3
The Large Hadron Collider and the Compact Muon

Solenoid

The search for charged lepton flavor violation presented in this thesis would not be possible
without a machine to accelerate and collide particles at high energy and a detector to collect
the collision data. The collider in question is the Large Hadron Collider (LHC), described in
section 3.1. The detector is called Compact Muon Solenoid (CMS), and it is described along
its many subdetectors in section 3.2.

3.1 The Large Hadron Collider
The LHC is a particle collider operated by the European Organization for Nuclear Research

(CERN). CERN’s main site is located in Meyrin, Switzerland, near Geneva. Figure 3.1 shows
the complex of particle accelerators run by CERN, which occupy a large area in the French-
Swiss border region and provide particle beams for a wide range of experiments, such as nuclear
and atomic physics experiments using the ISOLDE facility [83], analyses of the properties of
antimatter using the Antiproton Decelerator [84], or studies of rare kaon decays with the NA62
experiment [85]. The LHC is the largest accelerator at CERN, and indeed, in the world.

3.1.1 Physical layout of the LHC

The LHC is an approximately circular machine installed in the 26.7 km tunnel which was
previously occupied by the CERN Large Electron Positron collider (LEP). The LHC’s approx-
imate circle is actually made of eight arcs and eight straight sections, the latter of which can
be used to install experiments or utilities. Two vacuum rings go around the machine, and host
the two particle beams rotating in opposite directions. The particles can be either protons or
heavy ions such as Pb82+, and data taking campaigns have involved proton-proton, ion-ion and
proton-ion collisions. The rest of this chapter focuses on proton-proton collisions, which are the
only ones relevant for this thesis.

Radiofrequency (RF) cavities accelerate the beams, and in the arc sections dipole magnets
keep the beams in the quasi-circular trajectory, while quadrupole magnets keep them focused
in the transverse plane.

The eight straight sections are connected to the ground level by access shafts. Going clock-
wise around the machine, they host the following equipment [87]:

• Point 1 is the closest to the CERN Meyrin site. The ATLAS experiment [88] is located
there. Together with CMS, ATLAS is one of the two big, general purpose detectors built
to probe both proton-proton and ion-ion collisions.
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Figure 3.1 – Sketch of the CERN accelerator complex [86].

• Point 2 hosts the ALICE detector, which focuses on heavy ion collisions and the strong
interaction sector of the SM at extreme values of energy density and temperature, where
matter forms a quark-gluon plasma [89]. Point 2 is also the site of the injection line for
the clockwise-rotating beam (as seen from above).

• Point 3 contains a collimation system which cleans the momentum spread of both beams.
Particles with a high momentum offset compared to the rest of the beam are scattered
and dumped into collimators.

• In Point 4 there are two superconducting RF systems, one for each beam [90]. An oscil-
lating electric field is created in each cavity, the shape and the frequency of each cavity
were chosen in such a way that a proton arriving at the right time and with the right
energy is not accelerated. Protons with different energies, or arriving early or late, are
decelerated or accelerated. This guarantees that protons stay into well-separated bunches,
and that they stay close to the desired energy [91]. The desired energy can be increased
over time, which is what allows the beams to go from the injection energy to the collision
energy. There are also transverse damping and feedback systems at Point 4, which can
correct injection errors and some instabilities in the transverse plane, and can also amplify
transverse oscillations to facilitate beam measurements [92].

• Point 5 is the location of the Compact Muon Solenoid (CMS) detector [93], which collected
the data analyzed in this thesis. CMS is described in more detail in section 3.2.

• Point 6 contains the beam dump systems, which function independently for each beam.
This is where the beams are deflected and safely taken out of the LHC, in case of an
emergency (e.g. there is a risk the beams could damage the machine) or a planned
interruption.
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• Point 7 is where a second collimation system is located. This one scatters particles with
large transverse oscillating amplitudes.

• Point 8 houses the LHCb detector, which focuses on precision measurements of CP vio-
lation and rare decays of B hadrons [94]. The injection system for the counter-clockwise
rotating beam is located nearby.

3.1.2 Particle beams in the LHC

The two most important parameters of a collider, which determine what physical phenom-
ena it can probe, are its center-of-mass energy and its instantaneous luminosity. The LHC was
designed to accelerate two counter-rotating proton beams to 7TeV each, and then collide them
at a center-of-mass energy of 14TeV. Such high energies have not been reached yet, as of the
writing of this thesis the highest center-of-mass energy reached was 13TeV, or 6.5TeV per beam.

A particle’s energy E at rest is given by Einstein’s famous formula:

E = mc2 (3.1)

where m is the particle’s mass and c the speed of light in a vacuum. For a moving particle,
the formula becomes:

E = γmc2 (3.2)

γ is known as the Lorentz factor and depends on the particle speed (cf. appendix A). A
proton’s rest energy is about 938MeV, a 6.5 TeV proton in the LHC has thus γ ∼ 6900, which
means its speed is very close to the speed of light.

The instantaneous luminosity determines the event rates of all physical processes at the
LHC. Higher values of the instantaneous luminosity allow rarer processes, with smaller cross
sections, to be observed. For a specific process with a cross section σ, the event rate dN

dt is given
by the following expression:

dN

dt
= Lσ (3.3)

where L is the collider’s instantaneous luminosity [87], which has units of inverse area per
unit of time (e.g. cm−2s−1). L depends only on the beam parameters, it is higher when there
are more protons in each beam, and lower when the proton bunches are wider at the collision
point. Assuming the two beams are equal and that there are equal numbers of protons per
bunch, the equation for the instantaneous luminosity is:

L =
N2
pNbfrev

4πεnβ?
F (3.4)

The meaning of the symbols on the right-hand side and their nominal LHC values are [87]:

• Nb = 2808 is the number of proton bunches in each beam.
• Np = 1.15× 1011 is the number of protons per bunch.
• frev ∼ 11.2 kHz is the revolution frequency of a particle in the LHC, calculated by dividing

the speed of light by the circumference of the machine.
• εn ∼ 3.75µm is the normalized transverse beam emittance. It is proportional to the

average beam width in the machine, and depends on the initial conditions of the beam
production before it even gets to the LHC, and also on the beam energy E (εn ∝ 1√

E
).
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• β? ∼ 0.55m is the amplitude function at the collision point. The amplitude function β
describes the variation of the actual beam width along the machine. Machine “optics”
(using magnets) can trade a small β? at the collision point, which is desirable to increase
luminosity, for a larger β further away from the collision point. β? = 0.55m is the nominal
LHC value for the high luminosity experiments CMS and ATLAS, but operators managed
to squeeze it as low as 0.33 m in 2017-18 operations [95].

• F is a geometric factor translating the fact that the beams collide at an angle, and not
head-on. In general F ≤ 1, it would equal one if the collisions were exactly head-on.

The nominal peak instantaneous luminosity of the LHC is 1× 1034 cm−2 s−1, but this value
was increased to 1.9× 1034 cm−2 s−1 in 2017, mostly by reducing the transverse emittance and
β? [95].

However important its peak value may be, luminosity does not stay constant over a data-
taking run. If no particular action is taken, luminosity decays exponentially as bunches collide
and take protons out of the beams 1. Luminosity can also decrease due to an increase in emit-
tance, which can be caused by particles scattering on residual gas (the beam pipe vacuum is
not perfect), beam-beam interactions, intrabeam scattering and RF noise. This increase in
emittance can be partially compensated by the radiation damping systems. Taking all of these
effects into account, the luminosity lifetime 2 is about 15 h [87].

The hours-long lifetime of instantaneous luminosity means that LHC beams do not stay
forever in the machine. In normal operating conditions, data-taking cycles follow each other
as beams are repeatedly injected into the machine, then made to collide, and finally dumped
when their luminosity is too low. Each cycle starts with the injection of test beams into the
collider. These beams are low intensity, or have a low number of bunches, in order to stay
below the machine damage threshold. They allow LHC operators to check if the machine is
ready for higher intensity beams. Then the high intensity “physics” beams can be injected.
This is a lengthy process, as the two entire 26.7 km LHC rings have to be filled, with up to
2808 bunches per ring. After that, the two beams are accelerated until they reach the collision
energy, 6.5TeV per beam during LHC Run 2. Then β? is decreased so that the two beams are
as narrow as possible at the collision point. If everything is under control, “stable beams” are
declared and the collection of data suitable for physics analyses starts. When the luminosity
gets too low the beam is dumped, and the machine is ramped down so that later a new beam
can be injected. The smooth operation of the LHC, as just described, requires a sequence of
complex tasks which have to be carried out in strict order. Each step of the cycle is categorized
by a “beam mode” [96]. Beam modes for emergency stops are also included.

3.1.3 The LHC injection chain

Before a beam gets into the LHC, it needs to be accelerated to a minimum energy, and it
needs the correct bunch structure. During nominal operations, proton beams injected into the
LHC are supposed to have 2808 bunches separated by ∼ 25 ns intervals, 1.15×1011 protons per
bunch, and an energy of 450 GeV per proton. There is also a tight upper limit on the beams’
transverse emittance, which has to fit into the aperture of the LHC superconducting magnets.
A long injection chain, including many different accelerators, handles the beams before sending

1. However, sometimes machine operators practice a so-called “luminosity levelling”, where they progressively
squeeze the beams at the collision point to prevent natural luminosity decay. This is done when maximally
squeezing the beams at the beginning of a run would produce a higher than desired luminosity. Instead, a lower
maximum luminosity is achieved, but over a longer period of time. Nevertheless, this levelling usually cannot
last for a whole data-taking run, and the luminosity eventually starts decreasing.

2. After which about a 1
e

fraction of the initial luminosity remains.
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them to the LHC.

Protons start their journey to the LHC in a hydrogen bottle, from which hydrogen atoms are
extracted and ionized. The resulting protons are pre-accelerated to a kinetic energy of 750 keV
and sent to a linear accelerator, Linac2. Linac2 accelerates protons by bunches up to a kinetic
energy of 50MeV, and then a transmission line sends them to the Proton Synchrotron Booster
(PSB), a circular accelerator with four rings [97]. The PSB accelerates the proton bunches to
1.4GeV and then injects them into the Proton Synchrotron (PS), a larger circular machine,
which increases the protons’ energy to 25GeV. The PS also splits the bunches multiple times in
order to produce an LHC bunch train with 25 ns spacing, while keeping the transverse emittance
and the longitudinal size of the bunches under control [87]. The bunches are then sent to an
even larger circular machine, the Super Proton Synchrotron, which accelerates them to 450GeV.
The bunches are then extracted from the SPS and injected into the LHC via two 2.8 km trans-
fer lines [98]. Multiple SPS cycles are necessary in order to completely fill up the two LHC rings.

This injection chain was not built from scratch just for the LHC, it repurposed older accel-
erators built for other reasons. The SPS used to be the largest accelerator at CERN, it enabled
the discovery of the W [99, 100] and Z [101, 102] bosons when operated as a proton-antiproton
collider. The SPS was then used as a LEP injector before being adapted as an injector for the
LHC. Similarly, at the time of its construction the PS was the largest accelerator at CERN,
before it was repurposed as an injector to the SPS. Along with the Linac2 and the PSB, it had
to undergo major upgrades to become LHC-ready [97].

The LHC is also not the final destination for all beams going through the accelerators
mentioned in this section. For example, the SPS provides beams for the NA62 experiment, and
ISOLDE uses proton bunches from the PSB.

3.1.4 Past and future operations timeline

The LHC has taken, since the year 2010, large quantities of data at increasingly higher
center-of-mass energies and instantaneous luminosities. Physics data-taking was supposed to
start earlier, but an accident occured during the commissioning of the machine, in September
2008. An electrical arc developed between two magnets, triggering a chain reaction which led
to the quench of several superconducting magnets and vacuum degradation in both of the beam
pipes and in some insulating vacuum barriers. Some magnets were displaced and others even
knocked off their supports [103]. The machine had to be shut down while the damage was
repaired and operators investigated what happened and what could be done to prevent any
further incidents. Commissioning with circulating beams started again in November 2009 [104].

When data-taking started in 2010, operators were cautious in order to protect the machine.
The proton-proton collision center-of-mass energy (

√
s) was 7TeV, and the instantaneous lumi-

nosity was progressively ramped up to a maximum value 3 of 2× 1032 cm−2 s−1, by increasing
the number of colliding bunches from 1 to 348 and by squeezing the beams at the interaction
point [105]. The data delivered by the LHC in 2010 corresponds to an integrated luminosity
of 44.2 pb−1 = 44.2× 1036 cm−2 (1 barn = 1 b is a unit of area equal to 1× 10−24 cm2). 2010
marked the beginning of LHC Run 1, which lasted until the end of 2012. The integrated lu-
minosity delivered in 2011 and 2012 was much greater than in 2010, respectively 6.1 fb−1 and
23.3 fb−1, as shown in figure 3.2 (left). Data in 2011 was collected at

√
s = 7TeV, increasing

to 8TeV in 2012.

3. This value applies to the two high-luminosity experiments, CMS and ATLAS.
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Figure 3.2 – (Left) Integrated luminosity delivered by the LHC, shown separately for each year
of Run 1 and Run 2. (Right) Integrated luminosity over all of Run 2, in blue what was delivered
by LHC at the CMS interaction point and in yellow what CMS recorded [106].

A planned shutdown in 2013-2015 (Long Shutdown 1 - LS1) was used for maintenance
and preparing the machine and the detectors for operations at a higher center-of-mass energy,√
s = 13TeV, during Run 2. Run 2 lasted from 2015 to 2018, with the LHC delivering in-

creasingly higher luminosities year after year. 2015 was a commissioning year, and unexpected
problems in the cryogenic system for the superconducting CMS magnet complicated operations.
Many machine shutdowns were necessary in order to maintain the cooling system but even so
CMS had to collect some data without any magnetic field [107]. As explained in section 3.2,
the magnetic field bends charged particles in a way which depends on their momenta, and this
is precisely how these momenta are measured. All of this meant that the LHC only delivered
4.2 fb−1 of integrated luminosity in 2015, including data when the CMS magnet was down. The
luminosity delivered in the other three years of Run 2, 2016-18, was much higher: 41.0 fb−1 in
2016, 49.8 fb−1 in 2017 and 67.9 fb−1 in 2018, as shown in figure 3.2 (left). Full Run 2 CMS
analyses usually do not include data taken in 2015, because its relatively small luminosity is
not worth the extra work. The analysis presented in part III of this thesis is no exception, it
was performed on data collected in 2016-18.

The luminosity actually used for analyses, in CMS or any of the other detectors, is always
lower than what is delivered by the LHC. Many factors are at play:

• There is the detector deadtime, which can be due to CMS subsystems not being ready, or
trigger rules (if an event triggers the data aquisition too soon after another, it is ignored),
or calibration [108]. Deadtime was typically 3.5% during normal operations in Run 2,
sometimes rising to 5% 4.

• Occasionally, there are subsystem problems resulting in detector downtime, during which
no data is collected at all.

• The data which does get collected by CMS needs to go through quality checks. Only
certified data, collected when all subdetectors are working normally, is used in analyses.

The right side of figure 3.2 shows the difference between the integrated luminosity delivered
by the LHC and the one actually collected by CMS over the full Run 2. The data collected by
CMS is shown after deadtime and downtime, but before quality checks.

4. Source: my personal experience when on shift at the CMS control room, and checking deadtime rates on
the CMS OMS tool.
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Run 2 was followed by a second Long Shutdown (LS2), starting at the end of 2018 and
scheduled to continue until 2022, which will mark the beginning of Run 3. Run 3 is planned
to last until 2024, operating at

√
s = 13 or 14TeV, and its total integrated luminosity will be

roughly equal to that of Run 2. After that, LS3 will start in order to upgrade the machine
and the detectors for even higher instantaneous luminosities: this is the HL-LHC (High Lumi-
nosity LHC) program. The target is a peak instantaneous luminosity of 5× 1034 cm−2 s−1 and
an integrated luminosity of 250 fb−1 per year, with the eventual goal of reaching 3 000 fb−1 by
2036 [109]. Figure 3.3 shows the long-term plans for the LHC.

Figure 3.3 – LHC schedule until 2036 [110]. Note that due to the COVID-19 pandemic, Run 3
is now scheduled to start in early 2022, a few months delay compared to the late 2021 start
shown in this figure. The HL-LHC operations start in Run 4.

3.2 The Compact Muon Solenoid

3.2.1 Overview of CMS and its coordinate system

The Compact Muon Solenoid (CMS) is a general purpose detector for proton-proton and
heavy ion collisions located at LHC Point 5 in Cessy, France. As shown in figure 3.4, CMS is
roughly cylindrical, and constructed in many subdetector layers around the beampipe, where
the collisions happen. The full detector is 28.7m long, has a diameter of 15.0m and weighs
about 14 000 t.

A silicon pixel and strip tracker is located closest to the interaction point, it tracks the paths
of charged particles going through it. The tracker is surrounded by calorimeters, which mea-
sure particle energies by a destructive process. The innermost calorimeter is the electromagnetic
one (ECAL), which handles photons and electrons 5, and then comes the hadronic calorimeter
(HCAL) for charged and neutral hadrons. A superconducting solenoid with an internal diam-
eter of 6m surrounds most of the HCAL and provides a 3.8T magnetic field. The solenoid is
kept cool at a temperature of ∼ 4.5K by a liquid helium refrigeration plant [93]. The outer
part of the HCAL (HO) is located just outside of the solenoid in the central region of CMS.
Gas ionization chambers are embedded in the magnet steel return yoke outside the solenoid
and track the paths of charged particles able to punch through all of the detector, which are
almost always muons. All subdetectors just described come in a central “barrel” section and

5. In this thesis, particles and antiparticles are refered to by the same name when the difference between them
is not important. Unless noted otherwise “electrons” should be understood as “electrons and anti-electrons” (or
“electrons and positrons”). See appendix A.
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Figure 3.4 – Schematic view of the CMS detector [111], with all its subcomponents: the tracker,
the calorimeters, the preshower, the solenoid, the steel return yoke and the gas ionization muon
chambers.

two “endcaps”, one on either side of the barrel. A preshower detector sits in front of the ECAL
endcaps, it was designed in order to help distinguish single photons from photon pairs coming
from neutral pion decays. Beyond the endcaps, there are forward calorimeters providing an
extended coverage.

All subdetectors are linked to the trigger system, which decides which events are kept in
long-term storage and which are rejected and permanently lost. It plays a crucial role in reduc-
ing the data storage rate to a manageable level while keeping the most interesting events, as
defined by the data analyzers. It is described in chapter 4.

The CMS coordinate system is centered on the nominal collision point, with an x-axis
pointing to the center of the LHC, a roughly vertical y-axis pointing upwards, and a z-axis
along the beampipe. The z-axis points in the anti-clockwise direction of the LHC as seen from
above, a direction determined by the right-handedness of the coordinate system. The azimuthal
angle φ is defined in the xy-plane with respect to the x-axis, and the polar angle θ is defined with
respect to the z-axis. However, θ is not used to describe particle momenta, the pseudo-rapidity
η is prefered:

η = − ln tan

(
θ

2

)
(3.5)

Pseudo-rapidity differences are conserved by Lorentz boosts in the z-axis, in the limit where
the particle masses are negliglible when compared to their momenta or energies 6. There is no
such conservation for the polar angle.

3.2.2 The silicon tracker

The CMS silicon tracker is the part of the detector located closest to the collision point,
with a length of 5.8m and a diameter of 2.5m. Its purpose is to measure precisely and ef-
ficiently the trajectories of charged particles, as well as reconstructing secondary interaction

6. This is shown in appendix A.
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vertices [93]. The tracker is located inside the radius of the solenoid which provides it with a
homogeneous 3.8T magnetic field. Charged particles are bent by this magnetic field according
to their momenta, which can thus be measured by analyzing the curvature of the particle tracks.

Radiation resistance is a major constraint in the design of the tracker as its location very
close to the interaction point implies a high density of particles flying trough it. Another con-
straint is the so-called “material budget” of the detector: the more material there is in the way
of a particle, the more undesirable interactions such as electron bremsstrahlung and photon
conversion are likely. Some amount of material is of course unavoidable as it would otherwise
be impossible to detect any particle, but the thickness of the silicon pixel cells and silicon strips,
as well as the volume of readout cables, cooling systems and support structures, all have to be
minimized.

Figure 3.5 shows a schematic cross section of the tracker as it was designed, including its
many subcomponents. The innermost part of the tracker is a pixel detector consisting of many
thin 100× 150 µm2 pixel cells, each with its own readout channel. This close to the interaction
point, the use of pixel cells is necessary due to the extremely high rate of particle hits, and
the excellent resolution the cells provide in all three dimensions also helps identify secondary
vertices, e.g. those corresponding to tau decays. Until 2016, the pixel tracker was made of
three cylindrical layers in the barrel and two disks in each of the endcaps. During the extended
2016-17 year-end shutdown, a detector upgrade [112] added a fourth layer to the barrel (moving
the first layer closer to the beam line), as well as a third disk on each endcap. The upgrade
included two extra features: an improvement of the readout chip, which would otherwise suffer
from buffer overflow during operations at high instantaneous luminosity, and a reduction in the
material budget by changing the cooling system, using a lighter mechanical support structure
and relocating electronics boards to higher |η|.

Figure 3.5 – Schematic cross section of the CMS tracker design [93], with each line representing
a detector module (double lines represent back-to-back modules with a stereo angle). The pixel
detector was changed in the year-end LHC shutdown of 2016-17, including the addition of a
fourth layer in the barrel and a third disk on both endcaps.

As we get further away from the interaction point, the area to be covered by the detector
increases quadratically, and an ever-larger number of pixel cells would be needed. In order to
keep the number of readout channels under control, the outermost tracker detector layers use
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silicon strips, which are narrow in two dimensions but much longer in the third dimension.
Some layers are equiped with two back-to-back strip detector modules with a stereo angle of
100mrad in order to provide a measurement of the third coordinate. The strip tracker is divided
into many sections:

• The Tracker Inner Barrel and Disks (TIB/TID), the innermost section, consists of four
barrel layers and three disks at each end.

• The Tracker Outer Barrel (TOB), surrounds the TIB/TID in the radial direction and
contains six detector layers.

• The Tracker Endcaps (TEC+ and TEC- according to their position along the z-axis)
are composed of nine disks each and positioned on either side of the central part of the
detector where the pixel, TIB/TID and TOB are located.

The strip detector provides a single point resolution (in the traverse direction) varying from
23µm in the inner parts of the TIB, where strip density is the highest, to 53µm in the outer
rings of the TEC disks, where strip density is the lowest. The tracker as a whole covers the
pseudo-rapidity range |η| < 2.7 after the 2016-17 pixel upgrade, but only up to 2.5 before that.

3.2.3 The electromagnetic calorimeter

The silicon tracker is completely surrounded by the electromagnetic calorimeter (ECAL),
which is made of thousands of scintillating lead tungstate (PbWO4) crystals, separated into a
barrel and two endcap sections, a preshower detector being located in front of each of the end-
caps. The crystals are connected to photodetectors which collect scintillating light: avalanche
photodiodes (APDs) in the barrel and vacuum phototriodes (VPTs) in the endcaps [93].

The ECAL measures with high precision the energies of electrons and photons coming out
of the tracker. This is achieved by placing a high density scintillating material, the aforemen-
tioned PbWO4, in the path of outgoing particles: any electron or photon entering the detector
material triggers a series of cascading interactions (electron bremsstrahlung and photon pair
production) and is effectively destroyed, producing an electromagnetic shower. For example, an
electron entering the ECAL quickly emits a bremsstrahlung photon, which can in turn convert
into an electron pair, while the original electron can emit a second bremsstrahlung photon,
etc. The amount of matter traversed by an electron or photon between two interactions is
characterized by the radiation length of the material, while the transverse size of the show-
ers is characterized by the material’s Molière radius. The PbWO4 crystals are excited by the
electromagnetic showers, the crystals then relax to a lower energy state by scintillating visible
light, which is collected in the photodetectors. Note that particles other than electrons and pho-
tons are much less likely to trigger electromagnetic showers in the crystals chosen for the ECAL.

The ECAL is a homogeneous calorimeter, i.e. its entire volume is sensitive to incoming
particles. PbWO4 was chosen as the sensitive material thanks to its high density, short scin-
tillating time 7 and small radiation length and Molière radius [93]. However, the light output
is relativity low and decreases with temperature [113]. Since the APD gain also drops with
increasing temperature, a cooling system with precise temperature control is necessary.

The choice of photodetectors was not the same in the barrel and the endcaps due to their
different radiation environments. The APDs, used in the barrel, have higher gain and quantum
efficiency 8 than the VPTs, but the latter are more radiation resistant and thus more suited for

7. 80% of the light is emitted in 25 ns, i.e. the time interval between two successive LHC bunches.
8. Higher quantum efficiency means an incoming scintillating photon is more likely to trigger a signal.
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endcap operations [114].

The ECAL achieves a very high precision in energy measurements. Its energy resolution can
be decomposed into a stochastic term S, a noise term N and a constant term C, with different
energy dependences: (σE

E
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=
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E

)2

+

(
N

E

)2

+ C2 (3.6)

where E is the energy of the incoming particle and σE the error on the energy. Contributions
to the stochastic term include fluctuations in the lateral shower spread, in the number of
photoelectrons produced, in the gain of the APDs or VPTs, and in the energy deposited in the
preshower detector [93]. The noise term is dominated by the electronics and the digitization
process, with a small contribution from pileup, i.e. particles coming from secondary proton-
proton interactions in the same event. The constant term dominates at high energy and is thus
particularly relevant for the analysis presented in this thesis. The main issues contributing
to it are the non-uniformity of the light collection along the longitudinal axes of the crystals
and errors in channel-by-channel relative calibration, a small contribution comes from energy
leakage from the back of the crystals. In test beams, without any magnetic fields or material
in front of the ECAL, the energy resolution was measured to be [115]:
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The energy resolution of electron/photon objects in real operating conditions is not as good,
which is why it is also measured in the collisions data collected each year. In 2017, the energy
resolution on electrons coming from Z boson decays (around 45GeV of energy per electron) was
about 1.5% in the most central part of the detector, increasing to ∼4.5% in the endcaps [116].

A major challenge in keeping the ECAL well calibrated during data-taking is the loss of
crystal transparency as particles interacting with them create color centers [115]. Fortunately,
that damage is self-repairing, but the transparency of the crystal does deteriorate in the short
term during each hours-long LHC data-taking cycle and in the medium term during each year
of data taking. The regions of the ECAL closest to the beam pipe had lost 96% of their
transparency by the time LHC Run 2 was over [117]. The loss of transparency in the barrel
was comparatively lower, up to 13%. The evolution of the detector transparency is monitored
by a system which injects laser pulses into the crystals.

3.2.4 The hadronic calorimeter

The hadronic calorimeter (HCAL) lies beyond the ECAL. It is divided in four parts: the
barrel (HB) and endcap (HE) calorimeters, located within the solenoid, the outer calorimeter
(HO), located just outside the solenoid in the central region of CMS, and the forward calorime-
ter (HF), found close to the beam pipes on either side of the detector. The HCAL is designed
to destructively measure the energies of charged and neutral hadrons.

The HCAL is a sampling calorimeter, which means that it is made of alternating layers of
absorber and active materials. In the HB, HE and HO, plastic scintillators form the active ma-
terial, the absorber material varies from one part of the detector to the other and can be brass,
stainless steel, iron, or even the solenoid coil. The absorber material triggers hadronic showers,
and the particles from these showers excite the scintillators as they go through it, the scintil-
lators then emit photons in the visible spectrum which are collected by photodetectors. The
advantage of this sampling setup is that it is possible to combine a material which effectively
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triggers hadronic showers with another material with good scintillating properties, instead of
having to find a single material capable of fulfilling both requirements. The disadvantage is that
part of the shower is lost in the absorber material and never reaches the scintillators. Detectors
are calibrated and corrected for this effect, but it adds an extra uncertainty term to the energy
resolution.

The absorber material is mostly brass in the HB and HE, but both the innermost and the
outermost layers of the HB are made of stainless steel in order not to compromise the detector’s
structural strength [93]. The HB in the most central regions of CMS is not thick enough to
contain all hadronic showers, which is why the HO is located outside the solenoid in the region
|η| < 1.3. Most of the HO consists of a single scintillating layer, using the solenoid coil as an
extra absorber layer. However, the most central part of the HO needs even more absorbing
material and consists of two scintillating layers on both sides of an absorbing layer of iron.

The hadronic forward calorimeter (HF), which extends the |η| coverage until 5.2, operates
in a much harsher radiation environment and thus uses a different technology for the active
material, based on the emission of Cherenkov light [118]. Cherenkov light is emitted when
particles travel faster than the speed of light in the scintillating medium, which in this case
is made of quartz fibers. There are both long and short quartz fibers, inserted into a steel
structure serving as the absorber material. The fibers are connected at the outer end of the
absorber material to light guides connected to photomultipliers. The fibers are parallel to the
beampipe, the long ones run all the way through the detector while the short fibers only go
halfway. Electrons and photons do not penetrate deeply into the absorber material and thus
activate preferentially the long quartz fibers, while hadrons travel deeper into the absorber and
thus trigger similar responses from the long and short fibers. This differential response of the
fibers allows hadronic and electromagnetic showers to be distinguished from each other.

The photodetectors used in the HB, HE and HO were originally hybride photodiodes (HPDs),
but those have progressively been upgraded to silicon photomultipliers (SiPM) over a period
of many years. The HO was upgraded before Run 2 [119], the HE in the 2017-18 technical
stop, and the HB only after the end of Run 2 [120]. SiPM are a new technology with many
advantages over HPDs: they have higher photon detection efficiency and much higher gain.
New readout electronics were also installed, allowing a large increase in the number of channels
and the depth-segmentation of the detector. The HF was also upgraded, first during Long
Shutdown 1 by replacing the photomultipliers tubes (PMTs) with a newer model better able to
reject anomalous signals coming from particles directly interacting with the PMTs, and then
during the 2016-17 technical stop by replacing the readout electronics and doubling the number
of output channels [118].

The HCAL was initially calibrated by results from test beams and by using radioactive
sources and lasers, but a substantial improvement comes from using cosmic muon and proton-
proton collisions data [121]. The energy resolution in the HB was found in 2002 test beams to
be [122]:
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After calibration using 2016 proton-proton collisions data, the energy resolution in the
HB/HE/HO part of the HCAL is about 17.8% for 50GeV charged pions [121], during nor-
mal CMS operations.
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3.2.5 The muon system

Gaseous subdetectors dedicated to the tracking of muon trajectories are installed in the
outer parts of the CMS detector, within the iron return yoke for the solenoid magnetic field.
Of the final state SM particles found in CMS (particles that have a decay time longer than
the time it takes them to cross the detector), muons are the second most penetrating: they do
not have strong interactions like hadrons, and they cannot convert to a pair of electrons like
photons. They can emit bremsstrahlung radiation like electrons, but the emission probability
is inversely proportional to the square of the particle mass, which implies that bremsstrahlung
for muons is ∼ 1/40000 as important as for electrons, given the ∼ 200 mass ratio between the
two particles. Neutrinos are of course more penetrating than muons as they have no electric or
color charge and just leave the detector without interacting with it at all. Otherwise, the dense
material particles have to cross before reaching the outer part of the detector ensures that no
other particles apart from muons interact with the muon system, with very few exceptions 9.
The return magnetic field of the solenoid bends the tracks of muons as they go through the
gaseous subdetectors, allowing their momenta to be measured.

There are three types of gas ionization detectors used in the muon system: drift tubes (DTs)
in the barrel region, cathode strip chambers (CSCs) in the endcaps, and a complementary trig-
ger system in both regions is provided by resistive plate chambers (RPCs). DTs are located
in the region |η| < 1.2, where background and muon rates are low and the magnetic field is
mostly uniform and contained in the iron yoke. In the endcaps, where background and muon
rates are high and the magnetic field is non-uniform, the faster response time, finer segmenta-
tion and increased radiation resistance of CSCs make them a superior choice, and they cover
the pseudorapidity region 0.9 < |η| < 2.4, partially overlapping with the DTs. RPCs have a
fast response time to signal and excellent time resolution, while their position resolution is not
as good as that of DTs or CSCs. They provide an independent trigger system for |η| < 1.6,
their ability to uniquely identify the specific bunch crossing to which a muon track belongs is
particularly useful [93].

The DT system is separated into four stations, one on either side of the iron yoke and two
embedded within it, forming concentric cylinders around the inner part of CMS, as shown in
figure 3.6. The cylinders are themselves divided into five wheels spread out along the z direc-
tion: there is a central wheel around η = 0 and two wheels on either side of it. Each muon
station is composed of many chambers, each containing three superlayers (or two, in the case
of the outermost station), and each of these superlayers is made of four layers of cells. The cells
are long in one dimension, ∼2-4m, and short in the other two, about 21mm wide and 11mm
in the radial direction. Two of the superlayers in each chamber are oriented in such a way that
they can measure the azimuthal angle φ of the muons, while the third superlayer (missing in
the outermost station) is located in between and oriented orthogonally to them, and allows the
z-position of the muon to be measured. A stainless steel anode wire runs in the center of each
drift cell [123] and collects the electrons ejected by the gas atoms ionized by any high energy
muon going through the cell. Two of the walls of the cell form the cathodes while the other
walls are kept at ground potential. The drift times of the electrons can be measured and used
to determine at what distance from the wire the muon crossed the cell, which considerably
improves the position resolution. The maximum electron drift time is around 400 ns, which
means that a cell can be busy for up to 16 bunch crossings after a signal is detected. This is
not a problem due to the low event rate per unit area in the barrel.

The CSCs are trapezoidal, with the short side closer to the beampipe and the long side

9. There are dedicated algorithms to deal with punchthrough from the HCAL, as explained in chapter 5.

45



further away. They each cover 10◦ or 20◦ in φ, partially overlapping in order to avoid dead
zones. They are organized in four stations within the endcap steel return yoke, as shown in
figure 3.7, in such a way that a muon with a pseudorapidity 1.2 < |η| < 2.4 goes through 3-4
CSCs. Muons with smaller |η| go through fewer CSCs but this is compensated by them crossing
DTs too. The CSCs are multiwire proportional chambers made of alternating planes of anode
wires and cathode panels with strips [93]. There are six wire planes and seven cathode panels in
each CSC. The cathode strips have constant ∆φ and run radially along the trapezoid, while the
wires run in the orthogonal direction. The wires are operated in avalanche mode, which means
that when a muon goes through the chamber and ionizes the gas, the resulting electrons trigger
a chain reaction when they get close to the anode wire: the electric field there is so strong that
the drifting electrons acquire enough energy to ionize other atoms, and the resulting electrons
ionize other atoms, etc. The avalanche signal is detected by the wire, pinpointing the radial
coordinate of the track. The avalanche also leaves near the wire an accumulation of positive
ions, which drift slower than electrons, and those ions induce a charge in the cathode strips
closest to them, which allows the determination of the φ coordinate of the track.

RPCs are present in both the barrel and endcap, and provide a redundant trigger capability
in the |η| < 1.6 region they cover. The basic RPC design consists of two parallel high resistivity
plates, separated by a gas gap of a few millimeters [123]. The outer part of each plate is coated
in conductive material to form either the high voltage or the ground electrode. Aluminum strips
insulated from the electrodes are used to pick up the signal, in a similar process to that of the
cathode strips. CMS RPCs are double gap, with the readout strips located in between the two
gaps and thus sensitive to discharges from both of the gaps [125]. In order to cope with the high
radiation environment of CMS, the RPCs are operated in avalanche mode, with limited gain
in the gas volume but high amplification in the front-end electronics, allowing them to handle
higher event rates [126].

To achieve a good energy resolution for muons, the locations of the various muon cham-
bers containing DTs, CSCs and RPCs must be known with high accuracy. Some misalignment
in the muon system inevitably occured during the construction of the chambers and the as-
sembly of the detector, but these were measured once the chamber installation was complete.
However, misalignment can also come from the magnetic field deforming the return yoke and
from time-dependent effects caused by e.g. temperature fluctuations. This is why a continuous
monitoring of the absolute and relative positions of the muon chambers is necessary: this is
done by an optical alignment system making use of LEDs and laser beams. Light shafts connect
the muon chambers to each other and also to the tracker at the center of the CMS detector [93].

The muon momentum resolution is dominated by the measurements of the inner silicon
tracker tracker for low pT muons. As the pT increases and the tracks get straighter, the res-
olution decreases. Simulations show that some of the loss in resolution can be recovered by
using information from the muon system (cf. figure 3.8). The muon pT resolution measured
in 2016-17 cosmic rays data is shown in figure 3.9. Cosmic ray muons can only travel so far
through the Earth, and thus most of them come from directly above CMS, with low values of
|η|, and data is lacking for high pT high |η| cosmic muons. Still, we can observe that for low
pT muons in the 10-100GeV range, the resolution is at the 1 % level for |η| < 1.2 and 2 %
for 1.2 < |η| < 1.6, but CMS retains a good resolution even for a transverse momentum of
0.6-1TeV: 4.5 % for |η| < 1.2 (data is lacking for high pT 1.2 < |η| < 1.6 muons).

The muon system is scheduled to have an upgrade during LS2 by adding an extra set of
detectors in the endcaps: gas electron multipliers (GEMs). In the region |η| < 1.6 redundancy
in the muon system is provided by the presence of RPCs in addition to DTs and CSCs. How-
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Figure 3.6 – Schematic cross section of the CMS drift tube system [93]. It covers a region in
the barrel up to |η| < 1.2. The first (innermost) muon station is located in between the HO
and the iron return yoke, the second and third stations are located in cavities within the yoke,
and the fourth station is outside the yoke. Support beams for the iron yoke create dead zones
in φ but they are staggered to avoid overlap between successive stations.

Figure 3.7 – Quarter-view of CMS, with the cathode strip chambers highlighted in green [124].
The DTs are shown in yellow and the RPCs present in both barrel and endcap are shown in
blue. All CSC stations have overlapping coverage in φ, except for ME 1/3.
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Figure 3.8 – Muon momentum resolution as a function of momentum, estimated in simulations,
using only the inner tracker, or using a global algorithm which takes into account information
from both the inner tracker and the muon system [127] (TuneP Tracker+Muon fits). Differ-
ent detector alignment scenarios are shown for the global algorithm. They differ along two
dimensions: whether they use the startup or the asymptotic alignment (the startup alignment
corresponds to the relative positions of the subcomponents of the detector at the beginning
of data-taking while the asymptotic alignment is calibrated with data taken during Run 2),
and whether they take into account alignment position errors (APE) or not. The best results
are obtained with asymptotic alignment and APE. Left: in the pseudorapity region |η| < 0.9,
right: 1.2 < |η| < 2.4. Using both the inner tracker and the muon system bring a considerable
improvement to the resolution compared to using only the inner tracker, especially for high
momentum muons.

Figure 3.9 – Muon pT resolution as a function of momentum, measured in data and compared
to simulations (DY MC) [127]. Left: in the pseudorapity region |η| < 1.2, right: 1.2 < |η| < 1.6.
There is good agreement between the data and the simulations.
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ever, due to the high rates expected after LS2, RPCs are not adequate for the high |η| regions
of the muon system, and GEMs are a better solution [128]. A first GEM station was installed
and commissioned during Run 2 [129], others are being installed as of the writing of this thesis.

Chapter summary

The data analyzed in this thesis comes from proton-proton collisions collected at CMS,
with the proton beams provided by the CERN LHC. The LHC is an approximately
circular collider operated by CERN and located in the French-Swiss border region, near
Geneva. The LHC is fed by a series of other accelerators which shape the bunch structure
of the proton beams and increase their energy until they can be injected into the LHC and
accelerated further. During Run 2, the data-taking period which is analyzed in this thesis,
the instantaneous luminosity delivered by the LHC for proton-proton collisions reached
a maximum of 1.9× 1034 cm−2 s−1, higher than its nominal value, and the collisions were
performed at

√
s = 13TeV, the highest center-of-mass energy ever reached by a collider.

Both parameters are set to improve in future data-taking runs. CMS is a general purpose
detector located at one of the collision points of the LHC, featuring a superconducting
solenoid providing within it a homogeneous magnetic field of 3.8T. A series of subdectors
installed around the collision point provide a variety of measurements and as close to
full angular coverage as possible. Within the solenoid, a silicon tracker records the flight
path of charged particles and measures their momenta from the way they are curved by
the magnetic field, an electromagnetic calorimeter measures by a destructive process the
energies of photons and electrons, and a hadronic calorimeter does the same for hadrons.
Outside the solenoid, gaseous detectors track the trajectories of charged particles which
manage to get through the rest of the detector: these are almost always muons. With
this setup, CMS can measure the energies and momenta of all SM final state particles,
except for the undetectable neutrinos.
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4
The CMS trigger system

The previous chapter showed how proton beams are accelerated and made to collide, and
also described the detector apparatus installed around the collision point. This chapter describes
how the trigger system analyzes the raw data generated by particles in the front-end electronics
and selects some of it to be kept in permanent storage. Proton-proton collisions happen at a
high rate in CMS: the nominal number of bunches in the LHC, 2808, multiplied by the bunch
revolution frequency of 11.2 kHz, gives an average collision frequency of 31.4MHz. However,
all of these events cannot possibly be saved in long term storage, the main limitations are the
bandwidth of data recording and transfer from CMS to the CERN Tier0 computing site, and
the Tier0 capacity for prompt reconstruction of the data. This limits the data recording rate
to about 1 kHz [130].

The trigger system is a set of algorithms which accomplish this enormous reduction in the
data rate while keeping the most interesting events as defined by the CMS physics program.
The system is divided in two levels: a Level-1 (L1) based on custom hardware, explained in
section 4.1, which performs a first selection and feeds into a software-based High Level Trigger
(HLT), explained in section 4.2, which runs on computer farms and makes the final decision on
whether an event is kept in long term storage.

4.1 Level-1 trigger

The Level-1 (L1) trigger is implemented on hardware, on both programmable hardware like
field-programmable gate arrays (FPGAs) and on faster, more radiation resistant but less flexible
application-specific integrated circuits (ASICs) [93]. A major upgrade was done during Long
Shutdown 1 (LS1), with the aim of improving the L1 performance at the higher instantaneous
luminosities of LHC Run 2 and simplifying its electronic components, which are now mostly
based on a few common hardware designs [131]. The architecture of the L1 after the upgrade
is shown in figure 4.1.

The L1 reduces the data rate from the many tens of MHz of proton-proton collisions to a
maximum output rate of ∼ 100 kHz. The decision on whether to reject an event or send it
to the HLT is made within 4 µs of the collision, using information only from the calorimeters
and muon chambers [108]. A global trigger makes the final L1 decision, based on both the
calorimeter and muon triggers, and also on the readiness of the CMS subdetectors and the data
acquisition system (DAQ).
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Figure 4.1 – The L1 trigger system after the LS1 upgrade. The components and the relations
between them are explained in the text [132].

4.1.1 Calorimeter trigger

The basic data used in the calorimeter trigger comes from energy deposits in the ECAL or
HCAL. The ECAL, used to identify electrons and photons, is separated into a barrel (EB) and
two endcap (EE) sections. In the barrel, each 5x5 array of PbWO4 crystals forms a trigger
tower, and the transverse energy in each of them is computed and forms a trigger primitive,
which is processed in the calorimeter trigger algorithms. In the endcap, trigger primitives are
also computed from the transverse energy deposited in trigger towers, but the geometry of
these is more complex and the number of crystals per tower varies from 25 to 10 with increas-
ing |η| [133]. As mentioned in chapter 3, the ECAL loses transparency when irradiated and
recovers some of it when not. This effect is mitigated by using information from the laser
monitoring system and regularly updating corrections to the trigger tower energies. The HCAL
trigger primitives are also based on transverse energy (ET ) deposits, and can combine many
readout channels into a single readout tower in the same way ECAL crystals are combined into
trigger towers.

After the LS1 upgrade, the calorimeter trigger began using a time-multiplexed architecture
with two layers, Layer-1 and Layer-2. Each electronic card in Layer-1 is mapped to a part
of the detector which is four trigger towers wide in φ and spans all of η. The Layer-1 cards
receive the trigger primitives generated from ECAL and HCAL data in their sector, calibrate
and sort them and then transmit them to Layer-2. Time-multiplexing means that for each
bunch crossing each Layer-1 card retransmits data to Layer-2 using a single optical fiber link,
but this data is sent over many bunch crossings instead of sending all of it immediately [131].
The data from the next bunch crossing is similarly transmitted over many bunch crossings, but
to a different Layer-2 card and using a different optical link. After nine bunch crossings, the
first optical link has finished transmitting and can be used to transmit data from a new bunch
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crossing, and this cycle can be repeated indefinitely.

Layer-2 is set up in such a way that each card receives calibrated trigger primitives from
all of the detector for a single bunch crossing. Due to the time-multiplexing, they receive and
process this data progressively, performing a one-dimensional scan along the η direction 1 of the
detector, while constructing and sorting physics objects such as electrons/photons, jets 2, taus
and calculating global sums such as missing ET [134]. A final demultiplexing stage prepares
the data to be sent to the global trigger, which makes the L1 Accept decision.

4.1.2 Muon trigger

All three types of gaseous detectors located in the muon chambers contribute data to the
muon trigger, which is separated according to pseudo-rapidity regions: there are barrel, overlap
and endcap muon track finders, respectively abreviated BMTF, OMTF and EMTF. The trigger
primitives constructed by DTs and CSCs are local track segments, while the RPCs provide a
collection of hits.

The DTs are equipped with custom and programmable electronics which reconstruct up to
four local track segments per bunch crossing per chamber [131]. The local track segments are
assumed to point to the interaction vertex and include information on their radial position,
their bending angle, and the number of layers used to reconstruct them. Despite the 400 ns
maximum electron drift time (about 16 LHC bunch crossings, cf. chapter 3), the DT trigger
electronics are able to identify the correct bunch crossing with an efficiency of 97-99%, except
for tracks with a high angle of incidence, for which it drops to ∼88% [135]. The local track
segments coming from all DTs are synchronized and transmitted to the BMTF and the OMTF
(via the TwinMux, described later in this section).

The CSC electronics reconstruct separate track segments from anode and cathode hits, these
track segments are then correlated. Each anode track segment has a well-defined radial dis-
tance from the beam line as well as precise timing information, the corresponding cathode track
segment provides the φ coordinate. Up to two local charged track segments per bunch crossing
are sent by each CSC detector to an electronic component called muon port card [131], which
forwards the track segments to the EMTF and OMTF.

DT track segments and RPC hits are not directly fed to the track finders, they go first
through another module, either the TwinMux or the CPPF. The TwinMux module has a dual
role [131, 136]:

• Combining DT track segments and RPC hits into “superprimitives” to be sent to the
BMTF. These superprimitives have both the high spatial accuracy of the DTs and the
high timing accuracy of the RPCs.

• Consolidating the data coming from the DTs and RPCs in many slow links into fewer high
speed output links connected to the BMTF and OMTF. The input data coming from a sin-
gle sector is also duplicated and sent to the track finder processors working on neighboring
sectors, thus avoiding the need for information sharing between the processors.

The CPPF performs a similar data consolidation and duplication job for RPC hits to be sent
to the EMTF.

1. This one-dimensional (rather than two-dimensional) scan of the detector allows for a great simplification
of connections between different electronic components, greatly improving the data rate which can be analyzed.

2. Jets are collections of tightly packed particles, mostly made up of hadrons. See chapter 5 for more infor-
mation.
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The muon system barrel, where the BMTF operates, is divided into wheels and wedges.
There are 12 wedges with a trapezoidal shape, they have a limited ∆φ spread but run along the
entire z axis of the barrel. As mentioned in chapter 3, the barrel is divided into five wheels along
the z axis. The intersection of a wedge and a wheel corresponds to a sector, and each of them
has a dedicated track extrapolation unit, which also receives duplicated data from the nearest
neighboring sectors. The track extrapolation units check if a superprimitive from an outer layer
is compatible with a superprimitive from an inner layer, by making use of a look-up table which
takes as inputs the inner superprimitive coordinates and bending angle and then determines
an acceptable φ window for the outer layer. If the outer layer superprimitive is within that
window, the two superprimitives are paired up since they are considered compatible with the
same muon track. A track assembler unit takes these superprimitive pairs created in all layers
of the detector and constructs complete tracks by combining them. A quality is assigned to
each track according to the number of layers which contribute to it.

The OMTF operates in the barrel/endcap overlap region and thus receives information from
the DTs, RPCs and CSCs. The algorithm reconstructs tracks independently in each φ sector,
starting from reference hits. Up to four different reference hits are selected, favoring those
from inner layers and with better φ resolution. A reference hit from a single layer is associated
to hits in other layers according to whether they match any of 26 different “golden patterns”
corresponding to different muon transverse momenta. When multiple golden patterns are com-
patible with the reference hit, the one matching the highest number of hits (i.e. the highest
quality one) is prefered.

The EMTF uses data from the CSCs and the RPCs located in the endcaps. The algorithm
reconstructs tracks using at most one trigger primitive (CSC or RPC) per layer: by default the
better resolution CSC is prefered, but the RPC can be used if the CSC system missed a hit in
one layer. The first step is looking for correlations in φ between different layers, checking if
they correspond to any of five predefined patterns, this is done in parallel in four η sectors. The
resulting tracks are ranked according to quality criteria determining how precisely their pT can
be measured: their straightness, the number of layers used to construct them, and whether the
two inner stations (where the magnetic field is higher) are involved. The three highest quality
tracks are saved and have their pT ’s evaluated by a machine learning algorithm 3 implemented
in a look-up table. To evaluate the pT of a muon, one would normally use φ bending angles
in each layer and φ differences between different layers. However in the endcaps there are
multiple factors complicating this evaluation: the magnetic field is non-uniform, high pT muons
may trigger electromagnetic showers when interacting with the detector material while low pT
muons may be scattered off their trajectories or lose large amounts of energy. A machine learn-
ing algorithm trained on large amounts of simulated data can make sense of this complicated
picture. Its inputs and outputs are implemented in a look-up table so that it can make fast pT
assignments [137].

The upgraded global muon trigger (µGMT 4) receives the best muon candidates from each
of the three track finders. The µGMT ranks the muons by pT and quality and removes du-
plicates which may be produced by adjacent sectors or wedges in the same track finders, or
muons which are reconstructed both by the BMTF and the OMTF, or both the OMTF and
the EMTF. In parallel, the µGMT also extrapolates the muon track coordinates back to the

3. More precisely, a Boosted Decision Tree (BDT), explained in more detail later in chapter 5.
4. It is called upgraded global muon trigger as opposed to the previous global muon trigger used in LHC

Run 1.
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collision vertex via a look-up table; this allows e.g. better reconstruction of the invariant mass 5

of multiple-muon systems. The eight best tracks, with their extrapolated coordinates, are sent
to the upgraded global trigger (µGT) for further processing. Quality information is also trans-
mitted: muons from the BMTF are always considered to be of the highest (“tight”) quality
thanks to the strong magnetic field in the barrel, while muons from the OMTF and EMTF are
classified into either “tight”, “medium” or “low” categories according to how many layers they
hit and whether they hit the first layer.

4.1.3 Global trigger

The upgraded global trigger (µGT) makes the final L1-Accept decision based on informa-
tion from Layer-2 of the calorimeter trigger and the µGMT. The incoming data consists of
global sums, such as the missing transverse energy, and of candidate particles (muons, isolated
and non-isolated electrons/photons, jets, taus) with information about their ET or pT , η and
φ coordinates, and quality of the reconstruction. There is also information coming from CMS
subsystems which can be used to accept or veto events in standalone “technical triggers”, or
used in combination with calorimeter or µGMT data for a trigger decision. Technical triggers
are useful for the calibration and commissioning of the various CMS subsystems, including the
L1 trigger itself [108].

L1 algorithms can select events based on several different criteria, e.g. if a given particle
passes selections on their pT /ET , η or φ, or if two different particles are spatially correlated, or
if a given global sum is higher than a certain threshold. Different criteria can also be combined
with logical operations to produce more complicated triggers. After passing all of these criteria,
an event may still be subjected to a so-called prescale before being accepted by the L1 trig-
ger. Prescales are positive integers, including zero, determining how many events fulfilling all
other requirements of a specific L1 algorithm may actually fire the trigger. A prescale of zero
means that no event will be accepted, this is typically used for calibration triggers when the
instantaneous luminosity is high and the priority is to collect data useful for physics analyses.
Otherwise, applying a prescale N ≥ 1 means that only one out of N events passing all other
trigger requirements will be accepted, effectively dividing the trigger rate by N .

The collection of L1 algorithms encoded in the µGT firmware is called the L1 trigger menu,
and since it is fully implemented in programmable electronics, it can be changed when data-
taking conditions change. Up to 512 different L1 algorithms can be used, and in practice 350-400
were used during Run 2. For hardware reasons, the L1-Accept rate cannot exceed 100 kHz, but
it is otherwise desirable to keep it as high as possible. So over the years, as the instantaneous
luminosity and the center-of-mass energy increased, new L1 menus with reduced rates had to
be developed. Different strategies can and were used to reduce trigger rates:

• Increasing the prescale, e.g. from 2 to 10, which in this case would mean a new rate equal
to 1/5 of the old rate. This solution is however not desirable for triggers used in physics
analysis for which one would like to keep as much data as possible (i.e. the desirable
prescale is 1). Prescaled triggers are fine for calibration or data validation studies.

• Tightening the requirements on the physics object, e.g. by requiring an electron/photon
candidate to be isolated (i.e. requiring little activity in a small region of the detector
around the candidate), or restricted to a certain |η| range.

• Increasing the pT /ET thresholds. These can however be set too high for some specific
analyses, e.g. a 50GeV threshold on the muon pT severely reduces the rate of Z → µµ
events triggered.

5. See appendix A for a definition of the invariant mass.
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• Using multiple-object instead of single-object triggers. If e.g. two muons are required
instead of one, the pT thresholds on both of them can be kept lower.

The data analysis presented in this thesis considers only high energy events, which means
that single-object triggers with high pT /ET thresholds can be used with no risk of losing signal
efficiency.

The instantaneous luminosity not only varies over the years of LHC operations but also
during a single LHC fill 6. When the machine has just filled up with two stable beams and
they start colliding, the instantaneous luminosity is at its highest and then starts decaying,
as explained in chapter 3. In order to keep the rates high and not waste any data, different
sets of prescales, called “prescale columns”, are used. For lower luminosities, lower values of
the prescales are used. The CMS trigger shifter is in charge of changing the prescale column
when the luminosity gets below a certain value. They also monitor the L1 rates (in particular
checking that the total rate is less than ∼ 100 kHz) and the various L1 subsystems 7. The µGT
provides a preview of the rates of other prescale columns, making it easy to check that the new
rate will stay below the 100 kHz limit.

4.2 High Level Trigger

The High Level Trigger takes events for which there was a L1-Accept signal and decides
if they should be kept for permanent storage, reducing the rate from ∼ 100 kHz to an average
of ∼ 1 kHz, a number limited by the data transfer bandwidth and the CERN Tier0 computer
center capacity for prompt data reconstruction. This large rate reduction is performed by a
collection of ∼ 600 algorithms, also called HLT paths, which collectively form an HLT menu.
Unlike the L1 trigger, the HLT is implemented in software running in a computer farm.

4.2.1 HLT algorithms

An HLT path only starts running if one of its L1 preconditions is fulfilled. Then a series of
object producers and filters are applied. Producers can build objects as simple as ECAL energy
deposits or as complicated as global muon tracks combining inner tracker and muon chamber
information. Filters check whether the objects produced fulfill the trigger requirements and
reject the rest. Producers and filters can be shared between different HLT paths in order to
save computing resources. Another way to save resources is to make sure producers construct-
ing simple objects are run before producers reconstructing tracks or particle candidates using
the Particle Flow (PF) algorithm 8, this way many events are rejected before any complicated
algorithms need to be run [138]. Figure 4.2 (left) shows the distribution of HLT decision times
in a specific 2016 data-taking run. The distribution is heavily skewed, peaking under 0.1 s,
but some HLT decisions can last several seconds. The right-hand side of the figure shows the
increase of the average processing time as the instantaneous luminosity increases. The higher
luminosity runs of 2016 got close to going over the HLT timing budget, which was around
220ms at the time. More CPU cores were purchased for the 2017-18 data taking in order to
cope with the increased luminosities, allowing a maximum processing time of 320ms in 2018,
which in practice can be increased by 20% thanks to hyperthreading [130].

6. A fill is a data-taking period lasting as long as two specific beams are circulating in the LHC. Dumping the
beams marks the end of a fill, a new fill starts when new beams are injected into the machine.

7. I did about two weeks of trigger shifts at CMS Point 5 during 2018 data-taking.
8. PF is explained in more detail in chapter 5.
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Figure 4.2 – (Left) Distribution of HLT processing times for a 2016 data run when the average
instantaneous luminosity was ∼ 13.2× 1033 cm−2 s−1 and the average number of simultaneous
events (pileup) was 42.5. (Right) Average HLT processing time as a function of instantaneous
luminosity. The processing time increases faster than linearly when instantaneous luminosity
increases, the red line shows the maximum average processing time that the HLT computer
farm as it existed in 2016 could handle. Later upgrades pushed this limit to higher values [138].

An event passing all filters of an HLT algorithm may still be subject to prescales before
being accepted for permanent storage. Like for the L1 trigger, many different prescale columns
are defined for different luminosities. Accepted events are written into separate datasets which
group together the outputs of many separate HLT paths, e.g. there is a SingleMuon dataset
for events containing a high momentum muon. The datasets are non-exclusive since the same
event can fulfill the requirements of two different HLT paths belonging to different datasets.
There are of course efforts to ensure that the overlap between different datasets is minimal as
duplicated events waste computing resources, and in fact, as detailed later in this section, I
personally made a study to check the event rate overlap between different datasets and recom-
mended the merging of those which shared a considerable number of events.

The 1 kHz limit on the average HLT rate can be bypassed in two ways:
• By having a much reduced event size. This is achieved in “scouting” data, by saving only

objects reconstructed at HLT [139]. The same computing resources allow the collection
of many more events.

• By “parking” the data, and reconstructing it later when computing resources are available
rather than reconstructing it immediately after it was collected. Special parking triggers
for studies of b-quark physics were used in 2018 [130].

Figure 4.3 shows how the HLT rate evolved over the duration of a specific 2018 LHC fill.
The promptly-reconstructed “physics” data rate starts at about 1 300Hz and finishes at around
600Hz, for an average close to the 1 000Hz limit over the whole fill. In comparison, the parked
data has a much higher rate. There are also calibration and commissioning triggers, the rates
of which are not shown here.

4.2.2 HLT rates monitoring

HLT paths are not centrally designed, they are developed by physics analyzers who are
better placed to know what trigger would be best suited for their analysis. There is however
a Trigger Studies Group (TSG) ensuring the coordination of trigger development, and the de-
ployment of new HLT menus. The performance of said menus is also checked, in particular
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Figure 4.3 – HLT rates for LHC fill 7334 (2018, taken from the CMS trigger rate monitoring
website). Rates for the promptly-reconstructed “physics” data streams are shown in black, the
much higher rates for the parking streams are shown in blue. The vertical red dotted lines
indicate changes in prescale columns. The grey dotted lines show the start of new runs. Runs
are technical subdivisions of CMS data, a rapid succession of new runs usually indicates some
technical problem.

whether the rates and processing times stay within reasonable limits. Another consideration is
that CMS data is useful for many different kinds of analyses, such as H boson physics, searches
for supersymmetry, or searches for new high mass objects, which is why the share of trigger
rates each of these analysis groups gets is monitored to check if it corresponds to CMS policy.
There are also different object groups which check the performance of the reconstruction and
identification of specific objects such as muons or taus, and the rates of each of these groups also
need to be monitored. For this purpose, the plots shown in figure 4.4 can be useful, I produced
them for the trigger monitoring subgroup (STEAM) of TSG.

Over the course of my thesis, I worked at STEAM and estimated the rates of many Run 2
HLT menus before they were deployed. At the beginning I used a legacy code before working
with other STEAM colleagues to develop a new leaner code with a much faster run time. I
eventually became the main person responsible for maintaining and updating the code. It can
be used to estimate rates of individual HLT paths, the rates of datasets and how they over-
lap, and the rates assigned to different physics analysis and object groups as already shown in
figure 4.4. All of that can be done using either data or simulations, each of which have their
own advantages and drawbacks. The data used consists of events passing the L1 selections
with no HLT requirements other than a large prescale in order to keep the data collection rate
low enough. The data is most useful when a new HLT menu is deployed with no changes to
the CMS detector or the L1 menu, in this case it is simple enough to emulate the effects of
the new HLT paths over existing L1-Accept data. However, when the L1 menu or the de-
tector conditions change too much, data no longer gives accurate estimations and the use of
simulations can be preferable, although these have their own accuracy limitations, especially
when it comes to wrongly-identified particles or the estimation of the missing transverse energy.
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Figure 4.4 – Rates for the different physics analysis and object groups of CMS in one of the
2017 HLT menus. On the left, the rates of each individual group are shown without considering
overlaps. On the right, overlaps are considered and events useful to N different groups are
counted as 1/N for each of the relevant groups. The groups are shown by their abreviations.
Among the physics analysis groups one can find the H boson group (HIG), the supersymmetry
group (SUS), and the group searching for new high mass objects (EXO for “exotica”). Among
the object groups one can find the tau (TAU), the muon (MUO) and electron-photon (electron-
gamma, EGM) object groups.

The rates estimation code works in the following way:
• First the HLT menu is applied to the data or the simulations. The saved output files

contain only the trigger information: for each event and each trigger path, a boolean indi-
cates whether the trigger fires or not. This first step is usually performed by subdividing
it into many parallel jobs submitted to a computer cluster, in order to quickly process
large numbers of files.

• Then, a trigger counting code counts how many times each individual trigger path fires,
but also how many times each dataset registers an event, or how many times a trigger
corresponding to a specific physics object group fires. When an event fires triggers be-
longing to different datasets, this overlap is also counted. There is a file summarizing to
which dataset and which group(s) each trigger path belongs. This file needs to be updated
when new HLT menus are developed. The trigger counting code also keeps track of the
number of times any physics trigger fires, without double counting when more than one
trigger fires in a single event. Physics triggers are defined as those which are useful to
data analyses, either to look for signal events, or as control triggers to e.g. check a particle
identification efficiency. The counting task is also usually subdivided into many parallel
jobs.

• Finally, a script merges the outputs of the counting jobs, and normalizes the counts in
order to obtain trigger rates in Hz. For data, the normalization involves multiplying the
trigger count of the HLT path Ndata

path by the prescale NPS used to record the data, and
dividing the number obtained by the length of time during which the data was taken.
CMS data is recorded in indivisible chunks called “luminosity sections” (LS) which last
TLS = 23.31 s, so the duration of data-taking is simply the number of LS NLS times
TLS. The rate thus obtained can then be linearly scaled if one wishes to quote the rate
for a reference luminosity which is different from the luminosity of the input data. The
normalization equation for data is:

Rdata
path =

reference lumi

input lumi
·
Ndata

pathNPS

NLSTLS
(4.1)
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This linear luminosity scaling is not generally valid: some HLT paths have a non-linear
dependence on luminosity. However, it works reasonably well for the small extrapolations
performed with this code, typically ∼2.0/1.8.

For simulations, the total rate at which a given process happens in CMS is obtained by
multiplying its cross section σ by the reference instantaneous luminosity. However, not
all events fire the trigger, so this number has to be multiplied by the share of simulated
events firing the trigger: Nsim

path

Nsim
total

. The normalization equation for simulations is:

Rsim
path = σ · reference lumi ·

N sim
path

N sim
total

(4.2)

4.2.3 Dataset overlap study

I made a study on the overlap of the different physics datasets as they existed at the end of
2017. As mentioned before, CMS events accepted by the HLT are written into non-exclusive
datasets, which can lead to duplicated events. There are procedures for removing such events
for analyses which use more than a single dataset, the reason these events are undesirable is
that they waste precious bandwidth and prompt reconstruction resources which could be better
used on other, unique events. It was not an option to simply merge all datasets into one due to
computing limitations, but since the division of datasets had not been reconsidered since they
had been created at the beginning of Run 1, some advantageous changes were likely to be found.

The study focuses on so-called “physics” datasets, which are useful to CMS data analyses.
Here is a complete list of these datasets as they were organized in the beginning of Run 2
(2015-17):

• BTagCSV: This dataset gathers trigger paths requiring the presence of two or more
jets, with at least one of them being b-tagged by the combined secondary vertex (CSV)
algorithm. The CSV algorithm identifies jets which likely originate from the creation of
a b quark, as explained in more detail in chapter 5.

• BTagMu: These triggers are used to measure the CSV b-tag performance in data. An
independent b-tagger is used, one that relies on the presence of a well-identified muon
within the cone of a jet. This event signature is associated with the decay of a heavy-
flavor hadron 9, because light-flavored hadrons are either too long-lived to decay within
the detector, or they have different decay signatures (e.g. neutral pions decay almost
immediately to a diphoton pair).

• Charmonium: These triggers are used to study the J/ψ resonance. They select two
low pT muons compatible with the resonance mass of about 3GeV. Sometimes other
requirements such as pseudo-rapidity (η) restrictions are added.

• DisplacedJet: Events with displaced jets and other displaced tracks are selected. Dis-
placed tracks are not compatible with the primary interaction vertex. Another selection
which is often used is a minimum HT requirement. HT is the total scalar transverse en-
ergy sum of all jets [132]. These triggers are useful mostly for the search of new long-lived
particles. Massive long-lived particles may stop somewhere and later decay, far from the
primary interaction vertex.

• DoubleEG: Triggers selecting events with two electrons or photons, as well as cross-
triggers requiring one electron and a jet.

• DoubleMuon: These are typically events with at least two muons.

9. A hadron containing a heavy flavor quark, i.e. a quark which is not up, down or strange.
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• DoubleMuonLowMass: Events with at least two muons, compatible with the decay of
a low mass object.

• HTMHT: The trigger paths mostly select events based on HT , missing HT , or MET
requirements.

• JetHT: Events are selected based on a mix of jet pT threshold and HT requirements.
Triggers selecting “fat” jets 10 are also included.

• MET: The trigger paths here select events with large missing transverse energy (MET).
Standalone triggers with no other requirements have a MET selection of at least 200GeV,
though thresholds can go lower if filters are applied to remove events with fake MET.
There are also cross-triggers with other requirements such as the presence of muons or
isolated tracks. The minimum MET thresholds on these cross-triggers can be much lower
since the trigger rates are drastically reduced by the other requirements.

• MuOnia: The goal is to select two low pT muons coming from the decay of an Υ meson.
• MuonEG: Events with at least one muon and one electron or photon are selected. Some-

times an extra requirement, such as the presence of a second muon, is added.
• NoBPTX: These triggers select events in which there was no collision in the bunch

crossing. Like the DisplacedJet dataset, this dataset is mostly useful for searching new
massive long-lived particles, which may stop in the detector and decay long after the
collision. Events with no bunch-crossing collision have far less detector activity than
regular events, facilitating the search for long-lived particles.

• SingleElectron: The presence of a single high pT electron is required. Different algo-
rithms may be used to identify the electron. Cross-triggers requiring also the presence of
jets or taus are included as well.

• SingleMuon: The presence of a single high pT muon is required. The muon may or may
not be required to be isolated. Cross-triggers with tau, jet or HT selections are included.

• SinglePhoton: Events with a single high pT photon are selected. The simplest triggers
include only a pT threshold, but others have some quality requirements as well. Some
paths also include MET selections.

• Tau: Triggers requiring the presence of one or more taus are collected here. Some cross-
triggers requiring the presence of one muon and one tau are also included. These can
in practice function as ditau triggers, since a tau lepton can decay into a muon and two
neutrinos.

Using the rates estimation code previously described, I produced the dataset overlap plot
shown in figure 4.5, with the datasets as they existed in 2017. The HLT menu used for the
study was deployed for a few days of proton-proton collisions data-taking in November 2017 11.
I used data collected in 2017 to perform the study, rather than simulations. Three groups of
datasets showed considerable overlap between them:

• JetHT-BTagCSV-HTMHT, especially the large JetHT-BTagCSV overlap, which corre-
sponds to 1/3 of the total BTagCSV rate and pops out immediately in the graph. This
large overlap can be explained by the fact that these datasets all collect different kinds of
jet trigger paths.

• SinglePhoton-SingleElectron-DoubleEG. Electrons and photons are similar objects which
leave large energy deposits in the ECAL.

10. AK8 jets, see chapter 5.
11. More precisely, it was the 2017 v4.1.0/V6 HLT menu. The v4.2.1 menus were used for the final few days

of proton-proton collisions.
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• SingleMuon-DoubleMuon. However, SingleMuon already has one of the highest rates
out of all CMS datasets, and since the computing limits are not precisely known, it was
thought imprudent to make this dataset larger.

There are some comparably-sized overlaps including the missing ET (MET) dataset, but its
rate was already planned to be reduced in future HLT menus.

I then checked how the dataset rates and their overlaps would evolve after doing the two ad-
vantageous merges I had identified: JetHT-BTagCSV-HTMHT and SinglePhoton-SingleElectron-
DoubleEG. The results are shown in figure 4.6. The new datasets, with the placeholder names
JetHTMHTBTagCSV and EG, both had lower rates than the SingleMuon dataset and would
thus cause no problems to the CMS prompt data reconstruction. Before the dataset merges,
the overlap corresponded to around 12% of the total physics rate, which counts only unique
events useful for physics analysis or physics object groups. The merges reduce the overlap rate
by 38%, an amount corresponding to around 4.6% (= 0.38×12%) of the total physics rate. This
means that an extra 4.6% of unique data events could be collected by CMS without changing
any of the trigger algorithms or prescales. I presented these results to the Physics Performance
and Dataset group, which followed my recommendations and did the two merges, resulting in
new datasets called JetHT and EGamma, used during the 2018 data-taking.
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Figure 4.5 – Dataset rates and their overlaps, using the 2017 v4.1.0/V6 HLT menu and the
physics datasets as they existed at the time. The plot is symmetric with respect to the di-
agonal, where the total rates of specific datasets can be found. The rates were estimated
using data and scaled linearly to correspond to data-taking at an instantaneous luminosity of
1.5× 1034 cm−2 s−1.
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Figure 4.6 – Dataset rates and their overlaps after performing the two merges JetHT-BTagCSV-
HTMHT and SinglePhoton-SingleElectron-DoubleEG, the parameters are otherwise unchanged
with respect to figure 4.5. The new datasets have the placeholder names JetHTMHTBTagCSV
and EG, all other datasets are unchanged and keep their old names.
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Chapter summary

The data collected by CMS cannot all be kept in permanent storage. If the LHC is
running under nominal operating conditions, the collision rate in CMS and ATLAS is
31.4MHz, while computing constraints limit the CMS data recording rate to about 1 kHz
when averaged over an LHC fill. The trigger system ensures that this rate reduction can
happen while keeping the most interesting events in long term storage and rejecting the
rest. The CMS trigger is split into two stages: the Level-1 (L1) trigger, implemented on
custom and programmable electronics, and the High Level Trigger (HLT), implemented
as software in computing farms. The L1 trigger reduces the event rate to 100 kHz, and
is split into calorimeter and muon triggers, with a global trigger making the L1-Accept
decision. The HLT takes as input events accepted by the L1 and makes the final decision
on whether they are kept into long term storage or not. Events accepted by the HLT
are written into partially overlapping datasets. The overall HLT rates and the average
processing time are monitored by STEAM. A study was performed to check how much
overlap there was between different datasets and how it could be minimized, it resulted
in the merger of some of them for the 2018 data-taking.

My personal contributions

I worked for STEAM since 2016 at the beginning of my thesis, performing the following
tasks (sometimes in collaboration with other people):

• Estimating the HLT rates for trigger menus before they were deployed for data-
taking. I estimated rates for individual HLT paths as well as the overall HLT rate
and the rates for datasets, physics analysis groups and physics object groups.

• Developing and maintaining a new, lighter framework for the HLT rates estimation,
allowing the work to be completed in a single day rather than several days.

• Studying the overlap between the different CMS datasets. I identified groups
of datasets which had large rate overlaps with each other and recommended the
Physics Performance and Dataset group to merge them and gain ∼ 4.6% in data
collection efficiency. They followed my advice, changing the datasets for the 2018
data-taking.

I also did some trigger shifts in the CMS control room during the 2018 data-taking.
During each eight-hour shift, I monitored the trigger system in real time, calling experts
when there was a problem, and changing the prescale column when the luminosity went
below predetermined thresholds.
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5
Object reconstruction in CMS

The raw data collected by CMS needs to be reconstructed in a way that can be used by
physics analyses. The momenta and positions of final state particles need to be determined,
the nature of these particles needs to be identified (are they muons, electrons, hadrons?), and
global quantities such as the missing transverse energy need to be calculated. Some amount of
reconstruction is already performed by the HLT in order to select events, and more refined but
closely equivalent algorithms are used offline to better reconstruct and identify particles.

This chapter starts in section 5.1 with a general description of the reconstruction of parti-
cle tracks, interaction vertices and energy clusters in the calorimeter. The following sections
explain how various objects relevant to this thesis are reconstructed, starting with muons in
section 5.2, then electrons in section 5.3, photons and hadrons in section 5.4, jets in section 5.5,
and the missing transverse energy in section 5.6. The chapter closes with a description of tau
reconstruction and identification in section 5.7, and a detailed discussion of a study that I per-
formed about the tau identification efficiency.

5.1 Reconstruction of tracks, vertices and calorimeter clusters

The baseline object reconstruction in CMS is done by a set of algorithms called Particle
Flow (PF), which correlates data from all the subdetectors in order to identify final state parti-
cles and classify them into non-overlapping categories: muons, electrons, photons, and charged
and neutral hadrons [140]. Different particles leave different detector signatures, as illustrated
in figure 5.1. The correlation between tracker and calorimeter information allows for a more
precise determination of the particle coordinates, energies and transverse momenta. This data
can also then be used to construct global sums such as HT (the total scalar transverse energy
sum of all jets) or the missing ET . Some objects, especially those with high energy, may be
reconstructed outside of the PF framework as this can bring about an increase in efficiency.
This is the case for electrons and muons in the high mass LFV analysis. However, as explained
in section 5.6, some care needs to be taken when combining PF objects with non-PF objects.

Charged particles have an associated track, which for muons may contain both hits in the
inner silicon tracker and in the outer muon chamber. There are many different kinds of tracks
in CMS, depending on which particle is going through the detector, on the environment of that
particle, but also on random factors which affect track quality (some hits may be missing).
Different reconstruction algorithms are optimized for different kinds of tracks, and CMS thus
uses an iterative tracking algorithm, performing first the track reconstructions which demand
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Figure 5.1 – Transverse view of the CMS detector, from left to right: the silicon tracker, the
ECAL, the HCAL, the solenoid magnet, and the muon system. Different particle signatures are
shown. Muons leave hits in both the inner tracker and the muon system, while leaving little
to no energy in the calorimeters. Electrons leave hits in the tracker and then shower in the
ECAL. Charged hadrons have reconstructed tracks and reach the HCAL, where they shower.
Neutral hadrons also shower in the HCAL but leave no hit in the tracker. Photons shower in
the ECAL. They are neutral and thus tend not to leave hits in the tracker, but this can be
complicated by conversions to electron pairs. Figure adapted from [141], with labels changed
to English.

68



the least computing resources, removing the hits of any successfully reconstructed tracks, and
then moving on to more demanding algorithms over the next iterations. Removing the hits
corresponding to already reconstructed tracks is a crucial step that simplifies the combinatorial
complexity of further reconstructions. Each iteration of the track reconstruction algorithm
proceeds in the following way [142]:

• Tracks are seeded by two or three hits, determining an initial estimate of the track pa-
rameters and their uncertainties.

• The seeded trajectories are extrapolated using a Kalman filter [143], taking into account
the effects of the magnetic field and possible multiple scattering interactions or other
interactions with the detector. Hits compatible with the extrapolation are added to the
track candidate.

• After a track is found, a fit of its parameters is performed with a Kalman filter and
smoother.

• Tracks are only kept if they pass certain quality flags.

The main way the many steps of the iterative algorithm differ from each other is in the seed-
ing criteria and the quality flags. There are ten well-defined iteration steps, with the first one
looking for high pT tracks originating from the interaction region, also known as high pT prompt
tracks. The next step looks for high pT tracks originating from secondary vertices (mostly from
B hadron decays), then further steps move on to low pT prompt tracks, lower quality high pT
prompt tracks, progressively more displaced tracks, and individual tracks within high pT jets.
The two final steps reconstruct muon tracks, extrapolating first from the inner tracker out then
from the outer muon system in [140]. Track reconstruction for electrons is different because of
their high probability of emitting a bremsstrahlung photon while traversing the silicon tracker,
this is explained in detail in section 5.3.

After the tracks have been reconstructed, it is possible to locate all proton-proton interaction
vertices. This is done by a deterministic annealing algorithm inspired by statistical physics,
which finds the global minimum of a problem with many degrees of freedom in a similar way
to a physical system approaching its state of minimum energy by gradually reducing its tem-
perature [142]. The algorithm uses as inputs tracks which likely originate from the primary
interaction region, which are identified by imposing requirements on the number of pixel and
strip hits, on the track fit χ2, and on their transverse impact parameter with respect to the beam
spot 1. At the start of the deterministic annealing algorithm, the “temperature” parameter is
high and all input tracks are compatible with a single proton-proton vertex. The temperature
is then progressively decreased, with the algorithm sometimes favoring a splitting of one vertex
into two nearby vertices. If the temperature went all the way down to zero, no two tracks
would be assigned to the same vertex, there would be as many vertices as there are tracks. The
procedure must stop before reaching that point, in a compromise between avoiding accidentally
merging two distinct nearby vertices and avoiding creating a spurious extra vertex. When can-
didate vertices are identified another algorithm performs a final fit on the vertex parameters,
determining the three-dimensional positions of the vertices in the beampipe, and information
about the quality of each fit is saved into many variables.

Particles may also have associated ECAL or HCAL energy deposits, which are reconstructed
as calorimeter clusters. For neutral particles which leave no hit in the tracker, this the only
way of identifying them, but calorimeter clusters also improve the energy reconstruction for
charged particles with poorly reconstructed track parameters, such as electrons and their high

1. The beam spot is the region where the two proton beams counter-rotating in the LHC collide inside the
CMS detector.
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bremsstrahlung rates, and low quality or high pT charged hadron tracks. First, so called topo-
logical clusters are constructed from seeds which have an energy higher than a given threshold
and higher than the neighboring calorimeter cells. Neighboring cells are added to the topo-
logical cluster as long as their energy is higher than twice the noise level, with more stringent
requirements in the endcaps where noise levels are higher [140]. This topological cluster may
contain many seeds and thus the energy deposits of many different particles. In a topological
cluster with N seeds, an iterative optimization algorithm based on a Gaussian mixture model
assigns a best-fit value to the energies and positions of the N seeds, which are then considered
different clusters coming from different particles.

The PF algorithm reconstructs events in a specific order, with the easiest objects being
reconstructed first: muons, then electrons and isolated photons, hadrons and non-isolated pho-
tons, and finally hadrons which undergo nuclear interactions in the tracker. These objects are
reconstructed using the tracks and/or the calorimeter clusters mentioned in this section. A final
post-processing step checks that events do not have artificially large missing ET , which can be
due to cosmic muons going through the detector, muons with a wrongly-reconstructed pT , or
misidentified particles. This reprocessing is not performed for non-PF objects.

5.2 Muons

The high mass analysis in this thesis uses an algorithm optimized for high pT muons rather
than the default PF algorithm, but the study of the tau identification efficiency presented in
section 5.7 does make use of PF muons. Both kinds of muon selection are thus explained in
this section.

There are three types of muon tracks, classified according to how they are reconstructed [144]:
• Standalone muons are built with information from all muon subdetectors (RPCs, DTs

and CSCs) with a Kalman filter technique. The trajectory reconstruction is seeded by
groups of track segments in either the DTs or the CSCs.

• Tracker muons are reconstructed inside out in the second-to-last step of the CMS
iterative tracking algorithm. Each track passing minimum pT (> 0.5GeV) and total mo-
mentum (> 2.5GeV) selections is extrapolated to the muon chambers. If the extrapolated
trajectory matches a track segment in the muon system, then the inner silicon track is
considered to be a tracker muon.

• Global muons are built outside-in in the last step of CMS iterative tracking. Standalone
and inner tracks are extrapolated to a common surface, and are assigned to the same global
muon if they match. Then a combined fit of the track parameters is performed, using
information from both the muon system and the silicon tracker. If a global muon shares
the same inner track as a tracker muon then the two candidates are merged.

Muon track reconstruction is extremely efficient, with over 99% of muons produced within the
geometrical acceptance of the CMS detector being reconstructed as global or tracker muons.

Muons with low pT may not have enough energy to go through all layers of the muon system
and are thus more likely to be reconstructed as tracker muons. However, hadrons may also
occasionally punch through the HCAL and trigger some activity in the first muon station, the
tracker muon collection is thus contaminated by charged hadron fakes. On the other hand,
standalone muons are contaminated by cosmic muons which are completely unrelated to the
collision event.
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The number of fake muons can be reduced by using certain identification criteria [144]:
• The χ2 of the track fit.
• The number of hits per track, which can be divided into hits in the muon system, hits in

the inner tracker and even specifically hits in the pixel detector.
• Compatibility with the event primary interaction vertex, which is the reconstructed vertex

with the highest sum of p2T from physics objects. (There can be many proton-proton
interaction vertices, and it is extremely rare for more than one of them to produce a high
pT muon.)

• Compatibility between the inner track propagated outwards and track segments recon-
structed in the muon system.

• A kink-finding algorithm searches for sudden changes in direction of the inner muon
track, by splitting the track in two at various points and using a χ2 score to evaluate the
compatibility of the two parts of the track.

• For global muons, the compatibility of the inner track to the muon system track.
These criteria can be combined in different ways for different trade-offs in muon identification
efficiency versus rejection of fake muons. Some criteria are optimized to identify muons from
decays in flight, others only allow muons originating from the primary vertex. Most relevant
to this thesis are the “medium” and “high pT ” muon identification algorithms. The medium ID
is used in the study of the tau identification efficiency, while the high pT ID is optimized for
muons with pT > 200GeV and is used in the high mass search for new physics.

A medium muon is a PF muon reconstructed as a tracker or a global muon, with an inner
track with hits in more than 80% of the layers it goes through. A tighter or looser requirement on
the compatibility of the muon system track segments with the inner track is required according
to whether the muon is a tracker-only or global muon. This looser muon segment compatibility
requirement for global muons is compensated by extra requirements on the goodness-of-fit of
the global track, on the matching of the inner and standalone muon tracks and the χ2 score
calculated by the kink-finding algorithm [144].

The high pT muon ID had some of its requirements relaxed compared to what is described
in [127] in order to recover 2-3% efficiency at the highest momenta; the changes are explained
in [145]. That said, a high pT muon is reconstructed as a global muon, with at least one muon
chamber hit, hits in at least six layers of the inner track, and at least one pixel hit, guaran-
teeing a minimum quality on the pT measurement and suppressing muons coming from decays
in flight. The quality of the pT measurement is also ensured by requiring the relative error on
the muon pT track to be less than 30%. To further suppress muons from decays in flight, as
well as cosmic muons and muons originating from other interaction vertices, the inner track
must be compatible with the primary interaction vertex: the transverse impact parameter dxy
of the track with respect to the primary vertex needs to be below 2mm, while the distance dz
between the two along the z-axis must be less than 5mm. The final requirement of the high
pT ID is that muon track segments compatible with the inner track must be present in at least
one station other than the first station. Segments in the first station could come from hadronic
punchthrough from the HCAL, especially if no segment is found in the other stations. Tracks
with compatible segments in the first station are fine as long as there are other compatible
segments in other stations.

One variable is commonly used to distinguish prompt muons originating from the primary
interaction vertex from non-prompt muons produced by hadrons decaying within a jet: the
muon isolation, which characterizes how much activity there is in the detector in a close neigh-
borhood around the muon. When there is a lot of activity around the muon, the isolation score
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is high and the muon is likely part of a jet. This is why analyses interested in prompt muons,
such as the tau efficiency study or the high mass LFV analysis, require muons to stay below a
maximum isolation threshold. There are two different strategies for computing isolation: one
uses only reconstructed tracks and thus does not take into account neutral particles (tracker-
based isolation, used in the LFV analysis), and another uses PF charged hadrons and neutral
particles (PF isolation, used in the tau efficiency study). When computing the PF isolation,
charged hadrons are only taken into account if they originate from the primary interaction
vertex. Estimating what fraction of the neutral particles originates from the primary vertex
is not as straightforward because they leave no track. The isolation contribution from neutral
particles originating from pileup vertices is estimated by multiplying the charged hadron pileup
activity by a corrective factor, in a similar way to that described for the tau isolation in sec-
tion 5.7.

The muon momentum is determined by the “Tune-P” algorithm, which selects one of four
different momentum calculations according to the relative error on the muon pT . There is an
inner-tracker-only fit, good for low pT muons, a fit with the inner tracker and the first muon
station, a “picky fit” which deals with multiple hits in a single chamber (which likely come from
a particle shower), and finally a “dynamic truncation” fit which deals with muons experiencing
large energy losses and thus changes in their trajectories. For PF muons, the pT assignment is
further tuned in a post-processing step meant to cut down on artificially large missing ET [144].

5.3 Electrons

Electrons are charged particles and undergo large electromagnetic interactions with matter.
In CMS, they deposit almost all of their energy in the ECAL, which was made for this very
purpose, and they also leave hits in the tracker, distinguishing them from photons. Electron
reconstruction is not straightforward due to the already mentioned high interaction rates with
matter: they are likely to start a shower by emitting bremsstrahlung photons 2 as they go
through the tracker material, kinking their trajectories and spreading out in the φ direction
their energy deposits in the ECAL. Closely spaced ECAL energy clusters can thus be grouped
together into superclusters corresponding to what was originally a single electron (or photon)
which triggered a shower while still traversing the tracker [140]. Electron tracks are recon-
structed by a dedicated Gaussian-Sum Filtering (GSF) algorithm.

Superclusters are designed to take into account the bending of electrons in the CMS mag-
netic field, by being wider in φ than in η. The ∆η and ∆φ depend on ET because higher
energy electrons have straighter trajectories. There is a first “mustache” algorithm which con-
structs superclusters using only information from the ECAL and preshower, and which is used
to seed the reconstruction of electrons and photons. The mustache superclusters seed a sec-
ond, “refined” algorithm, which makes use of tracker information to extrapolate the paths of
bremsstrahlung photons and the tracks of converted electron pairs, and then decides if a given
cluster should belong to a supercluster or not. This refined algorithm is what ultimately deter-
mines any ECAL-related quantities of electrons and photons.

Unlike the Kalman filter, which uses a single Gaussian as its probability function, the
Gaussian-Sum Filtering (GSF) algorithm allows a mixture of multiple Gaussian functions, which
provides a better approximation of the energy loss function [146]. However, the use of this more
complex function makes the track extrapolation more computationally expensive, which means

2. Which may themselves convert to electron pairs.

72



it cannot be run over all hits in the tracker. The track seeding has to be constructed carefully
in order to keep the efficiency high while rejecting enough hits for the computing expense to
be minimized. There are two types of seeding, one based on ECAL “mustache” superclusters
and the other on tracker hits. The ECAL seeding requires a supercluster with ET > 4GeV and
with no significant energy deposits behind it in the HCAL: in a ∆R =

√
(∆φ)2 + (∆η)2 < 0.15

cone centered on the supercluster, the HCAL energy needs to be less than 15% of the super-
cluster energy. The energy-weighted average position of the clusters which together form the
supercluster should be located on the helical trajectory that the original electron would follow
if it did not interact with the tracker; this fact is used to propagate backwards the electron
candidate’s trajectory for both positive and negative charge hypotheses, and then check if the
extrapolation matches any collection of hits in the innermost layers and disks of the tracker.
The ECAL-driven seeds are any matched doublets or triplets of hits in the barrel pixel layers,
the endcap pixel layers or the tracker endcaps. The tracker-based seeding is the same process in
reverse. It uses tracks with pT > 2GeV reconstructed by the already-described CMS iterative
tracking algorithm. These tracks are not specific to electrons, a multivariate analysis (MVA)
checks if any of these general purpose tracks matches any supercluster. The combined efficiency
of the two types of seeding is over 95% for electrons originating from a Z boson decay [147].

The GSF tracking algorithm starts from the seeds and proceeds iteratively through each
tracker layer, resembling a set of multiple Kalman filters working in parallel [146]. The al-
gorithm extrapolates the trajectory to the next layer, with relatively loose criteria, making it
possible to follow the electron trajectory even after a bremsstrahlung emission. Multiple hits
can be found to be compatible with the trajectory in a given layer, in that case multiple can-
didate trajectories are created and proceed to the next iteration step, with a maximum of five
candidates per layer. Up to one missing hit is allowed for a valid trajectory candidate, but a
large χ2 penalty is applied on candidates missing a hit in order to suppress hits coming from
bremsstrahlung photons which then convert to electron pairs. Once the final set of track can-
didates is completed, a GSF fit of the track parameters is performed, using a mix of Gaussian
distributions to approximate the energy loss in each layer [147].

Refined superclusters are constructed to recover any missed bremsstrahlung photon, includ-
ing those that convert to electron pairs later. The algorithm first matches each GSF track to
any PF cluster directly in its trajectory at the exit of the tracker. It also extrapolates a straight
line tangential to the GSF track for each tracker layer, which would potentially correspond to
a bremsstrahlung photon, and checks if that straight line matches any PF cluster. To identify
clusters corresponding to bremsstrahlung photons converted to electron pairs, an MVA algo-
rithm based on displaced Kalman filter tracks is used.

A variety of strategies are used to discriminate prompt isolated electrons 3 from backgrounds
such as photon conversions, misidentified jets and electrons originating from hadron decays. Dis-
criminating variables include observables characterizing how well the superclusters and tracks
match, calorimetric observables such as the transverse shape of the electromagnetic shower and
the energy fraction deposited in the HCAL, and tracking observables exploiting the difference
between GSF and Kalman filter tracks. For relatively low energy electrons, both a simple strat-
egy with sequential selections on discriminating variables and a machine-learning-based MVA
strategy are used [147]. To identify high energy electrons, such as those in the final state of
the high mass LFV analysis, a dedicated set of sequential selections is applied, called HEEP
ID, for high energy electron pairs identification. The HEEP ID is not compatible with the PF
framework.

3. These would be electrons originating from the primary interaction vertex (i.e. prompt) and which are not
surrounded by a lot of nearby activity in the tracker or calorimeters (i.e. isolated).
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The HEEP ID selects electrons differently according to whether the corresponding super-
cluster is in the barrel or one of the endcaps, to account for the different geometries in the
two regions of the detector. A “crack” region between the two, which has poor ECAL cover-
age, is vetoed. The minimum transverse energy ET is 35GeV, and the GSF track seed needs
to be ECAL-driven. Many other selections are used, summarized in table 5.1 and in the list
below [148]:

• The track η extrapolated from the measures in the inner tracker layers must match the η of
the supercluster seed. The difference between these two pseudo-rapidities is called ∆ηseedin ,
and the selection on it is tighter in the barrel (< 0.004) than in the endcaps (< 0.006)
because there is more material in the way of an endcap electron, and the precision on the
η measurement is reduced.

• ∆φin is a similar variable to ∆ηseedin , but it corresponds to a difference in azimuthal angles
rather than in pseudo-rapidity. The selection on the φ difference is significantly looser
(∆φin < 0.06) than for η because of bremsstrahlung photon emissions by the electron
causing the φ energy distribution to be broader.

• In order to reduce the number of hadron fakes, there is a selection on the relative amounts
of energy deposited in the HCAL and ECAL, H/E, which depends on the ECAL energy.
The HCAL energy is integrated in a cone of radius 0.15 around the electron’s position in
the calorimeter, while the ECAL energy is simply the energy of the electron supercluster.

• The η energy spread of the endcap ECAL showers must not be too large. The spread is
measured by the σiηiη variable, calculated on a 5 × 5 crystal block centered on the seed
crystal. The formula for σiηiη is:

σiηiη =

√∑
i∈5×5 (ηi − η̄)2wi∑

i∈5×5wi
, wi = max

(
0, 4.7 + log(

Ei
E5×5

)

)
(5.1)

where i is an index running over the ECAL crystals in the 5×5 block, η̄ is the supercluster
η and E5×5 is the energy of the crystal block.

• In the barrel, the η energy spread within the 5× 5 crystal block is calculated differently,
by taking the ratio of the energy deposited in a narrow η strip around the seed crystal to
the total energy deposited in the 5 × 5 block. Two such ratios are calculated, E1×5

E5×5
and

E2×5

E5×5
. E1×5 is the energy deposited in a 1 × 5 strip in the η × φ plane, centered on the

seed crystal. For E2×5, the choice of strip is ambiguous since there are two 2 × 5 strips
centered on the seed crystal that can be chosen. The ambiguity is resolved by choosing
the most energetic strip. The HEEP selection in the barrel is a logical OR of selections
on E1×5

E5×5
and E2×5

E5×5
.

• The number of lost hits in the innermost layers of the tracker, before the first GSF hit,
needs to be at most 1. This suppresses converted photons and ensures track quality.

• There is a requirement on the transverse impact parameter dxy to select prompt rather
than displaced electrons. dxy is the distance of closest approach of the GSF track to the
primary interaction vertex in the transverse plane. Due to the poorer track reconstruction
in the endcaps, the dxy selection is looser there than in the barrel.

• The HEEP electron needs to be a standalone particle, with little nearby activity in the
detector. A calorimetric isolation variable is calculated for the electron, summing the
isolations in the ECAL and the first layer of the HCAL (HCAL Depth 1). The ECAL
isolation is the scalar ET sum of all ECAL crystals (above a minimum threshold: 80MeV

in the barrel and 100MeV in the endcaps) in a cone of ∆R =
√
(∆φ)2 + (∆η)2 = 0.3

around the electron, excluding those in an inner cone of radius 3 crystals and those in a
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three η layers wide strip centered on the electron. The HCAL Depth 1 isolation is the
scalar ET sum of all towers in the first layer of the HCAL, in a cone of ∆R = 0.3 around
the electron, excluding an inner cone of ∆R = 0.15. The point of excluding an inner
cone or an inner strip from the isolation is to remove energy deposits corresponding to
the electron. The calorimetric isolation, i.e. the sum of the ECAL and HCAL Depth 1
isolations, is strongly dependent on the electron energy due to the way electromagnetic
showers spread at higher energies, and this is why the selection on the calorimetric isolation
has a linear dependence on the electron ET . The selection also depends on ρ, which is the
median of the ET density in the event per unit area, and includes energy deposits from
pileup interactions as well as those from the primary interaction. As the pileup increases,
so does ρ. Particles coming from pileup interactions can contribute to the calorimetric
isolation, so relaxing the isolation requirement as ρ increases is a way to keep the selection
efficiency high as pileup increases.

• Another isolation variable is calculated, the track isolation, which is defined as the scalar
pT sum of all reconstructed tracks in between an inner (∆R = 0.04) and outer (∆R = 0.3)
cones around the GSF electron. The inner cone is excluded in order to remove tracks
corresponding to the electron itself. Only tracks above a minimal pT threshold (700MeV)
and with ∆z < 0.2 cm with respect to the GSF track are considered. The ∆z selection
removes tracks coming from pileup interactions.

Variable Barrel Endcap
η range |ηSC | < 1.4442 1.566 < |ηSC | < 2.5
ET > 35GeV > 35GeV
isEcalDriven = 1 = 1
|∆ηseedin | < 0.004 < 0.006
|∆φin| < 0.06 < 0.06
H/E < 1/E + 0.05 < 5/E + 0.05
full 5× 5 σiηiη - < 0.03
full 5× 5 E2×5/E5×5 > 0.94 OR E1×5/E5×5 > 0.83 -
ECAL + HCAL Depth 1 < 2 + 0.03 · ET + 0.28 · ρ < 2.5 + 0.28 · ρ for ET < 50GeV else
isolation < 2.5 + 0.03 · (ET − 50) + 0.28 · ρ
Track Isolation < 5 < 5

Inner Layer Lost Hits ≤ 1 ≤ 1
|dxy| < 0.02 < 0.05

Table 5.1 – Electron HEEP ID (v7.0) selections, used for 2016-17 data. Note that ρ is the
median of the ET density in the event per unit area, it includes energy deposits from pileup
interactions as well as those from the primary interaction. In 2018, a slightly modified ID is
used (V7.0-2018Prompt).

The selections just described correspond to HEEP ID v7.0, used in 2016-17 data. A revised
ID V7.0-2018Prompt is used in 2018, with two changes in the endcap selections. This tuning
was necessary because in 2018 some modules of the HCAL Endcap Minus (HEM) were non-
operational during part of the data-taking (from Run 2018C onwards). The problematic region
is limited in η and corresponds to the HEM 15-16 region of the HCAL. Due to this issue the
HEEP identification scale factors (i.e. the ratios between the HEEP efficiency in data and in
simulations) were no longer constant as a function of the pT of the electron. It is important for
the scale factors to be constant for data analyses using high energy objects because there are
few data events at high energy and it is thus hard to be confident about extrapolating a trend
observed at low energy to much higher energies. That said, the following changes to the HEEP
ID produced constant scale factors in 2018:
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• The endcap H/E selection is changed to H/E < (−0.4 + 0.4|η|) · ρ/E + 0.05.
• The endcap maximum ECAL + HCAL Depth 1 isolation is set to 2.5+(0.15+0.07 · |η|) ·ρ

for ET < 50GeV, else 2.5 + 0.03 · (ET − 50) + (0.15 + 0.07 · |η|) · ρ.

5.4 Photons and hadrons

Photons and hadrons are relevant to tau lepton identification since they are decay products
of the tau. Taus may decay semi-leptonically into a tau neutrino and one or many hadrons.
Tau decays do not directly include photons, but they do include neutral pions, which decay
with almost 100% branching ratio to photon pairs.

Photons are similar to electrons in that they deposit most of their energy in the ECAL,
and they can also shower in the tracker, by converting to electron-positron pairs. The ECAL
superclusters explained in the previous section are also used for photon reconstruction. Isolated
photons, with no nearby activity in the tracker or calorimeters, are identified first: they are
likely not electrons as they do not have any associated GSF tracks, and a selection on the HCAL
energy fraction eliminates most of the hadronic background. Non-isolated photons are more
difficult to distinguish from hadrons, which is why these two types of particles are identified at
the same time.

ECAL and HCAL clusters not associated to any tracks are assigned to photons and neutral
hadrons. Within the tracker acceptance (|η| < 2.5 in 2016 or 2.7 in 2017-18), which is the region
of the detector relevant to this thesis, all of these ECAL clusters are assigned to photons and
the HCAL clusters to neutral hadrons. This can be safely done because neutral hadrons deposit
only 3% of their energy in the ECAL [140].

The clusters which are linked to tracks are treated differently (note that HCAL and ECAL
clusters may be linked to each other as well as being linked to a track). The cluster energies
are first recalibrated and compared to the corresponding track momenta. Clusters with linked
tracks are likely to contain charged hadrons, but there could also be other objects. If the total
calorimetric energy is significantly higher than the energy derived from the tracker, the excess
is assigned first to photons if there is an ECAL cluster, and then any remaining energy is
assigned to neutral hadrons. If the calorimetric energy matches the track momenta, then no
photon or neutral hadron is created, and instead the charged hadron energies and momenta
are recalculated using both tracker and calorimeter information. More rarely, the calorimetric
energy can be lower than that implied by the tracker, and in that case a search for global
muons with relaxed criteria is performed. If that fails to get rid of the discrepancy, a search for
misreconstructed tracks with relatively large pT uncertainties is done, and any such track found
is removed from the PF collection. The procedure is repeated until no such track remains, or
until the calorimetric energy is equal to or higher than the tracker-derived energy. These two
cases are treated as already described in this paragraph [140].

5.5 Jets

Jets are clusters of closely packed particles. Particles are often clustered in this way because
a jet typically originates from a single quark or gluon (quarks and gluons can be collectively
refered to as partons). Interactions between the constituent partons of two colliding LHC pro-
tons may lead to the creation of new quarks or gluons, which carry color charges and are never
directly detected. Instead, they lead to the creation of one or more hadrons, which may be
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unstable and decay to other particles. The result is that a single parton produced during the
collision may lead to a collection of many different final state particles. The point of recon-
structing jets is to have some information about the original partons.

PF jets are built with the anti-kT algorithm. The anti-kT jet clustering algorithm was devel-
oped to be free of both infra-red (low-energy) and collinear divergences, and with the property
that the jet shapes are not affected by the emission of low-energy particles (this property is
called soft resilience) [149]. The distribution and the shapes of the jets are however influenced
by high-energy particles. The algorithm is iterative, in each step it calculates “distances” dij
between entities i and j, and distances diB between the entity i and the beam. Entities can be
either particles or collections of particles grouped by a previous iteration of the algorithm. If
the smallest distance is dij then i and j are merged into a single entity and the distances are
recalculated; if the smallest distance is diB then i is declared a jet and removed from the list of
entities. The algorithm stops when there are no more entities left. The distances are defined as
follows:

dij = min

(
1

k2Ti
,

1

k2Tj

)
(yi − yj)

2 + (φi − φj)
2

R2
,

diB =
1

k2Ti
(5.2)

where kTi, yi and φi are respectively the transverse momentum, rapidity and azimuthal
angle of particle i. R is a free parameter determining the size of the jets, the higher it is, the
bigger the jets. In CMS, its value is R = 0.4 for AK4 jets and R = 0.8 for AK8 jets. Note that
only the transverse momentum of the highest momentum entity contributes to dij , ensuring
soft resilience.

Jets can be contaminated by particles originating from pileup interactions. To mitigate
their contributions, the charged hadron subtraction (CHS) technique is used. Charged particles
whose tracks are associated to secondary vertices rather than the primary interaction vertex are
removed from the list of particles available to reconstruct jets and other objects [150]. Neutral
particles do not leave tracks, their pileup contributions are mitigated with an event-by-event,
jet-by-jet method based on jet areas [151].

The calibration of jet energies and the measurement of the jet energy resolution are per-
formed by techniques described in [152]. CHS PF jets are used as seeds to reconstruct tau
leptons which decay into hadrons and a neutrino.

Jets originating from b quarks are identified by the Run 2 versions of the combined sec-
ondary vertex (CSVv2 in 2016, DeepCSV in 2017-18) algorithm, which exploits characteristics
of jets coming from heavy quark flavors (such as b quarks) as opposed to those coming from
light flavors. B hadrons have a lifetime of about 1 ps, which means that there is a secondary
vertex at the point where they decay, 1-10mm away from the primary interaction vertex. The
higher mass of b quarks also means that the resulting jets are less collimated, and the decay
products of B hadrons have a relatively large track momentum perpendicular to the jet axis.
Many variables describing secondary vertices and the track pT and η relative to the jet axis are
used to train a neural network to discriminate between b jets and light flavor jets [153]. Events
containing b quark jets are rejected in the tau identification study presented in section 5.7, and
they are used to construct a control region enriched in top-antitop events for the high mass
LFV analysis.
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5.6 Missing transverse energy

In CMS, protons about to collide have negligible momentum in the transverse plane, i.e.
the plane that is orthogonal to the beam. Since momentum is conserved, the total transverse
momentum is also negliglible after a collision. The momentum is also conserved along the z-axis
but this information cannot be used in practice because proton remnants are lost in the beam
pipes after each collision. There is no such complication in the transverse plane: if the vector
sum of the ~pT ’s of all particles is not zero, then either a measuring error happened, or there
were one or many invisible particles in the final state. A missing transverse momentum vector
is defined to account for any discrepancies between the measured total ~pT of an event and its
theoretical value of zero. The missing ~pT vector of a given event is then simply the negative ~pT
sum of all particles in the event, and the magnitude of the vector is called missing transverse
energy (missing ET , ��ET or MET 4). For analyses targeting final states with neutrinos, such as
the search for high mass LFV in the tau channels, the MET is important for estimating the
energy and momentum of these invisible particles. The MET used in the analysis is the PF
MET, i.e. using the negative ~pT sum of all particles constructed by the PF algorithm.

When jet energies are recalibrated [152], these corrections are propagated to the MET in
order to make the event description consistent. There are however other sources of MET
mismeasurement, and there are dedicated filters to remove events with spuriously high missing
energy caused by detector malfunction or failures in reconstruction [154]. The recommended
MET filters for high mass analyses are:

• HCAL noise filters, which remove events with anomalously high MET due to particles
hitting the electronics or with channels firing randomly without any particle going through
them. A dedicated filter combines HCAL, ECAL and tracker information to remove events
with anomalous isolated HCAL activity.

• ECAL noise filters. Most of the ECAL noise can be corrected during event reconstruc-
tion, but some events cannot be corrected and are best removed by dedicated filters. One
filter removes events from specific noisy ECAL supercrystals. A second filter considers the
behavior of some dead channels in the ECAL. The dead channels do not provide energy
measurements for their corresponding ECAL tower, however for most of them the trigger
primitives are available and they allow the energy deposited in the tower to be recovered.
The trigger primitives record a narrower range of energies than the ECAL readout system,
so the energy measured by the trigger primitives can saturate. The filter removes events
in which the energy in one of these dead cells approaches the saturation level.

• A beam halo filter, which removes events in which halo particles interact with the
detector. Halo particles fly parallel to the beam, and are produced when e.g. a proton
interacts with a particle in the beampipe outside of the collision region (no vacuum is
perfect and there are still a few other particles in the beampipe). High energy halo muons
can interact with the calorimeters and produce entirely spurious MET. The filter uses
information from the CSCs and the calorimeters to identify and remove such events.

• Reconstruction filters, which remove events with anomalously high MET due to mis-
reconstructed PF muons.

The resolution and the scale 5 of MET measurements are estimated by considering events
with a high pT Z boson or photon recoiling against one or many jets. When e.g. the Z boson
decays to a dimuon pair, there is no true MET in the event, but it is possible to simulate MET

4. In this thesis, the MET shorthand also refers to the missing transverse momentum vector, as conventionally
done in the CMS collaboration.

5. The scale determines if there is any systematic bias between the measured and the “true” MET.
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by pretending that the dimuon pair is not part of the event. The event’s “missing ~pT ”, calcu-
lated using just the hadronic activity, should correspond to the actual dimuon ~pT measured in
the same event. By comparing the distribution of directly measured Z boson transverse mo-
menta to the distribution of those transverse momenta reconstructed from hadronic activity, it
is then possible to estimate the MET scale and resolution. For boson pT > 100GeV, the scale
is close to 1, with small deviations due to imperfect calibration of the hadronic energy scale.
For pT > 200GeV, the resolution on the two components of the ~pmiss

T vector is ∼ 9-13% [154].

Using the PF MET for the high mass LFV analysis is inconsistent because, as explained
in sections 5.2 and 5.3, the electrons and muons used in the analysis are not PF. The MET
needs to be recalculated in order to keep a consistent event description. For an event with a
non-PF high-pT muon, this is done by first subtracting the ~pT of the high-pT muon from the
PF MET, and then checking if the high-pT muon is compatible (∆R < 0.2) with any PF muon
in the same event. If it is, then the closest matching PF muon ~pT is added to the MET 6.
The equation relating the corrected missing transverse momentum vector ~�p

corrected
T to the PF

missing transverse momentum ~
�p
PF
T is then:

~
�p
corrected
T = ~

�p
PF
T − ~p high pT µ

T + ~p PFµ,matched
T (5.3)

This corrected PF MET is the one used in the LFV analysis. Most of the time the correction
is small but it can be large in events where a high pT muon is identified but not a PF muon
(the high pT muon selections are looser). The same correction procedure is done with HEEP
electrons in the eτ final state, while nothing needs to be done in the eµ channel because MET
is not a factor there.

5.7 Taus

Taus are unstable particles, with a 1.777GeV mass and a mean lifetime of 2.8× 10−13 s [155].
Unlike muons, this lifetime is too short for them to cross the detector without decaying: even a
200GeV tau, with a relativistic γ factor of more than 100, would typically travel less than 1 cm
before decaying. As a comparison, the LHC beampipe has a diameter of 5.5 cm. As shown in
table 5.2, about one third of tau decays are fully leptonic with final states including two neu-
trinos and either a muon or an electron. No specific effort is made at the particle identification
level to check if a given electron or muon originates from a tau decay. About two thirds of the
time, taus decay semi-leptonically into a tau neutrino and one or many hadrons. These taus
are called hadronic taus (τh), and there are dedicated algorithms to reconstruct and identify
them.

5.7.1 Reconstruction of hadronic taus

The reconstruction of τh candidates is seeded by charged hadron subtracted PF jets with
R = 0.4, and depends on the decay mode, i.e. how many charged hadrons and neutral pions
there are in the final state. No particular treatment is needed for charged hadrons, they can be
taken directly from the PF reconstruction described in section 5.4. However, neutral pions are
unstable, they decay almost immediately and with close to 100% probability to two photons,
which are themselves likely to convert to electron pairs while traveling through the tracker ma-
terial. The electron and positron of each pair have their trajectories bent in opposite directions

6. Remember that the MET is a negative ~pT sum, removing a particle from the equation means actually
adding its ~pT back in.
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τ− decay mode Resonance (mass in MeV) Branching ratio (%)
e−ν̄eντ 17.8
µ−ν̄µντ 17.4
h−ντ 11.5
h−π0ντ ρ−(770) 25.9
h−π0π0ντ a−1 (1260) 9.5
h−h+h−ντ a−1 (1260) 9.8
Other decay modes with hadrons 8.0
All hadronic decay modes 64.8

Table 5.2 – Decay modes of the negatively charged tau lepton, with their respective branching
ratios [155]. Hadronic modes include any decays with pions or kaons in the final state, though
the overwhelming majority of hadrons are specifically pions. Charged hadrons are represented
by the symbols h+/−. The middle column shows resonances which may be intermediate steps
in some of the hadronic decay modes [156]. For example, a tau can decay in the following way:
τ− → ντρ

−(770) → ντh
−π0.

by the solenoid magnetic field, resulting in a π0 signature which is more spread out in φ than
in η. This is taken into account by the algorithm by reconstructing neutral pions as clusters
of electrons and photons. These clusters tend to be wider in φ than in η and are hence called
“strips”.

Strips are constructed iteratively, by first centering on the most energetic electron or photon
in the jet. Then a search for other electrons or photons compatible with this first particle is
performed: the second particle must have a φ-η position falling within a certain window around
the original particle, and the size of the window is a decreasing function of both the first and the
second particle’s pT . A decreasing function is used because high pT taus have more collimated
decay products, and the corresponding strip size can be smaller than for lower pT taus. When
a strip contains more than one electron/photon, the strip pT is defined as the sum of the pT ’s
of all strip constituents, and the strip’s φ-η position is calculated as the pT -weighted average of
the constituents:

pstripT =
∑
i∈ e,γ

piT

ηstrip =
1

pstripT

∑
i∈ e,γ

piT η
i

φstrip =
1

pstripT

∑
i∈e,γ

piTφ
i (5.4)

In the next iterations, the compatibility window is calculated around φstrip-ηstrip and its
size depends on pstripT as well as on the pT of the potential new electron/photon addition to the
strip. The algorithm stops when no further electron or photon can be added to the strip.

Reconstructed charged hadrons and strips can be combined into one of many different
topologies of hadronic tau decays. These topologies are also known as decay modes, the four
main decay modes are:

• One charged hadron (“1 prong + 0 π0”).
• One charged hadron and one strip (“1 prong + 1 π0”).
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• Three charged hadrons (“3 prong + 0 π0”).

• Three charged hadrons and one strip (“3 prong + 1 π0”).

Neutral pions can fail to be reconstructed, so the above decay modes do not always corre-
spond to what one would expect from table 5.2. The τh candidate is required to have a charge
of ±1, its charge is computed by summing the charges of all its constituent charged hadrons.
As a final step, a selection on the reconstructed tau mass is performed to guarantee some com-
patibility with the expected mass for each of the decay modes. The selection depends on the
tau pT and the change in the tau mass when the strips are included in the calculation [157].

5.7.2 Identification of hadronic taus

After being reconstructed, tau candidates still need to pass anti-muon, anti-electron and
anti-jet discriminators in order to be properly identified as taus. This identification step has
considerably evolved over the course of Run 2 in CMS. In the beginning of Run 2, all three
discriminators (anti-muon, anti-electron and anti-jet) were different from the DeepTau algo-
rithms that became available later and were ultimately used in the LFV analysis. Most of the
progress of the high mass LFV analysis happened using the old tau identification algorithms,
the more sophisticated DeepTau was a late addition to the analysis because it only became
fully supported by the Tau Particle Object Group (Tau POG) at the end of 2019. Until the
beginning of the same year, I was personally involved in the Tau POG, and my task was to
determine the efficiency of the anti-jet discriminator by various versions of the old algorithms.

Before the DeepTau algorithm, an anti-electron discriminator making use of a boosted deci-
sion tree (BDT) was the standard algorithm used. The input variables of the BDT describe the
distribution of ECAL energy deposits, the amount of bremsstrahlung emitted along the leading
track, and the total number of particles, allowing for a distinction between electromagnetic
and hadronic showers. Hadronic showers are of course those more likely to be associated with
hadronic taus than with electrons. Multiple working points of the BDT anti-electron discrimi-
nant are available.

The old anti-muon discriminator was “cut-based”, rejecting τh candidates when there is lit-
tle energy deposited in the ECAL and HCAL with respect to the momentum of the τh leading
track, or when track segments are found in muon stations in a cone centered on the τh. A tight
working point of the algorithm has the additional requirement that the same cone contain no
hit in the outermost muon stations.

At the beginning of Run 2, two anti-jet discriminators were available: a simple “cut-based”
one and a BDT-based algorithm. The cut-based anti-jet identification algorithm computes the
isolation of the τh candidate by summing the pT ’s of photons and charged particles which are
close to the τh, excluding the particles which were used to construct it. Charged particles and
photons could potentially originate from another interaction vertex, which did not produce the
τh. For charged particles this pileup contribution is suppressed by requiring their tracks to
originate from a region close to the interaction vertex (dz < 0.2 cm), while the photon pileup
contribution is estimated by summing the pT ’s of charged hadrons incompatible with the τh
production vertex (dz > 0.2 cm), and multiplying that number by a correction factor (∆β)
which takes into account the ratio of neutral to charged hadrons produced in proton-proton
collisions [157]. The ∆β factor is chosen such that the τh identification efficiency is independent
of the number of pileup vertices. The τh isolation Iτ can then be computed in the following
way:
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Iτ =
∑

pchargedT (dz < 0.2 cm) + max
(
0,
∑

pγT −∆β
∑

pchargedT (dz > 0.2 cm)
)

(5.5)

Higher values of the isolation correspond to more activity around the τh candidate, indi-
cating that it is probably a fake. The cut-based algorithm simply accepts candidates with
an isolation value lower than a given threshold, while rejecting the rest. There are several
variations of the algorithm: different sizes of the region around the τh candidate where the
isolation is computed, and different isolation thresholds with different trade-offs between the
identification efficiency and the misidentification probability. The cut-based algorithm makes
a final selection requiring that strips do not contain outlying electrons/photons which make up
a significant fraction of the total pT of the τh candidate.

The BDT anti-jet algorithm is based on a collection of decision trees, such as the one
illustrated in figure 5.2 (left). A decision tree decides if a given τh is part of the signal or the
background by starting from a root node and following branches according to whether certain
variables are above or below given thresholds. The algorithm stops when it reaches the “leaf”
at the end of a branch, which indicates whether the candidate is more likely to be signal or
background. The outputs of many trees are used for the final decision on whether to accept or
reject the τh candidate. The BDT is trained using simulated data of both signal and background
processes. Signal samples include Z ′ → ττ and W ′ → τντ events for high pT taus to also be well
described. Events used for the training are reweighted so that the pT and η distributions of the
signal and background are identical, making the BDT decision independent of event kinematics.
The discriminating variables used by the BDT include [157, 158]:

• The neutral and charged isolation sums of equation 5.5, as separate inputs.
• The reconstructed decay mode of the τh candidate.
• The transverse impact parameter d0 of the τh candidate’s leading track, and the signifi-

cance of d0, i.e. how (in)compatible with zero it is.
• A boolean indicating whether a decay vertex for the τh candidate has been reconstructed.

If a secondary vertex is available, its distance with respect to the primary vertex is used
as an input variable, as well as the significance of that distance.

• Variables describing the shape of the τh candidate, especially how spread out with respect
to the τh axis the electron and photon constituents of the strips are.

• The total number of electrons and photons in a region close to the τh candidate.

Multiple iterations of this BDT algorithm were developed, with different training datasets.
The first version had a misidentification rate equal to half of that of the cut-based algorithm
for a similar identification efficiency [157].

The DeepTau algorithm is based on a deep neural network, and allows for an effective
rejection of jet → τ , µ→ τ and e → τ fakes. As illustrated in figure 5.2 (right), the architecture
of a neural network is more complex than that of a decision tree, with many possible cross-
connections in the internal layers of the network. DeepTau takes as inputs many more variables
than its predecessors. The inputs can be separated into high-level and low-level: the high-level
variables include those which were used in the BDT algorithm as well as any other variable used
for the τh candidate reconstruction, while the low-level variables include information from the
inner tracker, the calorimeters and the muon system for all particle candidates reconstructed in
a region close to the τh. For the same τh identification efficiency, the jet → τ , µ→ τ and e → τ
misidentification rates are reduced by large amounts with respect to previous algorithms. The
performance of the DeepTau algorithm can be compared to the old algorithms as follows [161]:
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Figure 5.2 – Schematic illustration of different machine learning architectures. (Left) Example
of a decision tree, with discriminating variables xi, xj and xk and thresholds c1, c2, c3 and
c4 [159]. At each node, the algorithm compares a variable to a given threshold, and moves
along one branch or the other according to the result of the comparison. The procedure stops
when a final node is reached, labeled either “B” for background or “S” for signal. Boosted
decision trees (BDT) are made of a collection of such trees, with different weights for the
outcomes of each tree. (Right) Example of a neural network: input variables are on the left
and output variables on the right, with a hidden layer in between performing operations on the
input layer variables to produce the outputs [160]. More complex architectures include several
hidden layers, with each layer using as inputs the variables constructed by the previous layer.

• The DeepTau anti-jet discriminator efficiencies (misidentification rates) range from ∼ 88 %
(∼ 1×10−2) for the loose working point (WP) to ∼ 75% (∼ 4×10−3) for the tight WP. The
efficiencies (misidentification rates) of the BDT-based algorithm are ∼ 85% (∼ 1.5×10−2)
for the loose WP and ∼ 67% (∼ 5× 10−3) for the tight WP 7.

• The DeepTau anti-electron discriminator efficiencies (misidentification rates) are ∼ 94%
(∼ 5×10−3) for the loose WP and ∼ 78% (∼ 8×10−4) for the tight WP, while for the BDT-
based algorithm they are ∼ 88% (∼ 2× 10−2) for the loose WP and ∼ 79% (∼ 3× 10−3)
for the tight WP.

• For the DeepTau anti-muon discriminator, the numbers are ∼ 99.8% (∼ 7 × 10−4) for
the loose WP and ∼ 99% (∼ 2 × 10−4) for the tight WP, while for the old cut-based
algorithm they are ∼ 99.2% (∼ 3× 10−3) for the loose WP and ∼ 98.7% (∼ 1× 10−3) for
the tight WP.

The tau identification efficiencies are estimated using simulations of H bosons decaying to
ditau pairs, the jet misidentification probabilities are derived from tt̄ 8 simulations, and the elec-
tron and muon misidentification probabilities are determined using Drell-Yan simulations [161].

In this thesis, the only section that makes use of the old tau identification algorithms is
the one which immediatly follows this paragraph, about the study of the anti-jet discriminator
efficiency which I performed for the Tau POG. The LFV analysis uses the DeepTau discrim-
inators. In part III of this thesis, the tau identification algorithms mentioned in the text are
always DeepTau, except for one fake factor study presented in chapter 8.

7. Note that both even tighter and even looser working points exist for the DeepTau and the BDT algorithms.
8. This is the production of a top-antitop quark pair.
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5.7.3 Study of the efficiency of the anti-jet discriminators

I worked for the Tau POG, and was tasked with determining the efficiencies of the various
tau anti-jet discriminators in the data collected by CMS in 2017. More precisely, the point
was to compute the ratio of the efficiency in data to the simulated efficiency, as well as any
systematic error on that ratio. This ratio, or scale factor, can then be used by any CMS analy-
sis using taus to reweight the simulations so that they better correspond to the expected data
distributions, and the systematic error describes how precise that reweighting is. I stopped
working for the Tau POG in early 2019, when I decided to focus my CMS service work on the
trigger monitoring mentioned in chapter 4.

I did not work in the estimation of DeepTau identification efficiencies, but there were several
versions of the cut-based and BDT-based algorithms to work on. There were three working
points of the cut-based algorithm, and three different versions of the BDT algorithm, each with
seven working points. There were also three different trainings of the BDTs: 2016v1, 2017v1
and 2017v2, with the last one improving on the other two. Scale factors for each of these dis-
criminators had to be computed, as well as their dependence on the τh candidate’s decay mode,
pT and η.

The scale factors were determined by using events from two different final states: µτh and
µµ. In the µτh final state, the goal is to maximize the relative number of Drell-Yan (DY)
Z → ττ events in which there is one hadronic tau. A Z → ττ event can produce a µτh sig-
nature if one of the taus decays to hadrons and the other to a muon. Other tau decays could
be considered, but the highest purity of Z → ττ events is achieved with muons because CMS
is particularly effective at identifying them, as indicated by what the “M” in CMS stands for.
Purity in Z → ττ → µτh events is further maximized by requiring strict selections on the muon,
making it very unlikely that it is a fake. The identification of taus is not as effective at rejecting
fakes as that of muons, so a considerable number of background events are still present in the
µτh final state. However, in the µµ final state, almost 100% purity in Z → µµ events can be
achieved. The muon selections here are the same as in the µτh final state in order to make both
data regions as similar as possible.

As mentioned in chapter 2, lepton universality dictates that the Z boson decays at the same
rate to all charged lepton pairs. In particular, the branching ratios of Z → µµ and Z → ττ
are identical. Thanks to lepton universality, in the case of a discrepancy between the data and
the simulations in the µτh final state, the µµ final state can be used to constrain what part of
that disagreement is due to a poor modeling of the production of the Z boson, which would also
show up in µµ events.

The selections for the µτh final state are summarized in the list below:

• The trigger requires the presence of an isolated muon with pT > 27GeV.
• The muon is required to be identified by PF, pass the medium ID and have impact

parameters compatible with the primary interaction vertex: |dxy| < 0.045 cm and |dz| <
0.2 cm. It must also have pT > 30GeV (to guarantee close to 100% trigger efficiency),
|η| < 2.4 (that is the acceptance of the muon system), and a relative isolation < 0.15.

• The tau needs to be a τh candidate for which a valid decay mode was found. It is required
to have pT > 20GeV and |η| < 2.3, otherwise the decay mode finding algorithm does
not work. A tight anti-muon and a very loose anti-electron vetos are required. Since
there is a muon in this final state, rejecting muons is a higher priority than rejecting
electrons, as many Z → µµ events are expected. The final requirement is whatever
anti-jet discriminator is being studied.
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• The muon and tau are required to have opposite charges and to be well separated, with
∆R(µ, τ) > 0.5. Events with one electron or with more than one muon are vetoed.

• There is a selection on the transverse mass mT of the muon and the missing pT vector:
mT < 50GeV. The transverse mass of a collection of objects coincides with their invariant
mass when all objects are massless and confined to the transverse plane (no longitudinal
momentum). The invariant mass of a many-particles system is a useful quantity to
calculate when we suspect that all the particles originate from the decay of the same
heavy resonance. The invariant mass is defined in appendix A, it is a reconstruction of
the heavy resonance mass. mT is a reasonable approximation of the invariant mass when
the invariant mass cannot be calculated, typically when one wishes to include the MET
in the computation. mT is defined as:

mT =
√

2
∣∣~p µT ∣∣ ∣∣~�pT ∣∣ (1− cos∆φ(~p µT ,~�pT )) (5.6)

where ~p µT and ~
�pT are respectively the muon pT and MET vectors. mT is explained in

more detail in chapter 7, in the context of the high mass LFV analysis.
• A topological variable called Pζ and describing how aligned the missing pT vector is with

the muon and the tau is used to discriminate signal from background. To calculate Pζ ,
a unit vector ~1ζ is constructed halfway between the tau and muon pT vectors, i.e. along
the direction bisecting the ∆φ angle between the two vectors. Then Pζ is obtained by
summing various momenta projected along this direction:

Pζ = ~
�pT ·~1ζ + 0.15 (~p τT + ~p µT ) ·~1ζ (5.7)

where ~p τT is the pT vector of the hadronic tau. When the MET is aligned in the same
direction as the muon and the tau, as in signal Z → ττ → µτh events, Pζ tends to be
positive. In this study, Pζ is required to be higher than −25GeV, keeping signal efficiency
high while rejecting some background events where the MET direction is uncorrelated with
the direction of the leptons.

• If multiple µτh pairs in the same event pass all requirements, then the one with the highest
transverse momenta is selected.

For the µµ final state, the trigger and muon requirements are the same (except two muons
are needed instead of just one). Otherwise, the muons are required to have opposite signs (OS),
to be well-separated (∆R(µ, µ) > 0.5), and the dimuon invariant mass needs to be compatible
with that of a Z boson resonance (60GeV < mµµ < 120GeV). Events with a third muon are
vetoed.

Selections for both the µτh and µµ final states are summarized in table 5.3.

With these selections, the µµ final state is expected to contain almost only Z → µµ events,
while the µτh final state should contain the following non-negligible backgrounds:

• Drell-Yan (DY) Z → µµ events with one µ → τh fake. These events are suppressed by
the tight anti-muon discriminator applied on the τh.

• W+jets events, where one W boson is produced in association with one or more jets. One
of the jets can be misidentified as a tau, while the W boson can decay into a muon and a
neutrino. These events are suppressed by the requirement on the transverse mass of the
muon and the missing pT , which for W boson decays peaks around the W mass (80GeV).

• QCD multijet events, in which several high pT jets are produced by the proton-proton
collision, one of which fakes a muon (or contains a non-isolated muon) and the other a
τh. The strict muon selection requirements largely reduce the number of such events, but
QCD cross sections are so high that a significant number of them still get through the
selections.
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µµ µτh
Trigger IsoMu27 IsoMu27
Muon selection:
PF muon, medium ID, Two OS muons
pT > 30 GeV, |η| < 2.4, with 60 < mµµ < 120GeV One muon
relative isolation < 0.15, and ∆R(µ, µ) > 0.5
|dxy| < 0.045 cm, |dz| < 0.2 cm

Tau selection:
pT > 20 GeV, |η| < 2.3,
old DM finding algo, No tau One tau, OS w.r.t. muon
cut-based tight anti-µ discr., with ∆R(τ, µ) > 0.5
BDT very loose anti-e discr.,
anti-jet discr. (under study).
mT (µ, �pT ) < 50 GeV not applied applied
Pζ > −25 GeV not applied applied

Rejected events: events with
Extra lepton veto Rejected events: events with (i) at least one electron

more than two muons or
(ii) more than one muon

Table 5.3 – Selections used for the µµ and µτh final states. If multiple µτh pairs in the same
event pass all requirements, then the one with the highest transverse momenta is selected.

• Less important backgrounds include events with top-antitop pairs (tt̄) and diboson events
(events with either WW, WZ, or ZZ). Tops decay with almost 100% probability to a b
quark and a W boson, one of the W bosons of a tt̄ event can decay into a genuine muon
while the other decays into a genuine tau, or there could be one genuine muon while the
tau is actually a misidentified jet (the proportion of fake muons is negligible). Similarly,
diboson events can produce genuine muons and taus via W or Z decay, or produce one
genuine muon while a jet is misidentified as a tau. The topological discriminator variable
Pζ suppresses tt̄ events, but no particular measures are taken against diboson events.

The backgrounds with genuine muons and taus are well modeled by simulations. Some
small corrections are necessary in order to resolve discrepancies with data for the efficiency
of the trigger, the muon identification and the isolation requirements. These scale factors are
computed by the Muon POG. The simulations also need to be reweighted so that their pileup
distribution better matches that of the data. More details on the simulations and the pileup
reweighting procedure are provided in chapter 6.

The tau energy scale in the simulations also needs to be corrected to better match the energy
scale observed in data. These corrections are derived by the Tau POG. They start by selecting
eτh and µτh final states, with µτh selections similar to those of table 5.3. The hadronic taus need
to pass the very tight anti-jet BDT discriminant, in order to further increase sample purity.
Templates are generated by using simulated events and varying the reconstructed tau energy
between -6 % and +6 %, in steps of 0.1 %. A maximum likelihood fit is used to determine the
template that better fits the data, and thus find the tau energy scale correction that needs to
be applied to simulated events. Two different distributions are used for the fit: the τh mass,
and the µτh or eτh visible mass. Energy scale corrections and their corresponding errors are
obtained independently for each tau decay mode, and for genuine τh, µ→ τh fakes and e → τh
fakes. They are all of order ∼ 1 % [162].
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Backgrounds with misidentified particles are not reliably modeled in the simulations. A
data-driven approach is required in order to keep the uncertainties on the QCD multijet and
W+jets distributions under control. At first, I estimated these backgrounds separately in a
hybrid data-driven+simulations approach. I constructed a control region enriched in W+jets
events by modifying the selection on the transverse mass mT : instead of requiring mT < 50GeV,
mT > 80GeV was required. In this region a scaling factor on the W+jets event yield could
be calculated to make the number of events predicted by the simulations match the number of
events observed in data. That same scaling factor could then be applied in the signal region
(mT < 50GeV). This way, the normalization of the W+jets process was determined by data,
while the shape of the mass distribution was still determined by simulation. The QCD multijet
process shape and normalization were determined in a control region where the opposite sign
(OS) selection on the µτ pair is flipped to a same sign (SS) requirement. This control region is
almost entirely composed of equal parts QCD multijet and W+jets events, so by subtracting
the (rescaled) W+jets mass distribution from the data mass distribution, the shape of the QCD
distribution coud be determined. The normalization was then corrected by an OS/SS scale
factor 9, calculated in yet another control region, in which the muon is anti-isolated and thus
most likely a fake (this control region is made up almost entirely of QCD multijet events).

Figure 5.3 shows the µτh invariant mass distributions I obtained in both the W+jets region
(before rescaling) and in the signal region, after estimating the W+jets and QCD multijets
processes by the procedure described in the previous paragraph. The so-called visible mass is
shown, which only uses the visible decay products of the tau and does not take into account
the MET. The W+jets background is called “Electroweak” in the plot. The “Electroweak”
histogram also includes diboson events, but these are less than 1 % of the total.

After producing the µτh signal region mass distribution plots, a fit of the signal and the var-
ious background processes to the data was performed, using the DY event normalization in the
µµ final state as a constraint. The yield of the signal process (DY Z → ττ → µτh) was allowed
to vary freely, while the backgrounds were only allowed to vary according to some nuisance
parameters, defined by probability distribution functions. Large variations in background yield
or shape with respect to expectations are disfavored when compared to smaller variations. The
nuisance parameters are also applied on the signal distribution when they are relevant, but
there is no constraint on the value of the ratio of the τh anti-jet discriminator efficiency in data
to that same efficiency in simulations.

These fits behaved poorly when the W+jets and QCD multijet backgrounds were estimated
separately by the already described hybrid data-driven/simulation procedure. Relatively large
variations in the W+jets yield were compensated by equally large but opposite variations in the
QCD multijet yield. This behavior hinted that lumping the QCD multijet and W+jet back-
grounds together might produce better results. It was thought better to estimate together all
processes involving misidentified τh in a completely data-driven manner by calculating so-called
“fake factors” in much the same way as is done in the high mass LFV analysis. A region en-
riched in jet → τh fakes is constructed by requiring the presence of τh candidates in the µµ final
state, which are almost always jets. The fake factor is defined as the number of τh candidates
passing the tau anti-jet discriminator divided by the number of candidates which do not pass
the anti-jet requirement but do pass some baseline selections. The shape and normalization of
the distributions of events with jet → τh fakes is then obtained by applying the fake factor to
events which pass all of the signal region µτh selections, except the τh candidate is required to
fail the anti-jet requirement (but does need to pass the same baseline selections used to compute
the fake factor). This procedure is explained in detail in chapter 8, in the context of the LFV

9. This scale factor turns out to be close to 1.
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Figure 5.3 – Visible mass of the µτh system, in the W+jets control region (left, mT > 80GeV,
before rescaling) and in the signal region (right, mT < 50GeV), using data collected by CMS
in 2017. The tight anti-jet MVA discriminator, with the 2017v2 training is used. The W+jets
background is lumped together with the diboson background and called “Electroweak”, but
diboson events correspond to less than 1 % of W+jets events. The visible mass only takes into
account the visible decay products of the tau, no attempt is made to recover the ντ . On the
right plot, W+jets and QCD multijet events are estimated by a semi-data-driven procedure
explained in-text.

analysis. The fake factor is allowed to depend on the τh pT , decay mode, and its position in the
barrel/endcap.

The signal region mass distribution obtained with this new method is shown in figure 5.4
(left). A fit still needs to be performed in order to determine the scale factor of the τh anti-jet
discriminator efficiency, the resulting distribution is shown on the right side of figure 5.4. The
nuisance parameters used for this fit are listed and explained below:

• Log-normal uncertainty 10 on the luminosity: 2.5%. The integrated luminosity of a year
of CMS data taking is known with finite precision. This uncertainty affects the yields
of all processes estimated from simulations rather than from data-driven methods: the
Z → µτh signal, and the Z → µµ, diboson and tt̄ backgrounds.

• Log-normal uncertainty on the µ → τh fake rate: 20%. A small number of µτh events
are actually misidentified µµ events. The behavior of wrongly-identified particles is often
poorly modeled by simulations, so a high uncertainty is warranted in this case.

• Log-normal uncertainty on the muon identification efficiency: 1% per muon (1% in the
µτh final state, 2% in the µµ final state). This number is actually an uncertainty on the
data/simulation muon identification scale factor estimated by the Muon POG. It affects
all processes estimated from simulations: the Z → µτh signal, and the Z → µµ, diboson
and tt̄ backgrounds.

• Log-normal uncertainty on the yield of the jet → τh fakes background: 15%. This number
is relatively large to account for the assumptions needed for the fake factor method to
work (e.g. the fake factor is the same in the signal region and in the control region in
which it was computed).

10. Cf. chapter 9 for an explanation of log-normal distributions.
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• Log-normal uncertainty on the diboson and tt̄ cross sections: 10%. These are conservative
uncertainties, but overestimating them does not significantly affect the results since these
are small backgrounds.

• Shape uncertainty on the tau energy scale: ∼ 1%, depending on the decay mode. This
uncertainty affects all processes estimated from simulations, but is only applied to events
in which the reconstructed τh matches a τh at the generated level of the simulation 11.

• Shape uncertainty on the energy scale of a muon misidentified as a τh: 3%. This is applied
to all processes estimated from simulations.

• Shape uncertainty on the minimum-bias cross section: 4.6%. The minimum-bias cross
section is the inclusive proton-proton cross section in LHC. Its value is used in the pileup
reweighting procedure, as explained in chapter 6. This is applied to all processes estimated
from simulations.

• Shape uncertainties for tau candidates which fail the anti-jet discriminator. Events with
misidentified taus are estimated by applying a scale factor to data obtained in a control
region close to the signal, but with tau candidates which fail the anti-jet discriminator.
Not all of these events are jet → τh fakes, some of them are genuine taus, and others
are µ → τh fakes. These processes which do not involve jet → τh fakes are estimated by
simulation, and need to be subtracted from data in order to get the proper distribution
of jet → τh fakes. However, the normalizations of the distributions of events failing the
anti-jet discriminators but with genuine τh and µ→ τh fakes may be poorly described by
simulations, indirectly affecting the estimation of jet → τh fakes. Yield uncertainties of
respectively 25% and 10% are applied to such events with µ→ τh fakes and genuine taus.

• Decay mode dependent shape uncertainties on the fake factors, estimated by taking the
difference between fake factors depending only on the τh decay mode and fake factors
depending on τh decay mode, pT and position in the barrel/endcap.

• Bin by bin uncertainties, modeling statistical fluctuations in each bin of the distribution,
for all processes.

Shape uncertainties are fed into the model by providing two extra distributions on top
of the nominal one, with each of the extra distributions providing a one standard deviation
variation in one direction or another. The fitting tool then extrapolates a probability distribu-
tion from that. Only variations in shape are considered, differences in normalization are ignored.

With the fit I obtained various data/simulation scale factors for the efficiencies of various
working points of the tau anti-jet discriminators (cut-based and BDT working points, I did
not study the DeepTau algorithm), with dependence on the τh decay mode, pT and position in
the barrel/endcap. The latest results I obtained for the tight BDT working point are given in
table 5.4. The inclusive scale factor is ∼ 0.91 with an error of 0.04-0.05. The dominant source
of uncertainty is the normalization of the jet → τ background. Scale factors for 1-prong taus
are close to 1, while for other decay modes they are typically around 0.9. Note that scale factor
errors for the inclusive pT range are sometimes bigger than for each of the pT bins, indicating
a larger fit instability. The Tau POG continued to work on this measurement after I left, and
the final numbers they provided were different from these ones.

11. More information on the different aspects of event simulation is given in chapter 6.
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Tau DM |η| range pT range (GeV) Scale Factor Uncertainty
inclusive inclusive inclusive 0.912 -0.047/+0.037
inclusive inclusive 20-40 0.928 -0.025/+0.026
inclusive inclusive 40-150 0.922 -0.029/+0.033
DM0 barrel inclusive 0.981 -0.057/+0.055
DM0 barrel 20-40 0.992 -0.036/+0.041
DM0 barrel 40-150 1.075 -0.075/+0.072
DM0 endcap inclusive 1.008 -0.076/+0.077
DM0 endcap 20-40 1.01 -0.037/+0.042
DM0 endcap 40-150 0.845 -0.078/+0.078
DM1 barrel inclusive 0.866 -0.022/+0.024
DM1 barrel 20-40 0.876 -0.025/+0.039
DM1 barrel 40-150 0.933 -0.029/+0.033
DM1 endcap inclusive 0.925 -0.036/+0.037
DM1 endcap 20-40 0.931 -0.045/+0.064
DM1 endcap 40-150 0.854 -0.067/+0.089
DM10 barrel inclusive 0.892 -0.026/+0.029
DM10 barrel 20-40 0.891 -0.031/+0.055
DM10 barrel 40-150 0.890 -0.050/+0.053
DM10 endcap inclusive 0.919 -0.065/+0.069
DM10 endcap 20-40 0.917 -0.052/+0.071
DM10 endcap 40-150 0.883 -0.086/+0.101

Table 5.4 – Data/simulation scale factors for the efficiency of the tight working of the BDT
anti-jet discriminator, with the 2017v2 training. The scale factors are characterized by the tau
decay mode, location in the barrel/endcap, and pT range. Decay mode 0 (DM0) corresponds to
1-prong + 0 π0 decay, DM1 to 1-prong + 1 π0, and DM10 to 3-prong + 0 π0.
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Figure 5.4 – Visible mass of the µτh system in the signal region, prefit (left) and postfit (right),
using data collected by CMS in 2017. The tight anti-jet MVA discriminator, with the 2017v2
training is used. A wider binning compared to figure 5.3 was used in order to facilitate the fit
convergence. The uncertainty bands are smaller postfit because the nuisance parameters are
constrained by the fit to the data. The fit allows the extraction of the data/simulation scale
factor for the tau anti-jet discriminator efficiency.
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Chapter summary

The raw data collected by CMS needs to be reconstructed in a way that is usable by
physics analyses. Tracker information is used to reconstruct tracks and interaction
vertices, calorimeter information is used to build energy clusters, and muon system
information is used to seed the reconstruction of muons. A global event description in
CMS is provided by the Particle Flow (PF) framework, which correlates energy clusters
and tracks in order to build particle candidates and classify them in mutually exclusive
categories: muons, electrons, photons, charged hadrons, and neutral hadrons. Taus
are reconstructed from charged hadrons and ECAL “strips”. Closely packed groups
of particles are clustered into jets in a procedure meant to recover the properties of
the partons which originate the jets. A missing transverse momentum vector is also
calculated, providing a better description of events with invisible particles. However,
particle identification criteria outside of the PF framework can also be used, because
they sometimes allow for higher identification efficiencies of high pT objects. This is
the case for electron and muon identification in the LFV analysis. If non-PF objects
are used, the missing energy needs to be corrected for the event description to remain
consistent.

The performance of particle identification algorithms has to be checked in data. An
example of such a performance study for the identification of taus was presented in detail,
because I personally studied the efficiency of the cut-based and BDT-based tau anti-jet
discriminators. I obtained efficiency scale factors for each of the algorithms, representing
the ratio of the efficiency in data to the efficiency in simulations. The scale factors are
extracted by first selecting events in a region enriched in Z → τhτµ events, which are the
signal events for this study. Then a fit of the background and signal events to the data
is performed. The scale factors obtained were for the old tau anti-jet discriminators, and
not the DeepTau algorithm.

My personal contributions

I was part of the Tau POG until May 2019 and studied the tau identification efficiency
in 2017 data. I obtained efficiency scale factors for all the cut-based and BDT-based tau
anti-jet discriminators, with the 2017v2 training. The scale factors were characterized
by the discriminator working point, the tau decay mode (1-prong + 0 π0, 1-prong + 1
π0 or 3-prong + 0 π0), pT range (20-40 or 40-150 GeV) and |η| (barrel or endcap).
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Part III

Analysis of lepton flavor violating
final states
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6
Datasets and simulations

Even after the CMS High Level Trigger has selected the most interesting proton-proton
collision events for long term storage, the amount of data collected is enormous, corresponding
to multiple petabytes each year [163]. Only a subset of these events is relevant for the data
analyses performed in this thesis, and the specific datasets are detailed in section 6.1.

Event simulations are also an essential part of a data analysis: simulations can translate
new physics models (e.g. lepton flavor violating - LFV new physics) into specific predictions
for what should be observed in data, and they can also be used to estimate background events.
Section 6.2 describes event simulation, and includes both a general overview of how it is per-
formed in CMS and other collider experiments, and what specific simulations are used in this
thesis for the LFV analysis.

6.1 Datasets
The data used in this thesis consists of proton-proton collision events at a center-of-mass

energy
√
s = 13TeV, collected by CMS in the years 2016-18 during LHC Run 2, for a total

integrated luminosity of 137.1 fb−1. The luminosities for each yearly data-taking campaign
are given in table 6.1. The LFV analysis uses data with at least one high momentum muon,
electron or photon, which in 2016-17 corresponded to the CMS datasets called SingleMuon,
SingleElectron and SinglePhoton. In 2018, the SingleMuon dataset stayed the same, but the
SinglePhoton and SingleElectron datasets no longer existed and were replaced by the EGamma
dataset, following a merger meant to increase data collection efficiency, as explained in chapter 4.

Data era lumi (fb−1)
2016 35.9
2017 41.5
2018 59.7

Table 6.1 – Luminosities for each Run 2 data-taking campaign used in this thesis.

The LFV analysis is split into three channels, with the eµ channel using the SingleMuon
and SinglePhoton datasets, the eτ channel using the SingleElectron and SinglePhoton datasets,
and the µτ channel using the SingleMuon dataset. In 2018 the eµ and eτ channels used the
EGamma dataset which replaced the SinglePhoton and/or SingleElectron datasets. The Sin-
gleMuon dataset is also used by the tau identification efficiency study presented in chapter 5.
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Table 6.2 summarizes the purposes of each of the datasets used in this thesis.

Data-taking years Datasets LFV analysis Tau ID
eµ eτ µτ

2016-18 SingleMuon

2016-17 SingleElectron
SinglePhoton

2018 EGamma

Table 6.2 – CMS datasets used in this thesis, for the LFV analysis and the tau identification
(tau ID) efficiency study.

6.2 Simulations

6.2.1 General overview of event simulation for collider experiments

Protons are composite particles, with three valence quarks, two ups and one down. But the
picture gets more complicated when protons are probed at high enough energies: the valence
quarks exchange gluons, which can themselves convert to quark-antiquark pairs, which can also
exchange gluons, etc. As a result, high-energy proton-proton collisions are sometimes messy,
with one specific parton (quark or gluon) from one proton hitting another parton from the
other proton, creating one or more unstable particles and a flurry of hadrons. Those many
particles then fly out into the detector, interact with it, and produce the electric signals which
are eventually used by the reconstruction software to build a picture of the event that is as
complete and accurate as possible. Event simulation programs deal with this complexity by
dividing it into a series of simpler tasks which are mostly independent from each other [164]:

• Hard interaction. The physics processes which are relevant to this thesis, e.g. the
production of vector bosons which subsequently decay into high-momentum leptons, are
ultimately the result of an interaction between two partons, one from each of the colliding
protons. The hard process is then simply the interaction of the two partons, which can
be gluons or quarks of any flavor, and the production of the final state high-momentum
leptons. The cross sections of hard processes can be calculated by perturbation theory,
using Feynman diagrams such as the one in figure 2.1 (in chapter 2).

• Partonic showers. There are partons in the initial state of the hard process, and there
are often partons in the final state too. They can radiate gluons, which can themselves
radiate more gluons or create quark-antiquark pairs, in chain reactions called partonic
showers. The momenta of individual partons in each shower start at the energy scale of
the hard process and become lower as the shower progresses, eventually reaching an energy
scale in which QCD interactions can no longer be calculated by perturbation theory. At
this point, non-perturbative hadronization models take over.

• Underlying event. The partons involved in the hard process are not the only partons
interacting in the event. These extra interactions produce additional partons, which are
typically soft, and modify certain final state observables.

• Hadronization. For momentum scales below 1GeV, non-perturbative models are needed
to describe QCD interactions, and the confinement of partons into hadrons. The hadrons
must be color-neutral, which means that partons cannot hadronize independently of each
other, color-connected partons must instead hadronize together in order to ensure color-
balancing. The hadronization models are phenomenological and mostly independent of
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how the parton system was produced, which means that they can be tuned on specific
datasets and then used to make predictions for other data.

• Decays of unstable particles. Some particles have a lifetime so short that they decay
within the detector, and their decays must also be simulated.

• Interaction with the detector. The final state particles are propagated through a
virtual model of the CMS detector, and their interactions with the material (tracker,
calorimeters, muon chambers, solenoid magnet, service cables, cooling system, etc.) are
simulated, as well as the detector response. The software used to simulate these detector
interactions is Geant4 [165, 166].

The properties of simulated particles are saved at both the generated level (before their
interaction with the detector is modeled) and the reconstructed level (using only the detector
response).

The event cross section depends on how initial state partons are distributed within each
of the colliding protons, which is why parton distribution functions (PDFs) [167] are defined.
PDFs depend both on the energy scale (squared) Q2 of the hard interaction and on the proton
longitudinal momentum fraction x carried by the parton. The proton momentum fraction is not
Lorentz invariant, but it is well defined in a boosted reference frame where the proton mass is
negligible compared to its momentum. CMS is certainly such a reference frame for the 6.5TeV
protons that collide there.

A sample PDF function is the gluon PDF fg(x,Q
2), which if evaluated at fg(x = 0.01, Q2 =

100GeV2) is the probability density for finding a gluon with 1 % of the proton momentum,
when the gluon is probed at an energy scale of 10GeV.

There are many possible variations in the way events are simulated. Different softwares
can be used, the hard interaction can be simulated at leading order (LO) or at higher orders
of perturbation theory, the underlying event tune can change, and different showering and
hadronization models can be used. Some extra details on the specific simulations used in this
thesis are given in the next two sections.

6.2.2 Simulation of lepton flavor violating new physics

The simulated signal samples for the LFV analysis are the production and subsequent de-
cay to LFV final states of RPV SUSY tau sneutrinos (ν̃τ ), quantum black holes (QBH), and Z’
bosons. The Z’ boson is assumed to have the same quark sector couplings as the SM Z boson,
but in the lepton sector it decays exclusively to LFV final states. A dedicated sample is used for
each of the three LFV final states. The relative width of the Z’ boson is taken to be 3% of its
mass, and interference effects with the SM are ignored. The QBHs are assumed to be spin-zero,
colorless, electrically neutral, and to come from an ADD model with four extra spatial dimen-
sions (cf. chapter 2). The RPV SUSY model is simplified, with all RPV couplings assumed to
vanish except for the λ′ couplings linking two same-flavor down-type quarks and the ν̃τ and
one λ coupling allowing the ν̃τ to decay to a specific LFV final state (eµ, eτ or µτ). This means
that a different λ coupling has a non-zero value for the RPV samples corresponding to each of
the three LFV final states. All non-zero λ′ and λ couplings are assumed to be equal. The yields
of RPV samples are normalized to a next-to-leading order (NLO) calculation of the cross section.

For all three signals, events were generated at leading order, and the showering and hadroniza-
tion simulations were performed by PYTHIA [168, 169, 170]. The underlying event tunes were
determined using both CMS and CDF data [171], tune CUETP8M1 was used for 2016 samples
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and tune CP5 for 2017-18 samples. Different generators were used for each of the signal sam-
ples: CalcHEP [172] for RPV events, version v3.0 of a dedicated QBH event generator [173] for
QBH events, and PYTHIA8 for Z’ events. The Z’ boson samples were generated with NNPDF
v3.1 sets [174] in 2017-18. The 2016 Z’ samples were generated with NNPDF 3.0 sets [167] and
are used in the eµ channel. However, they are not compatible with the use of the DeepTau
algorithm and are thus not used in the tau channels (the 2017 samples are used instead for the
2016 analysis). RPV and QBH samples used CTEQ6L PDF sets [175].

Events were generated for different mass hypotheses of the Z’ and ν̃τ resonances. For the
RPV signal, a few different values of the LFV coupling constants were also simulated. Quan-
tum black holes are not resonances, but different QBH models can be characterized by their
threshold masses above which QBHs may start to be created. This threshold mass is related to
the fundamental Planck mass, which for models with extra spatial dimensions can be arbitrarily
low (e.g. ∼ 1TeV, as described in chapter 2). Tables 6.3-6.5 show the signal cross sections for
some Z’, QBH, and RPV samples.

Z’ Mass (GeV) σ (qq̄ → Z′ → eµ, eτ, µτ) (pb)
500 9.56
600 5.03
700 2.83
800 1.704
900 1.075
1000 0.7141
1100 0.4775
1200 0.329
1300 0.234
1400 0.1675
1500 0.1226
1600 9.071× 10−2

1700 6.808× 10−2

1800 5.166× 10−2

1900 3.912× 10−2

2000 3.027× 10−2

2200 1.847× 10−2

2400 1.147× 10−2

2600 7.258× 10−3

2800 4.695× 10−3

3000 3.079× 10−3

3500 1.163× 10−3

4000 4.84× 10−4

4500 2.2× 10−4

5000 1.11× 10−4

Table 6.3 – Cross sections of Z’ samples as a function of the Z’ resonance mass. The cross
sections are assumed to be the same for all three LFV final states.
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QBH Mass (GeV) σ(qq̄ → QBH → eµ, eτ, µτ) (pb)
200 24066
400 1773
1000 32.8
2000 0.7475
5000 2.758× 10−4

10000 1.6× 10−10

Table 6.4 – Cross sections of ADD quantum black hole with 4 extra dimentions as a function
of the QBH threshold mass. The cross sections are assumed to be the same for all three LFV
final states.

ν̃τ Mass (GeV) λ = λ′ σ (qq̄ → ν̃τ → eµ, eτ, µτ) (pb)
200 0.01 773.72
300 0.01 212.55
400 0.01 81.57
500 0.01 37.73
600 0.01 19.66
700 0.01 11.130
800 0.01 6.6938
900 0.01 4.2154
1000 0.01 2.7521
1200 0.01 1.27272
1400 0.01 0.63690
1600 0.01 0.3369363
1800 0.01 0.185585
2000 0.01 0.105317
2500 0.01 2.783 4× 10−2

3000 0.01 7.879× 10−3

3500 0.01 2.293 5× 10−3

3500 0.1 2.293 5× 10−1

4000 0.01 6.706 1× 10−4

4000 0.1 6.704× 10−2

4000 0.2 2.682 463× 10−1

4500 0.01 1.944 5× 10−4

5000 0.01 5.566 8× 10−5

Table 6.5 – Cross sections of RPV samples as a function of the ν̃τ resonance mass and the
values of the λ and λ′ coupling constants. λ = λ′ is assumed. The cross sections are assumed
to be the same for all three LFV final states.

6.2.3 Simulation of Standard Model processes

The analysis selections, detailed in chapter 7, are optimized for the discovery of LFV new
physics. Despite that, some background events from Standard Model (SM) processes still pass
the selections, either because their final state contains two genuine different-flavor leptons, or
because one or more of the leptons is actually a misidentified particle. In the eµ final state, these
fake lepton backgrounds are mostly made up of events with jets faking electrons or muons, while
in the tau channels a significant number of background events include jets faking tau leptons.
The simulation of backgrounds with wrongly-identified leptons is unreliable, so these processes
are estimated using data-driven “fake factor” methods, as explained in chapter 8. However,
backgrounds with genuine leptons are estimated from simulations, as described in the following
list:
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• WW is one of the dominant analysis backgrounds. Each of the two W bosons can decay
into a different lepton (+corresponding neutrino), mimicking an LFV final state. WW
to dilepton samples, binned by the dilepton mass, were generated with POWHEG [176].
The cross sections are computed at the NLO level [177].

• tt̄ is the other dominant background. Top quarks decay almost exclusively to a W boson
and a bottom quark, so after a tt̄ pair decays, there are typically two W bosons, which
can generate LFV-like final states as in the WW process. Similarly to the WW samples,
tt̄ to dilepton samples were generated with POWHEG, in dilepton mass bins. The tt̄ cross
section is determined at the NNLO QCD + NLO electroweak level [178].

• Diboson backgrounds other than WW (WZ and ZZ) are also important. The samples
were generated with MADGRAPH5_aMC@NLO [179, 180] and are classified according
to their final states with at least two real leptons: WZ can yield 2 leptons + 2 quarks
(2l2q) and 3 leptons + 1 neutrino (3lν), while ZZ can yield 2l2q, 2l2ν and 4l. The ZZ
cross sections are computed at NNLO [181], while WZ cross sections are NLO [182].

• DY to dilepton events, with any number of accompanying jets (DY+jets), are a small
background. If a ditau pair is produced, then many LFV-like final states are possible, as
the taus can decay into electrons, muons or hadrons. Other possibilities include the wrong
identification of one of the lepton flavors, or a jet faking an electron or a tau. Like the WZ
and ZZ processes, the DY+jets background was generated at NLO precision in dilepton
invariant mass bins with MADGRAPH5_aMC@NLO. The cross sections are computed
at the NLO level as well [183].

• Events with a single top quark also contribute to the background. Separate samples for
events with top and antitop quarks were generated with POWHEG. Both cross sections
are identical, and are computed at the NNLO level [184].

The hadronization and parton showering were modeled with PYTHIA and the underlying
event tune was CUETPM1 in 2016 and CP5 in 2017-18, same as for the signal samples. The
NNPDF v3.0 PDF [167] sets were used in 2016, while the v3.1 sets [174] were used in 2017-18.

Table 6.6 shows the simulated background processes used in the LFV analysis, and their
respective cross sections. Note that some of these processes are also useful to the tau ID study
presented in chapter 5. Almost all processes in the table have two real leptons in the final state,
with some exceptions: in some WZ and ZZ samples the W and Z bosons are not required to
decay leptonically, the jets in the DY+jets samples can fake leptons, and W+jets events can
only be selected when a jet fakes a lepton. Nevertheless, simulated W+jets events are useful in
order to check the robustness of the fake factor method in the tau channels. As for the other
simulated events with jet → lepton fakes, they are filtered out by the analysis code using gen-
erated level information, because any process with jet → lepton fakes is exclusively estimated
by data-driven methods.

6.2.4 Normalization, pileup reweighting and other scale factors

Simulated distributions need to be normalized to the data integrated luminosity, according
to the cross section of each process. The following formula is used:

fnorm = f sim · σL

Nevents
(6.1)

where fnorm and f sim are respectively the normalized and non-normalized distributions, σ
is the cross section of the process, L is the integrated luminosity of the data and Nevents is the
total number of events in the simulated sample. f can be any distribution, e.g. for the µτ final
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Process mass/pT bins Cross section (pb) LFV analysis Tau ID

DY(→ ll)+jets

50GeV < mll 6077.22
100GeV < mll < 200GeV 226.6
200GeV < mll < 400GeV 7.77
400GeV < mll < 500GeV 0.4259
500GeV < mll < 700GeV 0.2446
700GeV < mll < 800GeV 0.0378
800GeV < mll < 1 000GeV 0.0318
1 000GeV < mll < 1 500GeV 0.0202
1 500GeV < mll < 2 000GeV 0.002286
2 000GeV < mll < 3 000GeV 0.0005375

tt̄→ 2l2ν

inclusive 87.33
500GeV < mll < 800GeV 0.326
800GeV < mll < 1 200GeV 0.0326
1 200GeV < mll < 1 800GeV 0.00305

1 800GeV < mll 0.000174

WW → 2l2ν

inclusive 12.178
200GeV < mll < 600GeV 1.39
600GeV < mll < 1 200GeV 0.057
1 200GeV < mll < 2 500GeV 0.0036

2 500GeV < mll 0.000054
WZ → 2l2q 5.595
WZ → 3lν 5.052
ZZ → 2l2ν 0.564
ZZ → 2l2q 3.22
ZZ → 4l 1.212
Single top (top) 19.47
Single top (antitop) 19.47

W(→ lν)+jets

inclusive 60430
50GeV < pT (W) < 100GeV 3046
100GeV < pT (W) < 250GeV 627.1
250GeV < pT (W) < 400GeV 21.83
400GeV < pT (W) < 600GeV 2.635

600GeV < pT (W) 0.4102

Table 6.6 – List of background samples and their cross sections (in pb). When two separate
samples overlap (e.g. when there are both a mass-inclusive and mass-binned samples for the
same process), the overlap is removed by checking generator-level information. The W+jets
samples are only used to validate the data-driven method to estimate backgrounds with jet →
τ fakes. The W+jets samples were generated with MADGRAPH5_aMC@NLO. 2018 mass-
binned tt̄ → 2l2ν and WW → 2l2ν samples are missing, so the 2017 samples are used instead.
Some 2018 W+jets pT bins are missing as well.
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state the number of events binned by the pT of the tau lepton.

However, the experimental conditions and the detector response cannot be perfectly mod-
eled, and further reweighting of simulations may be needed to improve their agreement with
data. The LFV analysis reweights the samples with CMS recommended scale factors, measured
by the relevant particle object groups (POGs): muon trigger (for the eµ and µτ channels),
electron trigger (for the eτ channel), muon reconstruction and isolation, electron identification,
tau reconstruction and identification, e → τ and µ→ τ misidentification (the misidentification
is checked using generated level information), tracking efficiency (for 2016 only). The energy
scale of reconstructed taus also needs to be corrected, depending on the tau decay mode and
whether the reconstructed tau is genuine or a muon or electron fake, as explained in chapter 5.
This energy scale correction and the scale factors may change the overall normalization and the
shape of the samples.

One final reweighting of the samples is necessary: pileup reweighting. At typical LHC
instantaneous luminosities, there is more than one proton-proton interaction at each bunch
crossing. The “interesting” hard interaction selected by the analysis trigger is surrounded by
many other interactions, which are overwhelmingly likely to be soft QCD multijet collisions
called pileup. These pileup interactions are simulated since many variables depend on the num-
ber of pileup interactions, such as the PF MET and the tau isolation. So-called minimum bias
events, representing the average LHC collision, are used to simulate the pileup interactions.
The number of such interactions is a function of the LHC instantaneous luminosity and thus
changes with time. As the pileup distributions are not identical in data and in the simulations,
the latter need to be reweighted for their shapes to show a better agreement with what is ob-
served in data. This reweighting does not change the overall normalization of the simulations.
The pileup profile is not estimated from the number of reconstructed vertices, since the effi-
ciency is less than 100% and could differ between data and simulations. Instead, it is calculated
from the instantaneous luminosity and the total inelastic proton-proton cross section of 69.2mb.

Chapter summary

The LFV analysis uses LHC Run 2 proton-proton collisions data, collected in 2016-18
with the CMS detector. The center-of-mass energy of the collisions is 13TeV, and the
total integrated luminosity of the data is 137.1 fb−1. Datasets with a single muon, single
electron or single photon are used. For both the LFV analysis and the tau ID efficiency
study, simulations of SM processes with two real leptons are used. For the LFV analysis
specifically, signal samples of RPV SUSY, QBH and Z’ processes were also generated. All
aspects of a collision event are simulated: the parton distributions within each proton,
the hard interaction between two of the partons, the parton showering, the underlying
event, the hadronization, the decays of unstable particles, and the interaction of final
state particles with the detector and the detector response. The simulations then need to
be normalized according to their cross section and the integrated luminosity of the data.
Extra scale factors are also applied to correct for the detector response measured in data.
The tau energy scale is also corrected. Finally, the samples are reweighted according
to their pileup for the shape of their pileup distributions to better conform to the data
distribution.
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7
Analysis strategy

This chapter summarizes how the search for lepton flavor violating (LFV) new physics at
high invariant masses 1 is organized. Section 7.1 details the triggers and event selections applied
in each of the three LFV final states, section 7.2 explains which discriminating mass or mass-
like variables are used to distinguish the signal from the background, section 7.3 presents some
general comments on the background estimation strategy with a particular emphasis on the tt̄
process, and section 7.4 closes the chapter with a discussion of why the DeepTau algorithms
are preferred to the old BDT algorithms for tau identification.

7.1 Trigger paths and event selection

The goal of the analysis is to search for lepton flavor violation in the charged lepton sector
at the energy frontier. The relevant event signature is one in which there are two different-
flavor leptons with high momenta. Trigger paths requiring the presence of (at least) one high-
momentum lepton are thus ideally suited for the analysis, as they are simple, unprescaled and
unlikely to veto signal events. Single muon triggers are used whenever possible (in the eµ and
µτ channels) because muons are the particles CMS can most reliably reconstruct. For the eτ
channel, single electron triggers are used because the tau triggers are less efficient and would
be incompatible with the way we estimate jet → τ fakes. The choice of triggers also explains
the choice of datasets detailed in chapter 6, since each trigger is assigned to a specific dataset.
The specific triggers used vary for each of the data-taking years for various reasons: sometimes
old triggers become unavailable, or pT and ET thresholds are raised in order to keep the trigger
rate under control as instantaneous luminosity increases. Table 7.1 summarizes which triggers
are used in which channel and which year.

2016 2017 2018

eµ Mu50 OR TkMu50 Mu50 OR TkMu100 Mu50 OR TkMu100
OR Photon175 OR OldMu100 OR Photon175 OR OldMu100 OR Photon200

eτ Ele27_WPTight OR Photon175 Ele35_WPTight OR Photon175 Ele32_WPTight OR Photon200
OR Ele115_CaloIdVT_GsfTrkIdT OR Ele115_CaloIdVT_GsfTrkIdT OR Ele115_CaloIdVT_GsfTrkIdT

µτ Mu50 OR TkMu50 Mu50 OR TkMu100
OR OldMu100

Table 7.1 – Triggers used in each of the three LFV channels and each of the three data-taking
years.

1. See the invariant mass definition in appendix A.
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For the eµ channel, a photon trigger (Photon175 in 2016-17, Photon200 in 2018) is used in
addition to the single muon triggers in order to compensate for an efficiency loss at high invari-
ant mass meµ. The photon trigger selects photon candidates with ET > 175GeV or 200GeV
but in practice it selects almost 100% of high ET electrons as well, as shown in figure 7.1.
The 2016 single muon triggers are Mu50 OR TkMu50, selecting muons with pT > 50GeV by
two different algorithms. In later years, the TkMu50 is no longer available, and the Mu50 OR
TkMu100 OR OldMu100 combination is used for the years 2017-18.

For the eτ channel, single electron and single photon triggers are used. The single electron
triggers are a combination of a trigger with a lower ET threshold but tighter identification
requirements and another trigger with a higher ET threshold but looser identification require-
ments. The ET threshold of the first trigger varied from year to year: Ele27_WPTight in 2016,
Ele35_WPTight in 2017 and Ele32_WPTight in 2018. The second electron trigger remained
the same throughout the years: Ele115_CaloIdVT_GsfTrkIdT. Same as for the eµ channel,
the photon trigger increases efficiency at high invariant masses, by selecting electrons missed
by the electron triggers. Photon175 is used for 2016-17 data, and Photon200 for 2018 data.

For the µτ channel, only single muon triggers are used. Photon triggers would not measur-
ably increase efficiency because there is a tau rather than an electron in the final state. And
as already mentioned, tau triggers would be incompatible with the way we estimate events
with jet → τ fakes, so there are no good ways to improve trigger efficiency in the µτ channel
when using Run 2 data 2. The single muon triggers are the same as those used in the eµ channel.

On top of the trigger requirements, the offline selections detailed in table 7.2 are applied.
Since the number of SM events in LFV final states is already expected to be very low, selections
are kept to a minimum in order to make the search as model-independent as possible. The two
final state leptons are required to be well separated, with ∆R(e, µ) > 0.1, ∆R(e, τ) > 0.5
and ∆R(µ, τ) > 0.5. η requirements guarantee that the reconstructed particles are within the
detector acceptance, and minimum thresholds on the muon pT or electon ET ensure that the
trigger is maximally efficient for selected events. As shown in figure 7.2, the Mu50 trigger is not
immediately maximally efficient for muons above the 50GeV pT threshold, due to differences in
the way the muon pT is calculated. Muons are further required to pass the high-pT identification
and to have a tracker-based isolation < 0.1, electrons have to pass the HEEP ID, and taus need
to pass the decay mode finding algorithm, the tight anti-jet, the loose anti-electron and the tight
anti-muon discriminators from the DeepTau algorithm. The minimum pT threshold for the taus
is 50GeV because lower pT tau candidates caused problems for the jet → τ fakes estimation,
especially for 2016 data. All channels are required to pass the MET filters since events with
abnormally large MET should be excluded from the data analysis. Extra lepton vetos are
applied to avoid any overlap between the three LFV channels: events with high-pT muons are
vetoed in the eτ channel and events with HEEP electrons are vetoed in the µτ channel. Extra
lepton vetos are also applied to suppress events with same flavor leptons: events with two or
more electrons are vetoed in the eτ channel, and events with a well separated dimuon pair are
vetoed in the µτ channel. One final selection is applied in the tau channels in order to reduce
the number of events with jet → τ fakes: the transverse mass mT of the light lepton and MET
needs to be above 120GeV. mT is defined in the following way:

mT =
√
2
∣∣~p lT ∣∣ ∣∣~�pT ∣∣ (1− cos∆φ(~p lT ,~�pT )) (7.1)

where φ is the azimuthal angle, ~p lT is the transverse momentum vector of the light lepton
(electron or muon, for respectively the eτ and µτ final states) and ~�pT is the MET vector. If

2. Improvements in trigger efficiency could be made in future data-taking runs.
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Figure 7.1 – eµ channel. Trigger efficiencies of different triggers and trigger combinations in
mass range [0, 1000] GeV (top) and [0, 7000] GeV (bottom), estimated using 2017 Z’ → eµ
samples. The photon trigger has close to 100% efficiency at high invariant mass, allowing a
∼10-20% drop in muon trigger efficiency to be recovered.
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a W boson decays in the transverse plane to a light lepton and neutrino, if the light lepton
mass is approximated to be zero, and if there are no other sources of MET in the event, then
the mT formula recovers the mass of the W boson. W+jets events 3 are thus expected to have
mT values close tomW = 80GeV, which is why they are suppressed by requiringmT > 120GeV.

Figure 7.2 – Mu50 trigger efficiency in part of 2018 data, as a function of offline pT (µ) [185].
(Two histograms are plotted, before and after an intervention meant to increase efficiency,
but this is not important here.) The trigger does not attain maximum efficiency when
pT (µ) = 50GeV, instead it does so shortly afterwards, because of differences between the
pT measurement at HLT and offline. This “turn-on curve” is observed in other triggers too.

A veto on b-jets, using the medium working of the CSV algorithm (the CSVv2 algorithm
in 2016, DeepCSV in 2017-18), was considered in order to reject tt̄ events, one of the main
backgrounds of the analysis. Ultimately, it was decided not to use such a veto in order to keep
the analysis as model-independent as possible. However, the selection of events with two b-jets
is still useful in order to create a control region enriched in tt̄ events and check how well they
are estimated by the simulations. More details on this study are written in section 7.3.

7.2 Discriminating variables: invariant mass and collinear mass

The RPV SUSY ν̃τ and the Z’ bosons are both hypothetical resonances, which means that
they should show up in data as localized excesses above the SM background in the dilepton
invariant mass spectrum. QBHs are not resonances, but there is still a threshold mass below
which they are not created, and for higher masses their production cross section drops sharply,
so the signal should still show up as a relatively localized excess in the mass spectrum.

The dilepton invariant mass is thus a useful discriminating variable between the signal and
the background. In the eµ channel, there is no neutrino and thus no missing energy, and it
is straightforward to calculate the invariant mass meµ using the reconstructed HEEP electron

3. W+jets events form a considerable fraction of events with jet → τ fakes.
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eµ eτ µτ

Muon
pT > 53 GeV, |η| < 2.4 pT > 53 GeV, |η| < 2.4
high pt muon ID, high pt muon ID,
tracker-based isolation < 0.1 tracker-based isolation < 0.1

Electron

ET > 35 GeV, HEEP ID V7.0
(V7.0-2018Prompt for 2018), pT > 50 GeV, HEEP ID V7.0
no µ with pT > 5 GeV (V7.0-2018Prompt for 2018)
such that ∆R(e, µ) < 0.1

Tau

pT > 50 GeV, |η| < 2.3, pT > 50 GeV, |η| < 2.3,
new DM finding new DM finding
(veto 2-prong tau: DM5,6), (veto 2-prong tau: DM5,6),
Deep τ tight anti-jet, Deep τ tight anti-jet,
loose anti-e, tight anti-µ discr. loose anti-e, tight anti-µ discr.

mT (l, �pT ) > 120 GeV > 120 GeV
MET filters applied applied applied
∆R ∆R(e, µ) > 0.1 ∆R(e, τ) > 0.5 ∆R(µ, τ) > 0.5

Rejected events: events with Rejected events: events with
(i) two or more electrons with (i) a HEEP ID V7.0 electron
pT > 10 GeV, |η| < 2.5, with pT > 35 GeV

Extra lepton VID cut-based ele ID veto or
veto (94X_V1 version) (ii) a dimuon pair,

or with ∆R > 0.2,
(ii) a muon with pT > 35 GeV, and where both muons have:
|η| < 2.4, HighPt ID, HighPt ID, pT > 10 GeV,
tracker isolation < 0.15 |η| < 2.4, tracker iso < 0.15.

Table 7.2 – Selections used for each of the three channels in each of the data-taking years. The
selection on the electron pT /ET is stricter in the eτ channel because an electron trigger is used,
and a high thershold is necessary in order to avoid the turn-on curve. Details on the electron
HEEP identification, the muon high-pT identification, the MET filters, etc. are available in
chapter 5.
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and high-pT muon. But in the tau channels, part of the final state energy is lost in the neutrino
produced by tau decay. There are many possible mass variables that can be reconstructed. The
simplest one is the visible mass mvis which simply ignores the MET and computes the invariant
mass using the light lepton and the visible components of the tau. Alternatively, one can take
the MET into account by treating it as a 4-momentum vector confined to the transverse plane.
The total mass mtot is obtained by adding this MET 4-momentum to the light lepton and
visible tau 4-momenta and calculating the invariant mass of the resulting total 4-momentum.
A final, more sophisticated possibility is to take into account the kinematics of a signal event:
the MET comes only from the neutrino resulting from the tau decay, and furthermore the high
momentum of the tau implies that its decay products, neutrino included, are tightly collimated
around a central axis. The invisible neutrino should then be approximately collinear to the
visible decay products of the tau. By taking the part of the MET that is collinear with the τh
pT , calculating a visible fraction xvis of the transverse momentum, and then correcting the τh
4-momentum by dividing it by xvis, it is possible to calculate the collinear mass mcol:

mcol =
mvis√
xvis

xvis =
pT (τh)

pT (τh) + �pT col

�pT col = max

(
~
�pT · ~pT (τh)
pT (τh)

, 0

)
(7.2)

where ~�pT is the MET vector, and ~pT (τh) and pT (τh) are respectively the τh visible transverse
momentum vector and the module of said vector. Note that dividing mvis by √

xvis is equiva-
lent to dividing pT (τh) by xvis if the masses of the tau and the light lepton are neglected. Also
note that when the MET is misaligned with the visible decay products of the tau, ~�pT · ~pT (τh)
becomes negative. This happens in 2-7% of signal events, possibly when the MET is wrongly
reconstructed. In these cases the collinear approximation becomes meaningless, so �pT col is set
to zero, and mcol = mvis.

For each signal, the three different mass variables are compared to each other in fig-
ures 7.3-7.5 for the µτ final state. 2016 samples are used for QBH and RPV, though no 2016
Z’ samples compatible with the DeepTau ID are available. However, the results are similar for
samples from different years. To aid the comparison, the mass resolution σ is defined by tak-
ing the normalized difference between the reconstructed mass variable mreco and the generated
mass mgen:

σ(mreco) =
mreco −mgen

mgen
(7.3)

mreco better describes mgen when the σ distribution is narrower, and its average is closer to
zero. The means and the standard deviations of the σ distributions can be checked in table 7.3,
for each signal process and each of the reconstructed mass variables. The figures and the table
both show that mvis is an inadequate variable, with a large standard deviation, and provid-
ing a large underestimation of mgen. Different mass hypotheses for the signal show a sizeable
overlap in their mvis distributions, even when separated by 1TeV or more. The mtot variable
is a considerable improvement, with much narrower and more symmetrical σ distributions and
average values much closer to zero. However, the mcol variable is even better, which is why it
was chosen as the discriminating analysis variable in the tau channels.

The mcol distributions in figure 7.5 also illustrate the fact that QBHs are not resonances.
The distributions are asymmetrical, with few events below the threshold mass but a long tail
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Figure 7.3 – Z’ signal, comparison of the three reconstructed mass variables in the µτ final state:
mvis, mtot and mcol. On the left the reconstructed mass distributions are shown, for various
resonance mass hypotheses, normalized to the same (arbitrary) cross section. On the right, the
mass resolution distributions are shown for the same mass points.
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Figure 7.4 – RPV ν̃τ signal, comparison of the three reconstructed mass variables in the µτ
final state: mvis, mtot and mcol. On the left the reconstructed mass distributions are shown, for
various resonance mass hypotheses, normalized to the same (arbitrary) cross section. On the
right, the mass resolution distributions are shown for the same mass points.

110



0 2000 4000 6000

GeV

50

100

150

200

250 QBH
600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

vism

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

450

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

100

200

300

400

500

600

0 2000 4000 6000

GeV

100

200

300

400

500

600

700

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

100

200

300

400

500

600

700

800

0 2000 4000 6000

GeV

200

400

600

800

1000

1− 0.5− 0 0.5 1

50

100

150

200

250

300

350 QBH
600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

)
vis

 (mσ

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

450

0 2000 4000 6000

GeV

50

100

150

200

250
QBH

600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

totm

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

450

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

100

200

300

400

500

600

0 2000 4000 6000

GeV

100

200

300

400

500

600

700

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

100

200

300

400

500

600

700

800

0 2000 4000 6000

GeV

200

400

600

800

1000

1− 0.5− 0 0.5 1

50

100

150

200

250

300

350

1− 0.5− 0 0.5 1

50

100

150

200

250

300

1− 0.5− 0 0.5 1

50

100

150

200

250

300

350

1− 0.5− 0 0.5 1

100

200

300

400

500

600

700 QBH
600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

)
tot

 (mσ

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

0 2000 4000 6000

GeV

50

100

150

200

250

300

350

400

450

0 2000 4000 6000

GeV

50

100

150

200

250

0 2000 4000 6000

GeV

100

200

300

400

500

600

0 2000 4000 6000

GeV

100

200

300

400

500

600

700

0 2000 4000 6000

GeV

50

100

150

200

250
QBH

600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

colm

1− 0.5− 0 0.5 1

100

200

300

400

500

600

1− 0.5− 0 0.5 1

100

200

300

400

500

600

700

800

1− 0.5− 0 0.5 1

100

200

300

400

500

600

700

800

900
QBH

600 GeV
1000 GeV
2000 GeV
3000 GeV
4000 GeV

2016 simulation

CMS
Preliminary

)
col

 (mσ

Figure 7.5 – QBH signal, comparison of the three reconstructed mass variables in the µτ final
state: mvis, mtot and mcol. On the left the reconstructed mass distributions are shown, for
various threshold mass hypotheses, normalized to the same (arbitrary) cross section. On the
right, the mass resolution distributions are shown for the same mass points.
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mvis mtot mcol

Z’ boson mean -0.26 -0.048 -0.026
std. dev. 0.18 0.13 0.098

RPV SUSY ν̃τ
mean -0.26 -0.057 -0.022
std. dev. 0.19 0.12 0.10

QBH mean -0.25 -0.064 -0.023
std. dev. 0.18 0.11 0.10

Table 7.3 – Mean and standard deviation of the mass resolution distribution for each recon-
structed mass variable and each of the three signal processes. The mass point shown for all
three signals is 4TeV, corresponding to the resonance mass for the ν̃τ and Z’ boson, and the
threshold mass for the QBH. mcol has the narrowest and least biased distributions.

above it. The cross section for the production and decay of a QBH is a decreasing continuum
with a threshold: there is a minimum energy scale (close to the Planck mass) below which
QBHs cannot be produced, and the production of QBHs with higher masses is disfavored due
to the decreasing PDFs. This can be observed more clearly in the lowest mass points. Never-
theless, mcol remains a faithful mass reconstruction variable, as evidenced by the corresponding
σ distributions.

As mentioned in the explanation of equation (7.2), in some signal events the MET is mis-
aligned with the visible decay products of the tau, i.e. ∆φ(~�pT , ~pT (τh)) >

π
2 . This happens in

both the eτ and the µτ channels. A study was performed in the µτ channel to determine how
close these events are to normal signal events. If the mass distributions of ∆φ(~�pT , ~pT (τh)) >

π
2

events showed a shape too different of that expected for the majority of signal events, then a
∆φ(~�pT , ~pT (τh)) <

π
2 selection might have been necessary. However, as figure 7.6 shows, the

shapes of the mass and mass resolution distributions are similar for ∆φ(~�pT , ~pT (τh)) <
π
2 and

∆φ(~�pT , ~pT (τh)) >
π
2 events. The ∆φ(~�pT , ~pT (τh)) >

π
2 distributions are shifted to somewhat

smaller values but this is expected since no collinear approximation is possible for them and
mvis is used instead. Removing these events is thus unnecessary, and no extra selection is used.
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Figure 7.6 – Comparison of ∆φ(~�pT , ~pT (τh)) >
π
2 events to ∆φ(~�pT , ~pT (τh)) <

π
2 events. On the

left the reconstructed mcol distributions are shown, normalized to 1. On the right, the mass
resolution distributions are shown. Note that for ∆φ(~�pT , ~pT (τh)) >

π
2 events the mcol definition

implies mcol = mvis. The top row shows distributions obtained from a Z’ signal sample, the
middle row from an RPV SUSY sample, and the bottom row from a QBH sample. The mass
point shown for all three signals is 4TeV, corresponding to the resonance mass for the RPV
SUSY ν̃τ and the Z’ boson, and the threshold mass for the QBH.
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7.3 Background estimation
The background estimation strategy is similar in the three LFV final states: backgrounds

with real leptons are estimated with simulations, while backgrounds with jets faking leptons
are estimated with the data-driven fake factor methods detailed in chapter 8. Chapter 6 lists
the simulation samples used to simulate real lepton backgrounds, including events in which the
lepton flavor is wrongly identified (e.g. a DY → µµ event in which a muon is misidentified as
an electron).

In the eµ channel, events with jet → e and jet → µ fakes are estimated with a data-driven
method. In the tau channels, the number of such events is relatively small and they are esti-
mated with simulations, while jet → τ events exist in considerably larger numbers and these
are estimated by a data-driven method.

As explained in chapter 6, simulated events are reweighted in order to correct them for
the data-taking conditions and the observed detector response. The tt̄ process needs to be
particularly well estimated, because it is one of the two most important analysis backgrounds.
This is why theory-derived weights are applied on top of the weights which depend on exper-
imental conditions, to bring the shape of the tt̄ background in line with NNLO QCD + NLO
electroweak corrections [178]. The theory-derived weight w is the geometric average of two
weights depending on either the top or the antitop generated transverse momentum, according
to the following formula:

wtop = e(0.0615−0.000 5GeV−1 pT (top))

wantitop = e(0.0615−0.000 5GeV−1 pT (antitop))

w =
√
wtop wantitop (7.4)

In order to check how well the tt̄ background is estimated, control regions enriched in tt̄
events are constructed in the tau channels. This can be done by selecting events with two
b-jets, because top quarks almost always decay to a b quark (and a W boson), and there are
no other SM backgrounds for this analysis that have such a high proportion of b-jets. The
b-jets are required to pass the medium working of the CSV algorithm, CSVv2 for 2016 data
and DeepCSV for 2017-18 data. For both the eτ and µτ channels, two control regions are con-
structed, one with mT < 120GeV and another with mT > 120GeV (technically a subset of the
signal region). Figures 7.7 and 7.8 show distributions from the two tt̄ control regions in the µτ
channel, for the 2018 data-taking period, showing reasonable agreement between observations
and expectations. The plots do show a systematic data deficit compared to the simulations,
possibly because of a lower b-tagging efficiency in 2018 data which is not accounted for in the
simulations. Better agreement is found in other years for both tau channels, as summarized
in tables 7.4 and 7.5, validating the tt̄ background estimation (see also the plots in appendix B).
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Figure 7.7 – tt̄ (mT > 120 GeV) control region distributions, µτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties, detailed
in chapter 9.

115



4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710
E

ve
nt

s/
G

eV

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

810
E

ve
nt

s/
G

eV

4−10

3−10
2−10
1−10
1

10
210

310
410

510

610

710

810
E

ve
nt

s/
G

eV

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710
E

ve
nt

s/
G

eV

210 310

 (GeV)
T

 pτ
0

0.5

1

1.5

2

O
bs

./E
xp

.

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710
E

ve
nt

s/
G

eV Observed  ll→Z
 bgτFake +jetstt

Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

4−10

3−10

2−10

1−10
1

10
210

310
410

510

610
710

810

E
ve

nt
s/

G
eV

4−10
3−10
2−10
1−10
1

10
210
310
410

510
610
710

810
910

E
ve

nt
s/

G
eV

100

200

300

400

500

600

700

800

E
ve

nt
s/

bi
n

20

40

60

80

100

120

140

E
ve

nt
s/

bi
n

2− 1− 0 1 2

η τ

0

0.5

1

1.5

2

O
bs

./E
xp

.

20
40
60
80

100
120
140
160
180
200
220
240

E
ve

nt
s/

bi
n

Observed  ll→Z
 bgτFake +jetstt

Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

50
100
150
200
250

300
350
400

E
ve

nt
s/

bi
n

500

1000

1500

2000

2500

E
ve

nt
s/

bi
n

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610
710

810

E
ve

nt
s/

G
eV

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

E
ve

nt
s/

G
eV

210 310

 (GeV)
T

 pµ
0

0.5

1

1.5

2

O
bs

./E
xp

.

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

E
ve

nt
s/

G
eV Observed  ll→Z

 bgτFake +jetstt
Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

810
E

ve
nt

s/
G

eV

4−10
3−10
2−10
1−10
1

10
210

310
410

510
610
710
810

E
ve

nt
s/

G
eV

100

200

300

400

500

600

700
E

ve
nt

s/
bi

n

20

40

60

80

100

120
E

ve
nt

s/
bi

n

2− 1− 0 1 2

η µ

0

0.5

1

1.5

2

O
bs

./E
xp

.

50

100

150

200

250
E

ve
nt

s/
bi

n
Observed  ll→Z

 bgτFake +jetstt
Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

E
ve

nt
s/

G
eV

4−10

3−10
2−10
1−10
1

10
210

310
410

510

610
710

810

E
ve

nt
s/

G
eV

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

E
ve

nt
s/

G
eV

4−10

3−10

2−10

1−10
1

10

210

310

410

510

610

E
ve

nt
s/

G
eV

210 310

colm

0

0.5

1

1.5

2

O
bs

./E
xp

.

4−10

3−10

2−10

1−10
1

10

210

310

410

510

610

710

E
ve

nt
s/

G
eV Observed  ll→Z

 bgτFake +jetstt
Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

200
400
600
800

1000
1200
1400
1600
1800
2000
2200
2400

E
ve

nt
s/

bi
n

2000

4000

6000

8000

10000

12000

14000

16000

E
ve

nt
s/

bi
n

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

810

E
ve

nt
s/

G
eV

4−10

3−10

2−10

1−10
1

10

210

310

410

510

610

710

E
ve

nt
s/

G
eV

210 310

 (GeV)miss
TE

0

0.5

1

1.5

2

O
bs

./E
xp

.

4−10

3−10

2−10

1−10
1

10
210

310

410

510

610

710

E
ve

nt
s/

G
eV Observed  ll→Z

 bgτFake +jetstt
Diboson Single Top
Uncertainty

 (13 TeV)-12018, 59.7 fb

CMS
Preliminary

τ µ

Figure 7.8 – tt̄ (mT < 120 GeV) control region distributions, µτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties, detailed
in chapter 9.
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Process 2016 2017 2018
mT high mT low mT high mT low mT high mT low

Observed 636 1227 956 1648 1433 2645
tt̄ 571 926 824 1333 1450 2308
ST 33 40 45 55 69 96
DY 0 0 2 32 4 48
Diboson 0.4 0.8 0.7 1 1 3
Jet BG 30 260 75 393 99 572
Total BG 634 1218 946 1816 1622 3028

Table 7.4 – Comparison of observed and background event yields in the eτh tt̄ control regions.

Process 2016 2017 2018
mT high mT low mT high mT low mT high mT low

Observed 687 1297 1052 1780 1579 2914
tt̄ 664 1073 948 1387 1598 2426
ST 34 48 41 55 80 90
DY 0.03 30 2 3 0 34
Diboson 0.3 2 0.4 1 1 3
Jet BG 21 214 81 407 103 621
Total BG 719 1367 1072 1853 1783 3175

Table 7.5 – Comparison of observed and background event yields in µτh tt̄ control regions.

7.4 Tau identification: comparison between boosted decision
trees and DeepTau algorithms

In the beginning of the data analysis work, BDT-based multivariate algorithms were used
to identify the hadronic taus. However, as the more sophisticated DeepTau identification al-
gorithms became available, it was important to check if and how much they could improve
the analysis in the tau channels. These new algorithms are based on a deep neural network
and promise a higher identification efficiency for a similar misidentification rate. The trade-offs
between efficiency and misidentification rate can be shown by plotting them as a function of
each other in the same two-dimensional graph called a ROC curve.

ROC curves for the BDT and DeepTau algorithms are shown in figure 7.9, for the eτ and
µτ channels. The efficiencies were measured using Z’→ eτ and Z’→ µτ samples, while the
misidentification rates were measured in semi-leptonic tt̄ simulations in the eτ channel and
W+jets simulations in the µτ channel. The definitions of tau identification efficiency are dif-
ferent in the two channels: the denominator in the eτ channel simply requires the presence of
a hadronic tau matched to a generated lepton, and with pT > 30GeV and |η| < 2.3; in the
µτ channel the denominator requires the event to pass all analysis selections except for the
DeepTau discriminators (and the reconstructed hadronic tau must be matched to a generated
hadronic tau). Nevertheless, the efficiency definitions are consistent within each channel, and
compared to the old combination of anti-muon, anti-electron, and anti-jet discriminators, the
new DeepTau discriminators improve the signal efficiency by 15-20 percentage points for a
somewhat smaller jet → τh misidentification rate. Switching to the DeepTau ID, and using the
tight anti-jet working point, allows for a substantial improvement in the signal sensitivity of
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the analysis. Note that there are some differences with the final analysis selections: in figure 7.9
a τ pT threshold of 30GeV and the loose anti-muon discriminator were used, rather than the
50GeV threshold and the tight anti-muon discriminator applied in the final analysis seclections.
However, these small changes do not invalidate the main conclusion of the study, which is that
the DeepTau identification is preferable to the BDT-based algorithms.
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Figure 7.9 – Efficiency/misidentification rate trade-offs for the BDT and DeepTau algorithms.
The circled gold point corresponds to the old combination of the tight BDT anti-jet (with
the MVA 2017v2 training), loose BDT anti-electron discriminators, and the loose cut-based
anti-muon selection. The circled light blue point corresponds to the following combination
of DeepTau ID algorithms: tight anti-jet, loose anti-electron and loose anti-muon. In the
analysis the tight rather than loose anti-muon discriminator is used, but the changes in both
signal efficiency and jet misidentification rate are < 1%. In both channels, switching to the
DeepTau algorithms allows for both a signal efficiency improvement and a reduction in the
misidentification rate.
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Chapter summary

The analysis trigger strategy is to select high pT or high ET objects, while the offline
event selections are kept to the minimum necessary, allowing the search for LFV new
physics at the energy frontier to be as model-independent as possible. The specific trig-
ger combinations and event selections vary in the three channels. The tau channels veto
events in which the transverse mass of the MET and the light lepton is lower than a
120GeV threshold, in order to reject backgrounds with jet → τ fakes. The discriminat-
ing variable between signal and backgrounds is chosen to be a mass variable, because the
signals are expected to show up in data as localized event excesses in the dilepton mass
spectrum. In the eµ channel this mass variable is simply the dilepton invariant mass,
while in the tau channels it is the collinear mass, shown to be more reliable than the
alternatives at reconstructing the generated signal event mass. The backgrounds esti-
mated with data-driven fake factor methods are the jet → e and jet → µ backgrounds in
the eµ channel, and the jet → τ backgrounds in the tau channels. Backgrounds with real
leptons are estimated with simulations, reweighted to correct them for observed detector
response and data-taking conditions. Theory-derived weights are also applied to the tt̄
background, the description of which is validated in the tau channels by constructing
control regions enriched in tt̄ events. The DeepTau algorithms are shown to provide an
improvement in both the signal efficiency and misidentification rates compared to the
old BDT-based tau identification algorithms.

My personal contributions

I was responsible for the full analysis chain in the µτ channel.
• I participated in determining the event selections used to discriminate signal from

background in both the tau channels.
• I made the study comparing the different mass variables and showing why the

collinear mass is the best choice.
• I made the study comparing ∆φ(~�pT , ~pT (τh)) >

π
2 and ∆φ(~�pT , ~pT (τh)) <

π
2 events.

• I made the plots in the tt̄ control regions for the µτ channel.
• I measured the efficiencies and misidentification rates of the tau identification al-

gorithms in the µτ channel.
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8
Data-driven background estimations

Some background processes are estimated with data-driven methods rather than simula-
tions. These are backgrounds with wrongly-identified leptons, which are particularly hard to
simulate. These backgrounds also typically have very large cross sections and would demand an
unreasonably large amount of events to be simulated in order to keep the statistical uncertainty
low. In the eµ channel, backgrounds with jet → e and jet → µ fakes are estimated in a data-
driven way, and so are jet → τ backgrounds in the tau channels. While the estimation methods
differ in some details, they follow the same general idea: a fake-lepton-enriched data region is
constructed with selections as close as possible to those of the signal region, in this region a fake
factor is calculated relating the number of fake lepton candidates passing analysis selections
and those which pass looser selections, and finally this fake factor is applied to estimate the
number of events with fake leptons in the signal region. Validation tests are then performed to
check the reliability of these methods.

This chapter is divided into two sections, with section 8.1 describing the data-driven back-
ground estimation performed for the eµ channel, and section 8.2 explaining in detail the esti-
mation of background events with jet → τ fakes.

8.1 Data-driven background estimations in the eµ final state

In the eµ channel, data-driven methods are used to estimate backgrounds where jets are
wrongly identified either as muons or as electrons. Both of these cases correspond to only a few
percent of the total background, and thus events in which both the muon and electron are fake
are negligible and are not part of the estimation.

8.1.1 Electron and muon fake rates

The shape and yield of the background with jet → e fakes is determined in the following
way:

• A data region is constructed with events in which one muon passes all of the muon selec-
tions but the electron candidate is required to pass a relaxed set of preselections (shown in
table 8.1) but fail the full selections (shown in chapter 5, table 5.1). Requiring the electron
candidate to fail the full analysis selections makes this control region independent of the
signal region in which the search for new physics is performed.
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• The selected region is enriched in jet → e fakes but still contains a significant number
of background events with prompt electrons. Simulations of these prompt electron back-
grounds are subtracted from the data.

• To get an estimate of jet → e fakes in the signal region, it is necessary to apply the
fake factor fe = re/(1 − re) to the distributions obtained in the previous step. re is
the electron fake rate, an energy-dependent function that gives the share of misidentified
electron candidates passing the full analysis selections among all fake electrons that pass
the loose preselections. The 1/(1− re) factor comes from the fact that it is not applied to
all events in which electron candidates pass the preselections, but only to those events in
which the candidates also fail the full analysis selections.

variable barrel endcap
σiηiη <0.013 <0.034
H/E <0.15 <0.10

No. of missing hits <= 1 <= 1
|dxy| < 0.02 < 0.05

Table 8.1 – The preselection requirements for the starting point of the fake electron rate calcu-
lation.

The fake rate functions (re) are taken from the dilepton resonance search at 13TeV [186,
187, 188]. Table 8.3 shows the function for the HEEPv7.0 ID used in 2016-17 and table 8.4
for the one for the HEEPv7.0-2018Prompt ID used in 2018. As mentioned in chapter 5, the
change in the HEEP ID in 2018 was necessary because some modules in one region of the HCAL
endcap were non-operational from Run C onwards. This is why the problematic η region of
the detector (the “HEM 15-16” region) has a different fake rate function during the data-taking
period in which there were issues.

The data-driven estimation of jet → µ fakes is similar. A region of data is selected in which
electrons pass full selections but muon candidates pass looser preselections (shown in table 8.2)
and fail to pass the full requirements (described in chapter 5). Simulations of prompt muon
backgrounds are subtracted from this data, and the resulting distributions are multiplied by
the fake factor fµ = rµ/(1 − rµ) to provide an estimate of events with jet → µ fakes in the
signal region. The fake rate function is also taken from the dilepton resonance search [187, 188].

variable selection
isGlobalMuon and isTrackerMuon true

|dz| <1.0
|dxy| <0.2

No. of Tracker Layers with Measurements >5
No. of Valid Pixel Hits >0

Matching with HLT object (Muon50 || TkMu50) true

Table 8.2 – The preselection requirements for the starting point of the fake muon rate calcula-
tion.

8.1.2 Validation with the same sign method

The data-driven estimation of the jet → e and jet → µ backgrounds by the fake factor
method is validated by using an independent procedure to estimate the same backgrounds and
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Region ET range (GeV) Functional form
barrel 35 ≤ ET < 131.6 0.14− 0.0029× ET + 2.56 · 10−5 × E2

T − 8.48 · 10−8 × E3
T

131.6 ≤ ET < 359.3 0.002− 0.00013× ET + 3.5 · 10−7 × E2
T − 2.9 · 10−10 × E3

T

ET ≥ 359.3 0.00514 + 4.73 · 10−7 × ET
endcap 35 ≤ ET < 125 0.1012− 0.00094× ET + 3.37 · 10−6 × E2

T

|η| < 2.0 125 ≤ ET ≥ 226.3 0.0488− 11.37 · 10−5 × ET
ET ≥ 226.3 0.0241− 1.24 · 10−6 × ET

endcap 35 ≤ ET < 152 0.0622− 0.00012× ET
|η| > 2.0 ET ≥ 113 0.0387

Table 8.3 – Functional form of the measured fake rate for HEEPv7.0 (from dielectron resonance
search analysis).

Region ET range (GeV) Functional form

barrel before 319077
35 < ET < 130 GeV 2.02e-06 × E2

T - 8.43e-04 × ET + 0.087631
130 < ET < 359.3 GeV -1.34e-09 × E3

T + 1.11e-06 × E2
T - 3.11e-04 × ET + 0.0358

ET > 359.3 GeV 2.19e-07 × ET + 0.00599

endcap |η| < 2.0 before 319077
35 < ET < 70 GeV -0.00164 × ET + 0.167
70 < ET < 155 GeV -3.40e-04 × ET + 0.0802
ET > 155 GeV 0.0262

endcap |η| > 2.0 before 319077 35 < ET < 220 GeV 1.34e-06 × E2
T - 5.84e-04 × ET + 0.106

ET > 220 GeV 0.0427
barrel HEM 15-16 region 35 < ET < 97 GeV -6.41e-04 × ET + 0.0681

from run 319077 ET > 97 GeV 0.00846
barrel excluding HEM 15-16 region 35 < ET < 130 GeV 1.18e-06 × E2

T - 6.89e-04 × ET + 0.0801
from run 319077 130 < ET < 359.3 GeV -8.21e-10 × E3

T + 7.09e-07 × E2
T - 2.09e-04 × ET + 0.0269

ET > 359.3 GeV 7.66e-06 × ET + 0.00291
endcap |η| < 2.0 35 < ET < 100 GeV -4.68e-04 × ET + 0.0663

HEM 15-16 region from run 319077 ET > 100 GeV 0.0210277
endcap |η| < 2.0 excluding 35 < ET < 160 GeV -3.60e-04 × ET + 0.0832

HEM 15-16 region from run 319077 ET > 160 GeV 0.0266
endcap |η| > 2.0

35 < ET < 1000 GeV 0.0393HEM 15-16 region from run 319077
endcap |η| > 2.0 excluding 35 < ET < 220 GeV 1.37e-06× E2

T -5.64e-04 × ET + 0.100
HEM 15-16 region from run 319077 ET > 220 GeV 0.0419

Table 8.4 – Functional form of the measured fake rate for HEEPv7.0-2018Prompt (from dielec-
tron resonance search analysis). The “HEM 15-16” region is the η region in which some HCAL
endcap modules were non-operational during part of the data-taking (from run 319077, during
Run 2018C, onwards).

123



checking that the two predictions agree. This independent procedure exploits a subset of the
signal region in which both leptons are required to have the same sign. Signal events and most
Standard Model backgrounds have opposite sign (OS) lepton pairs and thus contribute little
to the same sign (SS) control region. However, the charge of a jet misidentified as an electron
or muon is approximately uncorrelated to the charge of the real lepton in the event, and thus
approximately half of jet → e and jet → µ background events are in the SS control region. A
more complete study, such as that briefly mentioned for the tau identification study in chap-
ter 5, would check the ratio of OS/SS events for the jet background. This ratio is however
known to be approximately equal to 1, a value good enough for validation purposes.

There are still some SM background events with prompt leptons in the same sign region,
simulations of these events are subtracted from data to get an estimate of the jet background
in the SS region. The resulting distributions are doubled to yield the prediction for the jet
background in the sign-independent signal region used in the analysis. This prediction can be
compared to the one obtained with the fake factor method in order to validate the data-driven
background estimation and to provide an estimate for the associated systematic error. Fig-
ure 8.1 shows a comparison between the two methods for the three years of LHC Run 2. The
same sign method gives results that stay mostly in a 50% range around the results from the
fake factor method, and 50% is thus taken as the systematic error on the jet background yield.
That is a conservative uncertainty, but since this background is subdominant compared to the
tt̄ and WW backgrounds, a large uncertainty does not significantly affect the analysis results.

The difference between the fake rates obtained by the two methods could be due to the
different flavor compositions of the jets selected by the two methods. As shown in table 8.11,
jet flavor has a large influence on the value of the fake rate. Another possible explanation is that
the factor of two used to go from the jet background in the SS region to the sign independent
jet background is incorrect.

8.2 Backgrounds with jet → τ fakes

For both tau channels (eτ and µτ), the jet faking τ background is estimated from data.
Several different approaches were studied in order to check which one produced the best esti-
mation, with the analysis finally settling on the fake factor method described in section 8.2.1.

At first, the possibility of estimating the main jet backgrounds (W+jets and QCD multi-
jets) separately was considered. It would require the use of six data regions (one signal region
and five control regions), classified according to the sign of the two leptons and their isolation,
as shown in figure 8.2. Here, the tau isolation refers to the tau anti-jet discriminator. Data
in which both the light lepton and the tau are anti-isolated contains almost exclusively QCD
multijets events, data in which the light lepton is isolated and the tau is anti-isolated contain
mostly W+jets and QCD multijets events, while both of these backgrounds are suppressed
when both leptons are required to be isolated. The sign selection allows for the creation of a
special control region (both leptons isolated, same signs) close to the signal region (both leptons
isolated, opposite signs). This control region can then be used to calculate “transfer factors” ex-
pressing the changes in the background yields when the lepton isolation requirements are flipped.

This first approach was however abandoned because it required many control regions and
was thus too complicated, and in any case it is not necessary to estimate the W+jets and QCD
multijets backgrounds separately. The sign selection is also a problem, because although signal
events are expected to have opposite sign leptons due to charge conservation, charge misidentifi-
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Figure 8.1 – Comparison of the eµ mass distributions of the jet background (faking electrons or
muons) estimated by the fake factor and same sign methods. In all three years, the same sign
predictions remain mostly within 50% of the fake rate predictions.
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Figure 8.2 – Estimating the QCD multijets and W+jets backgrounds separately, with six control
regions characterized by lepton sign and isolation. The QCD multijets background is estimated
in the regions where both leptons are anti-isolated and the W+jets background is estimated in
the regions where the light lepton is isolated but the tau is anti-isolated. The same sign (SS)
regions are used to calculate transfer factors for the yields of the QCD multijets and W+jets
backgrounds when lepton isolation is flipped. An F→B transfer factor is calculated for QCD,
and a D→B factor for W+jets. These factors are then applied to the distributions obtained in
regions E and C to obtain signal region distributions.

cation increases with the particles’ transverse energies, and some signal efficiency would be lost.
A better way to reject backgrounds with jet → τ fakes while keeping efficiency high is using
the mT > 120GeV selection (cf. chapter 7). W+jets events are expected to have mT = 80GeV
or lower, and there is no particular reason for QCD multijets events to have high mT , while
signal events must have high mT because mT is correlated to the invariant mass of the light
lepton and the tau. The mT selection can also be flipped to obtain a control region enriched
in backgrounds with jet → τ fakes, with selections that are identical to those of the signal re-
gion, except for the mT requirement. This state of affairs is exploited by the fake factor method.

8.2.1 The fake factor method

The idea of the fake factor method is to consider data events with nothing but jet → τ
fakes and then estimate the ratio of such events passing the tight tau anti-jet discriminator to
events that fail the tight working point but do pass a loose version of the discriminator. The
fake factor is estimated in a control region enriched with jet → τ fakes, ideally a region in
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which other processes are negligible. If they are not negligible, then simulations of processes
with prompt taus are subtracted from the data. The fake factor may depend on many variables
such as the tau pT and η.

To obtain an estimation of jet → τ fakes in the signal region, the fake factor is then applied
to jet → τ fakes failing the tight anti-jet discriminator but passing the loose working point. In
equation form, the procedure is:

F =
NCR, tight τ

fakes

NCR, anti−tight τ
fakes

=
NCR, tight τ

data −NCR, tight τ
sim

NCR, anti−tight τ
data −NCR, anti−tight τ

sim

NSR, tight τ
fakes = F ·NSR, anti−tight τ

fakes = F · (NSR, anti−tight τ
data −NSR, anti−tight τ

sim ) (8.1)

where F is the fake factor, Ndata is the number of events in data, Nsim is the number
of simulated events with prompt taus, and Nfakes is the estimated number of events with
jet → τ fakes. These event numbers are taken in different data regions, which can be either the
background-enriched control region (CR) or the signal region (SR). The CR and SR are further
characterized by whether the tau candidate passes the tight anti-jet working point (WP), or
fails the tight WP but still passes a loose WP. The latter tau candidates are called “anti-tight”.
The goal is to get Nfakes in the signal region with the tau passing the tight ant-jet discriminator.

This procedure can be repeated in many control regions, and observed variations in the
calculated fake factors can give some insight into the systematic errors associated to this data-
driven background estimation.

8.2.2 Fake factors from different control regions

Fake factors were calculated in a few different control regions:
• The low mT region, which uses the same selections as the signal region, except for the
mT requirement, which is flipped to mT < 120GeV. This control region can be further
split into a region where the tau and the light lepton (e or µ) have the same signs (SS)
and another where they have opposite signs (OS).

• The DY+jets control region, which is constructed as follows:
• Trigger: HLT_IsoMu24 OR HLT_IsoTkMu24 (2016 data only).
• Events should have exactly two muons which must pass medium ID, pT > 26 GeV,

|η| < 2.4, PF isolation (delta-beta corrected)< 0.15, |dxy| < 0.045, |dz| < 0.2,
• ∆R(µ, µ) > 0.5,
• 70 < Mµµ < 110 GeV
• Presence of a tau candidate, with ∆R(τ, µ) > 0.5, for both muons.

For each of these control regions, fake factors are calculated as shown in equation 8.1, but
note that the DY+jets region is so thoroughly dominated by fakes that it is unnecessary to
subtract any simulation of prompt taus from the data. At first, these fake factors are charac-
terized by tau candidate pT and whether the tau candidate is located in the barrel or one of
the endcaps. Plots comparing the fake factors obtained in the three different regions are shown
in figure 8.3, with 2016 data. In both the barrel and endcaps, the fake factors in the low mT

regions are up to 40% different compared to those calculated in the DY+jets region.

Figures 8.4-8.5 show fake factors for the different control regions when they are also charac-
terized by the decay mode of the tau candidate. The statistical uncertainties are higher because
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Figure 8.3 – jet → τ fake factors as a function of the pT of the tau candidate, for three control
regions: low mT OS, low mT SS and DY+jets. On the left, the tau candidate is in the barrel,
while on the right the tau candidate is in one of the endcaps. Error bars are statistical only.

there are fewer events in each bin. Fake factors can vary substantially from one decay mode to
the other. The lowest fake factors are found for “3 prong + 1 π0” taus (DM11).

The low mT control region is the one that is closest to the selections from the signal region,
and it also benefits from lower statistical uncertainty than the DY+jets region. And since
the signal region has no sign selection, the fake factors used in the analysis are calculated in
the low mT region with no sign selection, rather than taking only OS or SS events. The fake
factor dependence on the control region in which it is calculated provides an estimate of the
systematic uncertainty associated with the jet → τ fakes background, and so does the study of
the dependence of the fake factor on the tau jet flavor (cf. section 8.2.5).

8.2.3 Fake factor dependence on the light lepton pT

Applying the fake factors calculated in the previous section, which depend only on the tau
candidate pT and its position on the barrel/endcap, yields a strong dependence on the light
lepton (e/µ) pT for the ratio of observed to expected events. This suggests that the fake factor
depends on an extra variable, and not including that variable is skewing the distributions of
the tau fakes background.

It turns out that this dependence of the fake factor on the light lepton pT can be accounted
for by the fake factor dependence on the ratio of the tau candidate pT to the pT of its parent jet.
The tau candidates do not necessarily match perfectly the AK4 PF jets they are reconstructed
from, sometimes only a subset of the parent jet is used to reconstruct the tau candidate. When
the ratio of the tau pT over the jet pT is low, the tau candidate is less likely to pass tight
isolation requirements, as there is a lot of activity in the detector near the tau, coming from
the parts of the jet which were not used to construct the tau. Thus, for a tau candidate with
a given pT , its fake factor will tend to be lower if its parent jet has a much higher pT , i.e. if
the tau over jet pT ratio is low. The light lepton pT has a stronger correlation with the parent
jet pT than with the pT of the tau candidate itself, so the dependence of the fake factor on the
ratio implies a dependence on the light lepton pT .
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Figure 8.4 – jet → τ fake factors as a function of the pT of the tau candidate, for three control
regions: low mT OS, low mT SS and DY+jets. The fake factors are characterized by both the
tau candidate decay mode (DM) and its position in the barrel or one of the endcaps. Plots in
the first row show tau candidates reconstructed with DM0 (1 prong + 0 π0), and the second
row shows DM1 (1 prong + 1 π0).
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Figure 8.5 – Same as figure 8.4, but with different decay modes shown. Plots in the first row
show tau candidates reconstructed with DM10 (3 prong + 0 π0), the second row shows DM11
(3 prong + 1 π0).
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In the most general case, one could estimate fake factors fully differential in tau candidate
pT and in the tau candidate over jet pT ratio (called simply ’ratio’ from now on). But assuming
that the fake factors for different tau pT ’s are affected in the same way by the same ratios, the
fake factor could be factorized into two terms, F ·R:

• F (pT ) depends only on the tau candidate’s pT .
• R(r) is a correction factor, averaging 1, which depends only on the ratio r.

This would reduce considerably the number of bins the data is sliced into, and thus reduce
the statistical uncertainty on the fake factors and correction factors obtained in each bin. A
study was done in the µτ final state using the 2016v1 BDT-based tau ID to check which fake
factor estimation method is more effective. Figure 8.6 shows the different correction factors
obtained for different tau pT ranges, and illustrates the limits of this factorization assumption.
For ratios close to 1, they are off by as little as 10%, but for ratios close to 0.5, there is a factor
of two between the correction factors for the lowest and highest tau pT ranges. A clear trend in
tau pT can be seen: the correction factors are systematically lower as the tau pT increases. Due
to these large discrepancies in the correction factors, we cannot justify using pT -independent ra-
tio correction factors. Fake factors fully differential in tau-η, tau-pT and the ratio are necessary.

Figure 8.6 – Correction factors as a function of the pT ratio of the tau candidate over its parent
jet, for different tau pT ranges. On the left, the tau candidate is required to be in the barrel, on
the right it’s required to be in one of the endcaps. Error bars are statistical only. This study
was done with the 2016v1 BDT-based tau ID.

8.2.4 Validation using simulated events

The fake factors used for the jet → τ background estimation in the eτ and µτ final states
are given in tables 8.5-8.10, for each of the three analysis years. The numbers obtained for each
bin do not vary much from channel to channel and year to year.
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τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0.0-0.5 0.005 ± 0.001 0.005 ± 0.002
0.5-0.6 0.011 ± 0.001 0.011 ± 0.001
0.6-0.65 0.021 ± 0.002 0.013 ± 0.002
0.65-0.7 0.024 ± 0.002 0.025 ± 0.002
0.7-0.75 0.032 ± 0.002 0.039 ± 0.002
0.75-1.0 0.069 ± 0.002 0.066 ± 0.004
1.0-3.0 0.037 ± 0.006 0.042 ± 0.008

80-150

0.0-0.5 0.004 ± 0.002 0.005 ± 0.003
0.5-0.6 0.009 ± 0.002 0.009 ± 0.004
0.6-0.65 0.014 ± 0.003 0.01 ± 0.004
0.65-0.7 0.018 ± 0.002 0.023 ± 0.004
0.7-0.75 0.026 ± 0.003 0.033 ± 0.004
0.75-1.0 0.059 ± 0.003 0.062 ± 0.005
1.0-3.0 0.053 ± 0.014 0.078 ± 0.02

150-1000
0.0-0.7 0.017 ± 0.005 0.003 ± 0.009
0.7-1.0 0.069 ± 0.006 0.069 ± 0.008
1.0-3.0 0.046 ± 0.032 0.0 ± 0.063

Table 8.5 – 2016 Fake factors in bins of τh pT and τh pT over jet pT ratio for the µτh final
state.

τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0-0.5 0.0054 ± 0.001 0.0043±0.0015
0.5-0.6 0.01 ± 0.001 0.012±0.0014
0.6-0.65 0.018 ± 0.0013 0.018±0.0016
0.65-0.7 0.023 ± 0.0012 0.022±0.0016
0.7-0.75 0.03 ± 0.0016 0.039±0.0022
0.75-1 0.073 ± 0.0021 0.074±0.0038

1-5 0.046 ± 0.0042 0.035±0.0063

80-150

0-0.5 0.0067 ± 0.0024 0.0092±0.0043
0.5-0.6 0.0093 ± 0.0025 0.011±0.0036
0.6-0.65 0.021 ± 0.003 0.018±0.0089
0.65-0.7 0.025 ± 0.0029 0.028±0.0037
0.7-0.75 0.028 ± 0.0036 0.038±0.0037
0.75-1 0.065 ± 0.0033 0.061±0.0047

1-5 0.06 ± 0.011 0.052±0.013

150-1000
0-0.7 0.016 ± 0.005 0.033±0.012
0.7-1 0.087 ± 0.0074 0.069±0.0098
1-5 0.0038 ± 0.038 0.037±0.043

Table 8.6 – 2016 Fake factors in bins of τh pT and τh pT over jet pT ratio for the eτh final state.
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τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0.0-0.5 0.005 ± 0.001 0.008 ± 0.001
0.5-0.6 0.011 ± 0.001 0.018 ± 0.001
0.6-0.65 0.022 ± 0.001 0.024 ± 0.002
0.65-0.7 0.03 ± 0.001 0.036 ± 0.002
0.7-0.75 0.044 ± 0.001 0.063 ± 0.003
0.75-1.0 0.087 ± 0.002 0.089 ± 0.006
1.0-3.0 0.056 ± 0.005 0.038 ± 0.006

80-150

0.0-0.5 0.009 ± 0.002 0.009 ± 0.004
0.5-0.6 0.011 ± 0.002 0.021 ± 0.004
0.6-0.65 0.021 ± 0.003 0.022 ± 0.004
0.65-0.7 0.029 ± 0.002 0.029 ± 0.004
0.7-0.75 0.04 ± 0.003 0.05 ± 0.004
0.75-1.0 0.079 ± 0.003 0.068 ± 0.007
1.0-3.0 0.072 ± 0.013 0.04 ± 0.014

150-1000
0.0-0.7 0.027 ± 0.005 0.02 ± 0.007
0.7-1.0 0.076 ± 0.006 0.075 ± 0.01
1.0-3.0 0.022 ± 0.03 0.048 ± 0.03

Table 8.7 – 2017 Fake factors in bins of τh pT and τh pT over jet pT ratio for the µτh final
state.

τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0-0.5 0.0042 ± 0.00086 0.0088±0.0017
0.5-0.6 0.015 ± 0.00094 0.018±0.0014
0.6-0.65 0.022 ± 0.0011 0.029±0.0016
0.65-0.7 0.032 ± 0.0012 0.04±0.0018
0.7-0.75 0.046 ± 0.0013 0.068±0.0025
0.75-1 0.097 ± 0.0017 0.089±0.005

1-5 0.054 ± 0.0061 0.047±0.0071

80-150

0-0.5 0.0032 ± 0.0019 0.0068±0.0037
0.5-0.6 0.012 ± 0.0023 0.018±0.0032
0.6-0.65 0.021 ± 0.0028 0.018±0.0035
0.65-0.7 0.03 ± 0.0024 0.035±0.0035
0.7-0.75 0.037 ± 0.0025 0.053±0.0038
0.75-1 0.082 ± 0.0027 0.062±0.006

1-5 0.07 ± 0.016 0.025±0.017

150-1000
0-0.7 0.017 ± 0.0044 0.045±0.011
0.7-1 0.087 ± 0.0066 0.073±0.012
1-5 0.12 ± 0.049 0.087±0.048

Table 8.8 – 2017 Fake factors in bins of τh pT and τh pT over jet pT ratio for the eτh final state.
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τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0.0-0.5 0.007 ± 0.001 0.005 ± 0.001
0.5-0.6 0.013 ± 0.001 0.017 ± 0.001
0.6-0.65 0.018 ± 0.001 0.022 ± 0.002
0.65-0.7 0.027 ± 0.001 0.031 ± 0.002
0.7-0.75 0.04 ± 0.001 0.057 ± 0.002
0.75-1.0 0.08 ± 0.002 0.088 ± 0.005
1.0-3.0 0.057 ± 0.004 0.046 ± 0.005

80-150

0.0-0.5 0.007 ± 0.002 0.005 ± 0.003
0.5-0.6 0.012 ± 0.002 0.013 ± 0.003
0.6-0.65 0.017 ± 0.002 0.017 ± 0.003
0.65-0.7 0.024 ± 0.002 0.026 ± 0.003
0.7-0.75 0.039 ± 0.002 0.052 ± 0.004
0.75-1.0 0.064 ± 0.002 0.078 ± 0.009
1.0-3.0 0.067 ± 0.01 0.042 ± 0.01

150-1000
0.0-0.7 0.019 ± 0.004 0.037 ± 0.009
0.7-1.0 0.084 ± 0.005 0.074 ± 0.009
1.0-3.0 0.04 ± 0.025 0.041 ± 0.038

Table 8.9 – 2018 Fake factors in bins of τh pT and τh pT over jet pT ratio for the µτh final
state.

τh pT τh over jet pT ratio fake factor (barrel) fake factor (endcap)

50-80

0-0.5 0.0053 ± 0.00084 0.0063±0.0013
0.5-0.6 0.012 ± 0.00073 0.016±0.0011
0.6-0.65 0.018 ± 0.00092 0.024±0.0013
0.65-0.7 0.029 ± 0.00092 0.038±0.0015
0.7-0.75 0.04 ± 0.001 0.059±0.0019
0.75-1 0.084 ± 0.0014 0.094±0.0037

1-5 0.053 ± 0.0042 0.047±0.0052

80-150

0-0.5 0.0064 ± 0.0018 0.013±0.004
0.5-0.6 0.015 ± 0.002 0.016±0.0028
0.6-0.65 0.02 ± 0.0022 0.018±0.0033
0.65-0.7 0.031 ± 0.0021 0.031±0.003
0.7-0.75 0.038 ± 0.0021 0.045±0.003
0.75-1 0.073 ± 0.0022 0.068±0.0047

1-5 0.085 ± 0.011 0.061±0.012

150-1000
0-0.7 0.02 ± 0.0049 0.03±0.0071
0.7-1 0.082 ± 0.0054 0.062±0.011
1-5 0.04 ± 0.048 0.14±0.048

Table 8.10 – 2018 Fake factors in bins of τh pT and τh pT over jet pT ratio for the eτh final
state.
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The fake factor numbers are validated by applying them to W+jets simulations, and then
two distributions are compared:

• W+jets events with tau candidates passing the tight anti-jet selection.

• W+jets events with anti-tight tau candidates (failing the tight selection but passing a
looser one). These events are then rescaled by the fake factors.

If fake factors do what they are supposed to do, the two distributions should be compatible.
Figure 8.7 shows such a comparison using the 2017 fake factors on 2017 W+jets simulations,
for the tau pT and collinear mass variables, for both of the tau channels. The distributions are
indeed compatible, given statistical uncertainties.
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Figure 8.7 – Validation of the 2017 fake factors using 2017 W+jets simulations. On the top
row, the eτ channel is shown, while the µτ channel is in the bottom row. Plots on the left
show the tau candidate pT distributions, and the collinear mass distributions are on the right.
Uncertainties are statistical only.
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8.2.5 Fake factor dependence on jet flavor

In an effort to understand the systematic biases that might affect the fake factor calcula-
tions, we studied the dependence of the fake factor on the flavor of the jet from which fake
tau candidates are reconstructed. Jet flavor is simply the flavor of the parton (quark or gluon)
which initiated the jet. Since top quarks decay too fast to form proper jets, only six flavors are
possible: gluons, or the five lightest quarks (up, down, strange, charm, bottom). Simulations
rather than data were used for this study, since jet flavor identifiers only exist for some of the
heavy flavors.

Fake factors for each of the six flavors were calculated in 2017 W+jets simulations, and
they are compared in table 8.11. The fake factors vary by a lot, the value for the up quark is
almost 4× that of the bottom quark. The variations of up to 40 % observed in the fake factors
calculated in different control regions (cf. section 8.2.2) could be due to the different flavor
composition of these regions.

An uncertainty of 50 %, if applied to the fake factors of the two most common flavors, the
up and down quarks, would cover the fake factors of all other flavors, except for the bottom
quark. This would be a conservative uncertainty since the extreme case where all jets have the
same flavor is unlikely. A less conservative approach would be to consider different realistic
flavor compositions for the jets and calculate the average fake rate in each case. However, as
the yield of the jet → τ background is low for high masses, the impact of this uncertainty on
the final results is small, and the conservative uncertainty of 50 % is chosen for this background.

Jet flavor Fake factor
down 0.062± 0.006
up 0.077± 0.005
strange 0.039± 0.01
charm 0.068± 0.007
bottom 0.020± 0.007
gluon 0.044± 0.011

Table 8.11 – Fake factor dependence on jet flavor, calculated in 2017 W+jets samples, for tau
candidates with pT ∈ [50, 500] GeV. Uncertainties are statistical only.
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Chapter summary

Some backgrounds with wrongly-identified leptons are estimated with data-driven meth-
ods because the simulations for these processes are unreliable. “Fake factor” methods
estimate the jet → τ background in the tau channels, and the jet → e and jet → µ
backgrounds in the eµ channel. The eµ channel uses fake factors already calculated for
the dilepton same-flavor resonance search. This estimation of fake leptons is validated
by an alternative method using a subset of the signal region with same sign events. The
tau channels use novel fake factors calculated specifically for this LFV analysis. The
fake factor dependence on the region in which they are calculated, on the light lepton pT
and on the tau candidate jet flavor have all been thoroughly studied, allowing for more
accurate estimates of the jet → τ background and an understanding of the underlying
systematic uncertainties. The jet → τ fake factors were validated by applying them to
simulations of W+jets events.

My personal contributions

I had many contributions to the data-driven backgound estimation in the tau channels:
• I performed the studies checking the best way to calculate the jet → τ fake factors.
• I compared various ways of taking into account the tau over parent jet pT ratio.
• I estimated the systematic uncertainty by considering different control regions and

their dependence on jet flavor.
• I computed the fake factors in the µτ channel and I validated their performance on

simulations.
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9
Signal region events and statistical analysis

The previous chapters have described what data is used to search for new LFV physics,
what subset of the data is selected, how signal events are simulated, and how Standard Model
backgrounds are estimated, whether by simulation or data-driven methods. In this chapter,
data distributions are compared to background expectations to check how well they agree. In
particular, we look for any localized excess of data events in the mass distribution (collinear
mass in the tau channels) which could signal the existence of new physics. For these com-
parisons to be meaningful, an understanding of all systematic uncertainties affecting the three
LFV channels of the analysis is necessary. If there is no data excess relative to background
expectations, above and beyond what is expected from the systematic uncertainties, a statistical
analysis is performed to determine limits on the existence of new physics at the 95% confidence
level.

Section 9.1 reviews all systematic uncertainties affecting the analysis. Section 9.2 shows
comparisons between data and background distributions of various lepton kinematical vari-
ables and the mass variables which are the discriminating variables of the analysis. Since no
data excess relative to background expectation is found, section 9.3 explains the statistical
analysis that determines 95% confidence level limits on three specific new LFV physics models:
Z’ boson, quantum black holes, and RPV SUSY. The chapter closes with a discussion of the
results and prospects for future analyses in section 9.4.

9.1 Systematic uncertainties
The analysis backgrounds are only estimated with finite precision, and so are the signal

events we are looking for. The first kind of uncertainty is statistical: for simulation samples
the finite number of generated events puts a limit on how precisely the corresponding process
is estimated. Statistical uncertainties are well understood and straightforward to calculate, but
there are other sources of error, which are harder to estimate, called systematic uncertainties.
These uncertainties apply to nuisance parameters, i.e. experimental and theoretical quantities
that are only known with finite precision and which are not the main parameter of interest of
the analysis (the cross section of new physics processes). The nuisance parameters correspond
to biases in the experimental apparatus (detector response, calibration) or in theory-derived
values such as the cross sections of individual processes. Systematic uncertainties can affect the
shape of the distributions, their normalization, or both. Normalization uncertainties are usually
described by log-normal uncertainties, while for shape uncertainties two distributions showing
±1 σ variation with respect to the nominal distributions are provided.
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Log-normal distributions are used for nuisance parameters that can only take positive values.
Normal distributions would assign non-zero probabilities to negative values of the parameter,
and trying to truncate the Gaussian so that it only covers positive values can lead to inconsis-
tent results [189]. In a log-normal distribution, it is the logarithm of the parameter which is
assumed to follow a normal distribution.

The full list of systematic uncertainties used in the analysis is given below:
• A minimum bias cross section 1 of 69.2mb is used for pileup reweighting. An uncertainty

of ±5 % on the minimum bias cross section is used, a value recommended by the LUMI
POG. This uncertainty is incorporated as a shape uncertainty and is considered for all
signals and backgrounds.

• The uncertainty on integrated luminosity is considered to be ±2.5 %, a value which is
also recommended by the LUMI POG. It is incorporated as a log-normal normalization
uncertainty and is considered for all simulated signals and backgrounds, though not for
data-driven backgrounds.

• The uncertainty associated with the choice of PDF sets for signal samples is taken into
account as a shape uncertainty. For the Z’ signal, the NNPDF3.1 weights are used 2, with
101 MC replicas to estimate the uncertainties. Only one MC replica is available for each
sample, but by using the LHAPDF6 package [190] it is possible to reweight the events to
obtain the extra MC replicas. For each mass point, the MC replicas are classified according
to their cross sections, and then the MC replicas with the 16th and 84th highest cross
sections are taken as the “up” and “down” variations of the PDF uncertainty. For high
mass samples, some of the MC replicas have negative cross sections, those are removed
from the pool before classifying the MC replicas by cross section. For the RPV and QBH
signals, the reweighting procedure is unstable, so the uncertainties calculated in the 2016
eµ analysis [82] are used here too, by fitting a fourth degree polynomial depending on the
LHE-level dilepton mass to the shape of the uncertainty reported in the analysis note.
The polynomial evaluated at the event’s dilepton mass gives the PDF uncertainty for that
event.

• Muon energy scale: the systematic uncertainty on the muon pT scale is taken into account
as a shape uncertainty. A curvature bias as a function of muon η and φ is measured in
collision data by the Muon POG, with the generalized endpoint method [191]. The muon
momentum scale is then shifted by the curvature bias per TeV. This uncertainty is around
1-2 % for 1TeV muons and depends on their η and φ.

• Muon pT resolution : the systematic uncertainty arising due to muon pT resolution is
treated as a shape uncertainty. The muon momentum resolution is smeared by a Gaussian
with a width of 1 % in the barrel and 2 % in the endcaps, as recommended by the Muon
POG.

• Muon reconstruction efficiency : a momentum and η-dependent uncertainty is considered.
The size of the uncertainty is ∼ 0.5 % for 1TeV muons. This is treated as a shape
uncertainty.

• Muon trigger: a pT and η-dependent shape uncertainty is applied. For 1TeV muons, the
magnitude of the uncertainty varies between 3 and 10 % depending on the year and the
muon η.

• Electron trigger: like for the muon, a pT and η-dependent shape uncertainty is applied.
For 1TeV electrons, the trigger efficiency is close to 100 % and thus the uncertainty is
low, in the 0.1-0.2 % range.

1. The minimum bias cross section corresponds to the total inelastic proton-proton cross section, cf. chapter 6.
2. For the 2016 eµ analysis the NNPDF3.0 weights are used sinced the 2016 Z’ → eµ samples were produced

with the 3.0 weights.
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• Trigger prefiring: applied for the data taken in the years 2016-17, when prefiring was
an issue. The timing of L1 trigger primitives coming out of high η ECAL crystals got
progressively misaligned with the rest of the detector, causing a significant fraction of
them to be assigned to the previous bunch crossing. Events with high energy deposits
in the ECAL 2 < |η| < 3 region would fire the L1 for the wrong bunch crossing, and
veto data acquisition for the correct bunch crossing due to trigger rules preventing two
consecutive bunch crossings to fire. Prefiring is only a minor issue in this LFV analysis,
and the recommended uncertainties are used.

• Electron energy scale: the systematic shape uncertainty on the electron ET scale is taken
into account. The electron energy scale is varied by ±2 % [192].

• Electron scale factors: scale factors are applied for electrons that pass the HEEP ID. In
2016, for the barrel, a systematic uncertainty of 1 % is used for ET below 90GeV, 3 %
for energies higher than 1TeV, and a linear interpolation from 1 % to 3 % is used for the
intermediate range 90-1000 GeV. For the endcap the values are 1 % below 90GeV, 4 %
for energies higher than 300GeV, and again a linear interpolation from 1 % to 4 % is used
for the 90-300GeV range [192]. In 2017-18, the endcap uncertainties are slightly higher:
2 % at low ET and 5 % at high ET , with a linear interpolation between the two. These
are shape uncertainties.

• Tau energy scale: the tau pT and energy are varied by a factor depending on the recon-
structed decay mode, the tau pT , and whether the reconstructed tau is genuine or a muon
or electron fake. For taus with pT > 100GeV, the uncertainty varies between 1.5 and
4 %, depending on the decay mode. This is a shape uncertainty.

• Shape uncertainty on the scale factor for tau reconstruction and identification: a pT -
dependent uncertainty (5 % for 1TeV taus) is applied.

• Electron-to-tau and muon-to-tau fake rates: η-dependent shape uncertainties are consid-
ered. The size of these uncertainties varies from 8-40 % depending on the reconstructed
tau η and on whether it is an electron or muon fake. This uncertainty is only applied to
simulated events in which a reconstructed tau matches a generated electron or muon, a
small proportion of the background.

• MET uncertainties: the MET is the negative ~pT sum of all objects in a given event. If
the energy scale of any object changes, then the MET changes too. The uncertainties on
the energy scales of the muons, electrons and taus mentioned above are propagated to
the MET. On top of that, uncertainties on the jet energy scale and resolution and their
effects on the MET also need to be considered. Finally MET uncertainties arising from
other objects (“unclustered energy”) need to be included too.

• Data-driven background: in the eµ final state a flat 50 % systematic uncertainty is applied,
and the same is done in the tau channels. See chapter 8 for a justification of these
uncertainties.

• The normalization uncertainties on background cross sections are taken from the scale
uncertainties on the cross sections recommended by the CMS Standard Model Physics
and Top Physics groups:

• tt̄ : 5 %
• Single top : 5 %
• Drell Yan : 2 %
• WW : 3 %
• WZ : 4 %
• ZZ : 4 %
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• WW shape uncertainty: uncertainties due to missing differential higher order corrections
for the WW background are taken into account as the WW background is one the most
important analysis backgrounds, especially at high invariant masses. The uncertainty
is derived by the differential NLO electroweak corrections to the LO cross section as
calculated in [177]. They are computed as a function of the invariant mass of the dilepton
system Mll. The correction is parametrized by a second order polynomial with the form:

∆ = 1−
(
0.993− 2.001 · 10−4 ×Mll + 2.838 · 10−8 ×M2

ll

)
The nominal WW distributions has to be multiplied by 1 ± ∆ to obtain the up/down
shape uncertainty templates. Since this is a symmetric uncertainty, it also covers possible
contributions from γγ induced processes which are not simulated in the WW simuation
samples. This uncertainty corresponds to a 30-50 % variation in the number of WW
events for a dilepton mass scale of 2TeV.

• Top shape uncertainty: during LHC Run 1 and Run 2 it was found that the pT spectra
of top quarks in data were significantly softer than those predicted by the various NLO
simulations we use for this analysis. In other words, there are more events than expected
for low pT tops but fewer events than expected for high pT tops. The effect is more
enhanced in the tail of the pT spectrum. We have come up with a function for reweighting
our POWHEG NLO tt̄ sample to the most precise available theory prediction (NNLO
QCD + NLO EW) [178] (see chapter 7). The uncertainty on this reweighting is the main
uncertainty for tt̄ at high mass. As shown in figure 9.1, two different systematics are
extracted, one related to the choice of PDFs, and the other to the factorization scale used
by the event generator (Qscale). This uncertainty has a similar size to the WW shape
uncertainty, corresponding to a 30-50 % variation in the number of tt̄ events for a dilepton
mass scale of 2TeV.

All uncertainties are considered to be correlated across the different data-taking years, ex-
cept when the relevant CMS study group has determined that an uncertainty is uncorrelated.
No correlation between the different final states is considered, the analysis results are presented
independently for each of the final states, with no combination.

Table 9.1 summarizes the basic parameters of all systematic uncertainties. Figure 9.2 shows
the relative importance of the various systematic uncertainties in the µτ final state, for back-
ground processes and one signal sample. At high masses, the dominating background uncer-
tainties are the muon systematics, the statistical uncertainty and the uncertainty on the WW
PDF. For the Z’ signal, statistical and muon-related uncertainties also dominate, and the signal
PDF uncertainty is the third most important contribution.

9.2 Lepton kinematics and mass plots

In this section, data events passing signal region selections are compared to background
estimations coming from simulations and data-driven methods. Data from the full 2016-18
data-taking period are shown, and systematic uncertainties on the backgrounds are displayed
to aid the comparison.

Figure 9.3 shows lepton kinematical variables in the eµ final state. There is good agreement
between observed and expected events. The HEEP electron η distributions shows two holes at
values corresponding to the crack regions between the ECAL barrel and endcaps. These regions
are vetoed due to the poor electron reconstruction there.
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Figure 9.1 – PDF and Qscale systematic uncertainties on the simulated tt̄ background, as a
function of the dilepton mass Mll. Since there are two tops in each event, a geometric average
of the uncertainties calculated for each top pT is used.
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Figure 9.2 – Relative uncertainties in the µτ channel. (Left) Relative uncertainties on the
background, (right) relative uncertainties on the 4TeV Z’ signal. The left plot was constructed
by dividing the size of each uncertainty by the total expected background, in the right plot
the uncertainties were divided by the expected yield of the signal sample. Uncertainties are
grouped together to reduce clutter, e.g. all uncertainties applying to muon scale factors, energy
scale corrections or pT resolution are grouped under “µ systematics”.
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Systematic Type Channels Correlated across years?
Trigger Shape all no

PU reweighting Shape all yes
Luminosity Normalization all no

Prefiring Shape all yes
tt̄ cross section Normalization all yes

WW cross section Normalization all yes
ST cross section Normalization all yes
DY cross section Normalization all yes

WZ, ZZ cross section Normalization all yes
jet → e, jet → µ fakes Normalization eµ yes

jet → τ fakes Normalization eτ , µτ yes
Muon pT scale Shape eµ, µτ yes

Muon resolution Shape eµ, µτ no
Muon reconstruction Shape eµ, µτ no

Muon isolation Shape eµ, µτ no
Ele ET scale Shape eµ, eτ no
Ele HEEP ID Shape eµ, eτ yes
Tau pT scale Shape eτ , µτ no

e → τ fake rate Shape eτ , µτ no
µ → τ fake rate Shape eτ , µτ no

DeepTau ID scale factor Shape eτ , µτ no
MET Shape eτ , µτ no

WW shape Shape all yes
tt̄ shape Shape all yes

Signal PDF Shape all yes

Table 9.1 – Systematic uncertainties considered in this LFV data analysis. Normalization
uncertainties are modeled with log-normal distributions, while shape uncertainties are extrapo-
lated from two histograms representing ±1 σ variations. Some uncertainties are considered to
correlated across the different years.
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Some control variables in the eτ channel are shown in figure 9.4. Electrons and taus in the
barrel/endcap ECAL transition are vetoed, hence the fall in the number of events for |η| ∼ 1.5
for both leptons (the histogram binning is not fine enough to show zero event). The MET plot
shows excellent agreement. When all systematic uncertainties are taken into account, there is
overall good agreement between data and background expectations.

Figure 9.5 shows some control variables for the µτ channel. The mT variable has been
replaced by the relative sign between the two leptons, to show that same sign events are almost
exclusively jet → τ fakes. Just as in the eτ channel, there is an overall good agreement between
observations and background expectations. The expected lack of events for tau |η| ∼ 1.5 can
be observed, and the MET variable is under control with background expectations describing
the data with high accuracy.

With no disagreement between data and background estimations appearing in the plots of
the control variables, it is no surprise that the mass plots in figure 9.6 show no excess in data
events with respect to Standard Model expectations. The number of high mass jet → τ fakes is
substantially higher in the eτ channel compared with the µτ channel, this is due to the higher
likelihood of a jet faking an electron compared to that of a jet faking a muon. Details are
provided in appendix C.

Since no new physics has been found, a statistical analysis is performed to determine which
versions of the signal models considered in this analysis (LFV Z’, QBH, RPV SUSY) are ruled
out.

9.3 Statistical analysis and limits on new physics models

No significant excess of data events over the expected background is observed. An upper
limit at the 95 % confidence level (CL) on the cross section × branching ratio (σB) is deter-
mined using a Bayesian binned-likelihood approach, assuming a uniform prior for the signal
cross section. The advantage of using a uniform prior is that, in the absence of background
events, the upper limit on a Poisson process obtained by Bayesian methods is identical to the
upper limit obtained by frequentist methods [193]. In the presence of background, that coinci-
dence no longer holds, but the Bayesian limit is more conservative [194]. The upper limit on the
new physics cross section is directly related to the number of potential signal events observed,
which follows a Poisson distribution.

The nuisance parameters associated with the systematic uncertainties are modeled through
log-normal distributions for uncertainties in the normalization. Uncertainties in the shape of
the distributions are modeled through template morphing techniques, i.e. shapes representing
one standard deviation fluctuations in opposite directions are provided, and the fitting tool
extrapolates an uncertainty distribution from them. A Markov Chain Monte Carlo method is
used for integration. After integrating over all nuisance parameters for each mass hypothesis,
the posterior probability density is calculated as a function of σB for yields at the 95 % CL
upper limit, for all three signal models: LFV Z’, QBH and RPV SUSY. The fitting tool used
for this statistical analysis is the Higgs Combine tool [195].

The analysis focusing on specific signals, as described in the previous paragraph, assumes a
certain signal shape in the discriminating variables, i.e. the collinear mass in the tau channels
and the invariant mass in the eµ channel. However, alternative and unforeseen new physics
processes yielding lepton flavor violating final states could cause a data excess with a different
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Figure 9.3 – Control variables in the eµ channel, with full Run 2 data. From left to right, top
to bottom: (1) pT (e), (2) pT (µ), (3) η(e), (4) η(µ), (5) φ(e), (6) φ(µ). The shaded uncertainty
band represents both statistical and systematic uncertainties.
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Figure 9.4 – Control variables in the eτ channel, with full Run 2 data. From left to right,
top to bottom: (1) pT (e), (2) pT (τ), (3) η(e), (4) η(τ), (5) mT (e, �pT ), (6) MET. The shaded
uncertainty band represents both statistical and systematic uncertainties.
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Figure 9.5 – Control variables in the µτ channel, with full Run 2 data. From left to right,
top to bottom: (1) pT (µ), (2) pT (τ), (3) η(µ), (4) η(τ), (5) relative sign of µτ , (6) MET. The
shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure 9.6 – Comparison of data and expected background mass distributions. The eµ invariant
mass is shown on top, the eτ collinear mass is shown on the bottom left and the µτ collinear mass
on the bottom right. The shaded uncertainty band represents both statistical and systematic
uncertainties. No significant data excess above background expectations is observed.
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shape. It is thus interesting to determine a model-independent cross section limit, by using a
single bin ranging from a minimum threshold on collinear mass or invariant mass up to infinity.
No assumption on the shape of the signal distribution has to be made other than that of a
flat product of acceptance times efficiency, Aε, as a function of the mass variable. In order to
determine the limit for a specific model from the model-independent limit shown here, only the
model-dependent part of the efficiency needs to be applied. The experimental efficiencies for
signal events are already taken into account.

A factor fm that reflects the effect of the threshold mass mmin on the signal efficiency is
determined by counting the events with mass m > mmin and dividing the result by the total
number of generated events. Detector effects on the event reconstruction efficiency are nearly
constant over the entire mass range probed here, therefore fm can be evaluated at generator
level. A limit on the product of the cross section, branching fraction, acceptance and efficiency
(σBAε)excl can be obtained by dividing the excluded cross section of the model-independent
limit (σBAε)MI (which is a function of mmin) by the calculated fraction fm(mmin):

(σBAε)excl =
(σBAε)MI (m

min)

fm(mmin)
(9.1)

Here, B is the branching fraction of the new particle decaying to an LFV final state. Models
with a theoretical cross section (σB)theo larger than (σB)excl can be excluded. The procedure
described here can be applied to all models involving the two-body decay of a massive state,
which exhibit back-to-back kinematics similar to those of a generic Z’. But it is also possible to
obtain excluded cross sections for models with different kinematic properties, in that case the
fraction of events fm(mmin) must be determined for the particular model considered.

Figure 9.7 shows the exclusion plots at the 95 % confidence level of the LFV Z’ and RPV
SUSY models for all three final states. Figure 9.8 shows the exclusion plots for the QBH model
and the model-independent limits. 95 % CL limits on the resonance mass or threshold mass
of the three specific models considered can be extracted from the plots, and are summarized
in table 9.2. Details on the signal models are given in chapter 6. Both observed and expected
limits are shown: observed limits take into account data events recorded in the signal region,
while expected limits show what the result would be if the recorded data had corresponded
exactly to background expectations. Expected limits thus remove effects from possibly spurious
upwards or downwards fluctuations of the data, and represent instead only the experimental
sensitivity to new physics of the analysis. Whenever possible, the results from this analysis are
compared to other CMS and ATLAS results, showing substantial improvement. It should be
stressed in particular that the searches in the tau channels had never been done before in the
CMS collaboration.
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Figure 9.7 – Expected (black dashed line) and observed (black solid line) 95% CL upper limits
on the product of cross section and branching fraction, using full LHC Run 2 data, for a Z’
boson with LFV decays (left column) and a ν̃τ derived from RPV SUSY (right column). Two
theoretical curves are shown for the RPV model, one with λ = λ′ = 0.1 and another with
λ = λ′ = 0.01. The top row shows results for the eµ channel, the middle row for the eτ channel
and the bottom row for the µτ channel. The shaded bands represent the one and two standard
deviation (s.d.) uncertainty bands.
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Figure 9.8 – Expected (black dashed line) and observed (black solid line) 95% CL upper limits
on the product of cross section and branching fraction for an ADD n=4 quantum black hole (left
column). Model independent upper limits on the product of cross section, branching fraction,
acceptance and efficiency are shown in the right column. The top row shows results for the eµ
channel, the middle row for the eτ channel and the bottom row for the µτ channel. The shaded
bands represent the one and two standard deviation (s.d.) uncertainty bands.
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Observed (expected) limits in TeV
eµ eτ µτ

LFV Z’
This analysis 5.0 (4.9) 4.2 (4.2) 4.1 (4.3)

2016 CMS 4.4 (4.4) — —
2016 ATLAS 4.5 (4.3) 3.7 (3.7) 3.5 (3.5)

RPV SUSY λ = λ′ = 0.1
This analysis 4.2 (4.2) 3.7 (3.7) 3.7 (3.7)

2016 CMS 3.8 (3.8) — —

RPV SUSY λ = λ′ = 0.01
This analysis 2.3 (2.3) 1.0 (1.2) 1.7 (1.7)

2016 CMS 1.7 (1.9) — —

QBH, ADD n=4 This analysis 5.7 (5.7) 5.3 (5.3) 5.1 (5.1)
2016 CMS 5.3 (5.3) — —

Table 9.2 – Limits on new physics at 95 % CL obtained in the LFV analysis described in
this thesis are presented and compared to results from the previous CMS analysis. For the
benchmark Z’ model, results can be directly compared to the latest ATLAS analysis too, but
unfortunately no such comparison can be made for other signals as different versions of those
models were considered in the ATLAS search. The results from the ATLAS analysis [81] and
the previous CMS analysis [82] were obtained with 2016 LHC data. Since this is the first time
such an analysis has been performed with the CMS detector in the tau channels, tau channel
results are not available for the 2016 CMS analysis. For the LFV Z’ and the RPV SUSY models,
the limits correspond to the minimum resonance masses (of the Z’ boson or the tau sneutrino
ν̃τ ) that cannot be excluded by the data analysis. In the RPV model, the only non-zero RPV
couplings are those coupling the ν̃τ to down-type quarks (λ′) and allowing its decay to a specific
LFV final state (λ). For the QBH model (ADD model with n=4 extra spatial dimensions), the
limits correspond to the minimum unexcluded threshold masses.

9.4 Discussion of the results and prospects

We can observe that in all cases the eµ limits are stronger than those from the tau channels.
This is due to the fact that the tau channels have worse signal acceptance than the eµ channel
since only hadronically decaying taus are identified, while taus with fully leptonic decays are
ignored. The hadronic tau identification efficiency is also lower than that of high energy elec-
trons or muons. Limits in both tau channels are comparable to each other for the Z’ model and
the high coupling (λ = λ′ = 0.1) RPV SUSY model. However, the µτ limit is stronger than
the eτ limit for the low coupling RPV model (λ = λ′ = 0.01), and the opposite is true for the
QBH limits. Background uncertainties play a more important role at low masses, where the
jet → τ fakes contribution is larger in the eτ channel than in the µτ channel. A large uncer-
tainty is assigned to this background, making the eτ limit considerably less strong than the µτ
one. However, at higher masses, signal acceptance and efficiency become more important than
background uncertainties. Muon efficiency decreases for increasing pT and is lower than that of
high energy electrons, making the eτ limit stronger than the µτ one for the QBH model, where
the limits are above 5TeV for all channels.

As shown in figure 9.9 the acceptance × efficiency values for the QBH and RPV signals are
comparable over the whole mass range, and significantly higher than for the Z’ signal. The Z’
resonance is spin-1, while the QBH and the RPV ν̃τ are spin-0. This causes the η distributions
of the final state leptons to be wider for the Z’ signal: there are relatively more events with high
muon or tau eta, falling outside of the detector acceptance (cf. figure 9.10). This difference
in acceptance is part of the reason why the QBH limits are stronger than the Z’ limits. The
RPV limits are weaker because the Z’ couplings are larger (they are assumed to be unity in the
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benchmark model).

The RPV ν̃τ and Z’ resonances can be seen as two extreme cases between which resonances
from other models lie. The ν̃τ has a very small width, with the width of the reconstructed
resonance determined by experimental effects, while the 3 % theoretical width of the Z’ is large
and visible in the reconstructed mass distribution. The expected and observed limits on the
product of cross section and branching fraction given in figures 9.7- 9.8 are still valid for lower
values of the coupling constants, as long as the signal acceptance and efficiency remain the
same. This assumption is valid for the SUSY model where changes in the coupling constants
are expected to change the signal yield but not its shape (as long as the coupling is not too
large), and this has indeed been verified for the two cases presented here: λ = λ′ = 0.1 and
λ = λ′ = 0.01. For the Z’ signal, however, the resonance width is expected to change with
the coupling, with non-trivial effects on the signal acceptance and efficiency. The generation of
different signal samples would be necessary to check the magnitude of these effects.

These results can also be compared to other analyses:

• Z’ → ττ searches consider similar final states, since tau leptons can decay to electrons
or muons in addition to hadrons. However, there is an important difference: since one or
two neutrinos are produced in each tau decay, there is always MET in a ττ event, and
this MET is not expected to be aligned with the hadronic tau in a µτh or eτh event. The
mass variables considered here, the visible eµ invariant mass and the collinear mass in
the tau channels, are not appropriate for such a search. However, the ditau searches are
still a useful comparison since new resonances are expected to have flavor-diagonal as well
as LFV couplings. The latest lower limits on the mass of a Sequential Standard Model
(SSM) Z’ are 2.1TeV for CMS [196] (with 2015 data) and 2.4TeV for ATLAS [197] (with
2015-16 data). The LFV limits are stronger, the ditau limits are only competitive if LFV
couplings are heavily suppressed compared to flavor-diagonal couplings.

• Z’ → ll (l=e, µ) searches are also an important consideration, the flavor-diagonal
couplings of new resonances can be ee and µµ, and not just ττ . The Z’ → ee and
Z’ → µµ searches have a comparable mass reach to the eµ channel in this analysis, the
CMS observed limits for the SSM Z’ with full Run 2 data [186] are respectively 4.7 and
4.9TeV for the dielectron and dimuon channels, to be compared with the 5.0TeV of the eµ
channel. The ATLAS limits [198] are similar, stronger in the dielectron channel (4.9TeV)
but weaker in the dimuon channel (4.5TeV). However, for the tau LFV channels to be
competitive, their branching ratios would need to be about 3-4 times higher than those
of the non-tau channels.

• LFV decays of muons or taus. Let us consider µ → eγ and τ → lγ. This paper [74]
argues that an upper limit of order 10−13 (such as the one obtained by the MEG ex-
periment [63]) on the µ → eγ branching ratio would translate to a lower limit of order
1 000TeV on the mass scale of LFV new physics (see also figure 9.11), by assuming as
a benchmark that Z’ LFV couplings are unity. The l → l′γ branching ratios are pro-
portional to 1

M4
Z′

where MZ′ is the mass scale of the LFV new physics [199, 200]. So for
τ → lγ decays, where the branching ratio limits are of order 10−8 [65, 66], this would
translate to a mass scale of ∼ 10-100TeV. For LFV new physics involving eµ mixing, the
low energy constraints are stronger, while for LFV new physics involving taus, the low
and high energy constraints are comparable, though the low energy limits look slightly
stronger. Nevertheless, the high energy results are still an interesting independent result,
they are competitive for lower coupling values and there are models for e.g. quantum
black holes in which low energy phenomena are heavily suppressed (cf. chapter 2).
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Figure 9.9 – Acceptance × efficiency in the µτ channel for different mass points (resonance
mass or threshold mass) of each of the three signals.
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for hadronic taus.
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Prospects for improvement

This is the first CMS analysis looking at lepton flavor violation with tau leptons at the high
mass frontier. The results are novel and state of the art, but there is room for improvement in
future analyses:

• Trigger efficiency can be improved in the µτ channel, it is currently only ∼ 90 % for high
pT muons (see figure 7.2). A more efficient trigger combination could be used, or better
performing single muon triggers developped.

• A better estimation of the signal PDF uncertainties would be possible with new signal
samples generated with all the necessary PDF weights. To estimate the Z’ PDF uncer-
tainties, it was necessary to reweight the samples, which introduces some biases in the
signal yields. For the other signals, we relied on work done for the 2016 eµ analysis [82].

• The WW PDF uncertainty could also be more precisely estimated, by doing a procedure
similar to the one used for the tt̄ background and reweighting the samples to NNLO QCD
+ NLO EW precision, and then using the differences between NNLO QCD + NLO EW
and NLO predictions to determine uncertainties.

• Signal acceptance in the tau channels can be improved by including the fully leptonic
decays of the tau and not just the hadronic decays. Like in the LFV H boson searches [75,
76], the addition of the µτe and eτµ channels would be possible.

• Another possibility for improving the signal acceptance in the tau channels would be to
use a looser working point of the DeepTau anti-jet discriminator. The uncertainty on the
jet → τ fakes would need to be better understood. The dependence of the fake rates on
jet flavor is a promising start, but more work would be needed to better understand the
flavor composition of this background.

• Statistical uncertainties are still high, so more data, such as that collected during future
HL-LHC runs, would help.

• A combined fit of the three channels could be performed to provide stronger limits for
specific models predicting the relative yields of the different LFV final states 3.

The constraints on lower mass LFV resonances could be made stronger, but the analysis
selections would need a higher emphasis on background rejection. In the eµ channel, events
with high MET could be rejected. In the tau channels, the MET and tau pT could be required
to be aligned, and the mT selection might need to be dropped in order not to reject low mass
signal events. A better understanding of the uncertainties on the fake jet backgrounds would
have a high impact on low mass limits, especially in the eτ channel.

3. e.g. flavor-democratic models, though in this case the contribution of the tau channels would be small
compared to that of the eµ channel.
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Figure 9.11 – Sensitivity of µ→ e and µ→ eγ experiments to the LFV new physics mass scale
Λ, as a function of the κ parameter in the effective LFV Lagrangian [74] (see also chapter 1).
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Chapter summary

In order to properly interpret the comparison between data and Standard Model back-
ground expectations in the signal region, all sources of uncertainty, both statistical and
systematic, need to be taken into account. Some systematic uncertainties relate to vari-
ous biases that might affect detector response, for example the identification of particles
and the calibration of their energy. Most of these uncertainties are standard recommen-
dations given by particle object groups of CMS after a thorough study of the relevant
issues. Other uncertainties are theoretical, such as that on the tt̄ cross section, and de-
rived from published papers. Finally, some of these uncertainties, such as those on the
fake lepton backgrounds, were determined by original work done specifically for the LFV
analysis. Comparisons between data and SM expectations show agreement in the signal
region, after all systematic effects are taken into account. No localized excess of data is
observed in the plots of the mass variables of each channel, used to discriminate signal
from background. A statistical analysis is then performed in order to obtain 95 % confi-
dence level exclusion plots for the three specific models considered: RPV SUSY with two
non-vanishing RPV couplings relating to tau sneutrino production and decay, an ADD
model with four extra spatial dimensions, and a Z’ model where the Z’ has exclusively
LFV decay modes. The observed lower limit on the LFV Z’ mass is respectively 5.0, 4.2
and 4.1TeV for the eµ, eτ and µτ channels. Model-independent limits were also obtained.
The results are a substantial improvement over previous CMS and ATLAS analysis, and
the tau channel searches in particular are entirely novel in the CMS collaboration. The
chapter concluded with a discussion of how these results compare with other high-energy
and low-energy searches, and a review of possible improvements in future versions of this
analysis.

My personal contributions

My contributions to the production of the signal region distributions and the statistical
analysis are the following:

• I designed and ran the µτ analysis code and produced the signal region plots in this
channel.

• Occasionally I ran my own version of the eτ analysis code to cross-check results if
any discrepancies were observed.

• I studied different possible ways of estimating the signal PDF uncertainties, since
unfortunately the simulation samples we had did not contain the MC replicas which
are used in the standard method for estimating these uncertainties.

• In general, I participated in our regular meetings about the analysis strategy, where
we decided which selections to use and how to estimate systematic uncertainties.
As the contact person for the internal CMS review of the analysis, I had to be
up-to-date with all the aspects of the analysis, in all three channels.
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Conclusion

This thesis presents a search for new physics phenomena in lepton flavor violating final
states. The Standard Model of particle physics implies that, when the neutrino masses are
set to zero, the electron, muon and tau numbers are all separately conserved. However, small
changes to the SM generically lead to the non-conservation of lepton flavor, which means that
the search for such phenomena is sensitive to a large range of new physics models. The SM,
while very successful in explaining particle physics phenomena, still has a number of outstand-
ing issues that are addressed by new physics models. Lepton flavor violation has already been
observed in the neutrino sector (implying that neutrinos have non-zero masses) but never in
charged leptons. Searches for LFV phenomena have already been performed in lower energy
experiments and in the LHC itself. The work presented in this thesis is novel for the tau chan-
nels using CMS data, and for all three channels the results improve on previous results from
ATLAS and CMS.

The data used in the analysis was collected by CMS during LHC Run 2, in the years 2016-
18. It corresponds to an integrated luminosity of 137.1 fb−1 of proton-proton collisions, at a
center-of-mass energy

√
s = 13TeV. Datasets constructed with single muon, single electron

and single photon triggers are used. Collision events are reconstructed with CMS software,
with taus only reconstructed when their decays are hadronic, and electrons and muons using
identification algorithms dedicated to the high energies and momenta expected in signal events.
Event selection is kept simple, in order to make the analysis as model-independent as possi-
ble. Events selected need to have two different-flavor, well-identified and well separated high
momentum leptons in the detector acceptance. In the tau channels, a few extra selections are
added: a transverse mass requirement to reduce backgrounds with wrongly-identified taus, and
an extra lepton veto to remove overlap with other final states in the analysis and also to reduce
backgrounds with same-flavor leptons. Background estimation relies on simulations when both
leptons are real, but data-driven methods were used to estimate events with jet → e and jet → µ
fakes in the eµ channel, and events with jet → τ fakes in the tau channels. The simulations are
reweighted by scale factors determined by experimental calibration or theoretical corrections.

The discriminating variables in the analysis are the eµ invariant mass, and the collinear
mass mcol in the tau channels, incorporating information about the MET. A localized excess
of data events in these distributions is the expected signal signature. However, in all three
final states, no excess in data events relative to expectations is observed. As a consequence, a
statistical analysis is performed in order to find upper limits at the 95 % confidence level on
the cross sections of new physics processes. A comprehensive list of systematic uncertainties
is taken into account, including theoretical uncertainties and detector calibration and other
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experimental effects. The lower limits on the LFV Z’ resonance mass are respectively 5.0, 4.2
and 4.1TeV for the eµ, eτ and µτ channels. For the R-parity violating SUSY-inspired tau
sneutrino with couplings λ = λ′ = 0.1, the limits are respectively 4.2, 3.7 and 3.7TeV. For
quantum black holes derived from an ADD model with four large extra dimensions, the lower
limits on the threshold mass are respectively 5.7, 5.3 and 5.1TeV.

My personal contributions to the work presented in this thesis can be classified into three
categories: work on the HLT, work in tau studies, and work in the µτ channel of the analysis.
My HLT work was to develop a new tool for the estimation of trigger rates, and using that tool
to provide feedback on newly-deployed or soon-to-be-deployed HLT menus. I also studied the
overlap in the rates of different CMS datasets, providing recommendations which improved the
way CMS data was collected in 2018. For the TAU particle object group, I studied the effi-
ciency of hadronic tau reconstruction and identification in 2017 data, though I did not provide
the final scale factor recommendations. My work in the analysis proper was mostly focused in
the µτ channels, making the signal region and control region distributions, and estimating the
jet → τ scale factors, and the uncertainty on them. I did the work showing why the collinear
mass is a better discriminating variable for the tau channels than the visible mass or the total
mass. I also tuned the definition of the collinear mass so that it could handle events with
misaligned tau and MET in a consistent way. I also determined the best way to evaluate signal
PDF uncertainties with the samples we had available, and I participated in the discussions
about general analysis strategy: what the selections should be, what systematic uncertainties
need to be taken into account. And I closely collaborated with my colleague working in the eτ
channel, cross-checking any discrepancies between our results, and comparing numbers such as
the jet → τ fake factors and the signal efficiencies.

The results described in this thesis represent the new experimental state of the art in collider
searches at the energy frontier for lepton flavor violating physics. They complement low energy
LFV searches as well as high energy same flavor dilepton searches for new resonances. Much
of the LFV high-energy parameter space has already been excluded by the present analysis,
but improvements can be expected by repeating this analysis with higher signal efficiency and
with the larger amounts of data expected during the High Luminosity LHC runs in the coming
decades. The increase in LHC center-of-mass energy to its nominal 14TeV will also somewhat
increase the sensitivity of future analyses to new physics.

LHC searches optimized for lower mass LFV resonances would provide interesting comple-
mentary results. The fake jet background uncertainties would need to be better understood,
perhaps with a deeper exploration of the fake rate dependence on jet flavor. The selections
would need to be adapted, notably by placing a higher emphasis on background rejection.

Observation of LFV phenomena may also come from the many lower-energy experiments
focusing on tau decays and µ → e processes (either decay or conversion) that will come online
in the near future. In many respects the low energy searches are already sensitive to higher
mass scales than the searches at the energy frontier, especially for e-µ mixing, though the high
mass tau channels remain competitive for lower values of the Z’ coupling constant. The devil
is in the details of the precise hierarchy of the diagonal and off-diagonal leptonic couplings of
the new resonances.
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A
Special relativity and particle physics conventions

Lorentz boosts
In special relativity, Lorentz boosts relate two inertial frames of reference which are moving

at a constant velocity relative to one another. Assuming the difference in velocity between the
two frames is along the z-direction and has a magnitude v, one can write the new coordinates
after a Lorentz boost as:

β =
v

c
, γ =

1√
1− β2{

z′ = γ(z − βct)

ct′ = γ(−βz + ct)

where t is the time coordinate. γ is called the Lorentz factor and diverges as v approaches
c, the speed of light in a vacuum. The energy E and momentum pz transform similarly:{

E′

c = γ(Ec − βpz)

p′z = γ(−βEc + pz)

Natural units
Given the ubiquity of the constant c factor in particle physics, it is often set to 1 to simplify

equations. With a careful dimensional analysis, it is always possible to add the missing c factors
back in to express quantities in SI units. For the same reasons, the Planck constant ~ is often
set to 1 as well. In the so-called natural units of high energy physics, c = ~ = 1, and energies,
momenta and masses are expressed in electron-Volts (eV) or multiples thereof. These units are
used throughout this thesis.

Sum over repeated indices
Another way of simplifying equations is to use the convention that repeated indices imply

a sum over these indices. For example, when contracting two Lorentz 4-vectors aµ and bµ,
instead of writing

3∑
µ=0

aµb
µ
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one can simply write

aµb
µ

with the sum left implicit.

Particles and antiparticles

In the CMS experiment, particles and their respective antiparticles are detected using the
same subdetectors, and reconstructed with the same algorithms. Other than the sign of their
charge, and as a consequence the direction in which their tracks are bent by the magnetic field,
muons and antimuons look the same to CMS. This is why it is common in high energy physics
to lump together particles and their antiparticles. In this thesis, electrons and positrons are
often commonly refered to as “electrons”, neutrinos and antineutrinos as “neutrinos”, etc.

Rapidity and pseudo-rapidity

Before explaining pseudo-rapidity, a description of the related concept of rapidity is neces-
sary. If a particle has energy E and momentum along the z-axis pz its rapidity y is given by
the following formula:

y =
1

2
ln

(
E + pz
E − pz

)

Lorentz boosts along the z-axis preserve differences in rapidity:

y′ =
1

2
ln

(
E′ + p′z
E′ − p′z

)
= −1

2
ln

(
γ(E − βpz) + γ(−βE + pz)

γ(E − βpz)− γ(−βE + pz)

)
=

1

2
ln

(
(1− β)(E + pz)

(1 + β)(E − pz)

)
= y +

1

2
ln

(
1− β

1 + β

)

The rapidity is shifted by a constant factor no matter the energy or momentum of the
particle, which means that Lorentz boosts do conserve differences in rapidity. If θ is the polar
angle of a particle’s momentum, its pseudo-rapidity is defined as:

η = − ln tan

(
θ

2

)
(A.1)

For massless particles, rapidity y and pseudo-rapidity η coincide:
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y =
1

2
ln

(
E + pz
E − pz

)
= −1

2
ln

(
|~p|+ pz
|~p| − pz

)
=

1

2
ln

(
1 + pz

|~p|

1− pz
|~p|

)

=
1

2
ln

(
1 + cos θ

1− cos θ

)
=

1

2
ln

(
1 + cos2 θ2 − sin2 θ2
1− cos2 θ2 + sin2 θ2

)

= ln

(2 cos2 θ2
2 sin2 θ2

) 1
2


= − ln tan

(
θ

2

)
where ~p is the particle’s momentum vector. The pseudo-rapidity is a good approximation

for rapidity when particles are approximately massless, i.e. when E � |~p|, which almost always
holds for final state particles interacting with the CMS detector. Pseudo-rapidity is a purely
geometric quantity (depending only on the polar angle) and thus easy to compute. Combined
with the convenient property of approximate conservation of pseudo-rapidity differences, it is
a useful way of characterizing the momenta of particles going through the CMS detector.

Invariant mass
When we suspect that two final state particles observed in CMS come from the decay of

the same heavy unstable particle, it is useful to reconstruct the mass of that heavy particle.
This is done by calculating the invariant mass minv of the two final state particles. If the two
particles have 4-momenta pµ1 = (E1, ~p1) and pµ2 = (E2, ~p2), then minv is calculated by summing
the two 4-momenta and calculating the rest mass corresponding to the resulting 4-momentum:

minv = (pµ1 + pµ2 )
2
= (E1 + E2)

2 − (~p1 + ~p2)
2

This can be generalized to three or more particles.
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B
Validation of the tt̄ background estimation

Events with two or more b-tagged jets (the CSVv2 algorithm is used in 2016 and the
DeepCSV algorithm in 2017-18) are enriched in tt̄ background. The figures in this appendix
compare data distributions with expectations in two distinct regions (mT < 120GeV and
mT > 120GeV) for each tau channel, and for all years 2016-18. They all show good agree-
ment, within uncertainties, validating the tt̄ background estimation.
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Figure – tt̄ (mT > 120 GeV) control region distributions, eτ channel, 2016. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, eτ channel, 2016. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT > 120 GeV) control region distributions, eτ channel, 2017. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, eτ channel, 2017. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT > 120 GeV) control region distributions, eτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, eτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (e), (4) η(e) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT > 120 GeV) control region distributions, µτ channel, 2016. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, µτ channel, 2016. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT > 120 GeV) control region distributions, µτ channel, 2017. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, µτ channel, 2017. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT > 120 GeV) control region distributions, µτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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Figure – tt̄ (mT < 120 GeV) control region distributions, µτ channel, 2018. From left to
right, top to bottom: (1) pT (τh), (2) η(τh), (3) pT (µ), (4) η(µ) (5) collinear mass, and (6) MET.
The shaded uncertainty band represents both statistical and systematic uncertainties.
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C
Comparison of jet → τ fakes in the eτ and µτ

channels

It is evident when looking at the mass plots in figure 9.6 that there are more jet → τ
fakes in the eτ channel than in the µτ channel. Since the tau selections are the same in both
channels, the difference must come from the selection of the light lepton (electron or muon).
Muons are very reliably reconstructed by CMS, while electrons are more difficult to reconstruct
and identify due to their high interaction rates with the silicon tracker. We thus made the
hypothesis that the extra events in the eτ channel are “double fakes” i.e. events in which both
the reconstructed electron and tau are in fact misidentified jets.

This hypothesis is supported by the collinear mass plots shown in the figure at the end of
this appendix. mcol distributions are shown in the µτ and eτ channels using W+jets simulation
samples instead of the data-driven jet → τ background. In the µτ channel, the W+jets events
are enough to provide a good agreement with the data distribution, while in the eτ channel
some events are clearly missing. W+jets events passing tau channel selections are mostly “sin-
gle fake” with the W boson decaying to an electron or muon and a jet faking a tau. Other
possibilities 1 are much rarer. “Double fakes” events are more likely to come from the QCD
multijets process. They can be estimated separately from W+jets events with a “same sign”
data-driven method, similar to the one employed to cross-check the fake rates in the eµ chan-
nel (see chapter 8). A subset of the eτ signal region is defined, by requiring the electron and
the tau to have the same signs. Simulated same sign events with real electrons and taus are
subtracted from the data distribution, in order to leave only “double fakes” events. The yield
thus obtained is multiplied by two, in order to obtain an estimate for the whole signal region,
which has no sign selection. The resulting distribution is added to the other backgrounds and
compared to the data distribution. The agreement is good, as shown in the figure.

1. For example “double fakes” events or events with the W decaying to a tau and a jet faking an electron or
a muon.
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Figure – On the top left, the mcol distribution is shown in the µτ channel, with the W+jets
simulation replacing the data-driven jet → τ fakes estimation. On the top, the same is shown
for the eτ channel. The agreement between data and expectations is much better in the µτ
channel, showing that a significant number of events are missing in the eτ channel. The bottom
plot adds a data-driven estimation of the QCD “double fakes” background to the eτ channel,
providing a much better agreement with data.
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