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D.J.E.M. ROEKAERTS (TUDelft)
Giancarlo SORRENTINO (Universitá Federico II di Napoli)
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Abstract

By 2050, Europe needs to have drastically decoupled its economic growth
from its emissions of CO2. This is a direct response to the compelling ev-
idence from the increasing risks of climate change brought about by the
anthropogenic Greenhouse Gas (GHG) emissions and pollutant emissions
(NOx). A replacement of significant percent of fossil fuels with renewable
energy sources will be needed. However, energy production from most re-
newable energy sources, is typically intermittent and unpredictable. This
requires a reliable mid-long term energy storage to synchronize production
and demand. The Power-to-Fuel option or chemical storage can be the key
for a sustainable energy system. Indeed, converting the excess of renewable
energy into second generation fuels will unlock a long-term and high-density
energy storage, ensuring also a reduction of the carbon footprint. These
”green” non-conventional fuels are blends of CH4, H2, CO and NH3. How-
ever, to achieve Power-to fuel, the development of an e�cient combustion
technology, coupled with virtually zero pollutant emissions, stable working
conditions with di↵erent load and fuel and significant energy saving is re-
quired. In the last years, a so-called MILD or flameless combustion has
drawn attention for its ability of meeting the mentioned targets. However,
the studies available in literature are conducted on Jet in hot co-flow-like
systems or they face conventional fuels, such as natural gas or methane.
The examples using non-conventional fuels are scarce and limited to few
operating conditions.

In this framework, this PhD thesis focuses on a threefold aspect.

Experimental campaigns investigated fuel flexibility of flameless combus-
tion in the ULB furnace. A progressive addition of hydrogen in methane
enhanced combustion features, reducing the ignition delay time and increas-
ing the reactivity of the system, possibly losing its flameless behaviour.
Indeed, a threshold of 25% H2 was defined for reaching flameless/MILD
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conditions, characterized by still low pollutant emissions and temperature
peak. This is in line with the goal of introducing “green” hydrogen into
the natural gas pipeline (up to 20%) to reduce CO2 emissions. Further
experimental campaigns tested the role of the injection geometry (vary-
ing the air injector ID) and fuel lance length to reduce NO emissions and
retrieve flameless/MILD conditions for high hydrogen content. Finally, am-
monia/hydrogen blends were tested. Results suggests that stoichiometry
has a major impact on NO emissions. An optimal window, minimizing both
NO and NH3-slip emissions was defined using � = 0.9. To qualitatively de-
scribe the observed trends, a simplified reactors network was considered.
The analysis highlighted the most important reactions correlated to NO
formation and the reason of the NO reduction at stoichiometry condition.

On the other side an a↵ordable and reliable numerical model was optimized
and tested in the Adelaide Jet in Hot Co-flow burner. The latter is a sim-
plified burner capable of mimicking MILD combustion conditions. A set
of RANS simulations were run using the Partially Stirred Reactor (PaSR)
approach, investigating di↵erent mixing model formulations: a static, a
fractal-based and a dynamic formulation, based on the resolution of trans-
port equations for scalar variance and dissipation rate. A study about the
role of combustion models and kinetic mechanisms on the prediction of
NO formation was also conducted. Finally, an analysis of the choice of a
Heat Release Rate (HRR) marker for MILD (HM1 flame) and not MILD
(HM3 flame) conditions was carried out. Once having awareness of the
capability of the proposed numerical model, simulations were conducted to
define the key aspects in simulating a flameless furnace, varying the compo-
sition of the fuel, considering methane/hydrogen and ammonia/hydrogen
blends. In particular, for the latter case, existing kinetic schemes showed a
major over-estimation of NO emissions, reason why an optimization study
was conducted in a simplified reactor (well stirred reactor) using a Latin
Hypercube Sampling.

Finally, the first-of-its-kind digital twin based on CFD simulations for a fur-
nace operating in flameless combustion conditions was created. A reduced-
order model (ROM) based on the combination of Proper Orthogonal De-
composition (POD) and Kriging was developed for the prediction of spatial
fields (i.e. temperature) as well as pollutant in the exhausts.
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Chapter 1

Introduction

This chapter introduces the global framework of this PhD thesis. First the
current environmental issues related to greenhouse gas emissions, especially
from power and industrial applications, are described. In this context, the
role of fossil fuels in the short- and long-term energy transition is discussed
as well as the di↵erent formation mechanisms for NO emissions. Secondly,
the concept of Diluted/Flameless/MILD combustion is introduced and a
detailed literature review is provided. The main experimental and numerical
issues dealing with this combustion mode are also revised. Finally, the
scope of this PhD is described. It arises from the increasing necessity of
flexible combustion technologies capable of dealing with non-conventional
fuels keeping low pollutant emissions.
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2 1.1 Global warming and energy transition

1.1 Global warming and energy transition

Energy is undoubtedly the single most important factor impacting the pros-
perity of our society. Global energy consumption is predicted to continue
increasing, and at least 60% of the world's energy will still be provided by
combustion of bio- and fossil-derived fuels in 2040 [19]. However, by 2050,
Europe needs to decouple drastically its economic growth from its emission
of carbon dioxide (CO2). Indeed, the human influence on the climate sys-
tem is clear and growing, with impact observed across all countries. The
Intergovernmental Panel on Climate Change (IPCC) is 95% certain that
humans are the main cause of current global warming [2]. As reported in
the Synthesis Report (SYR) 2014 [2], the final part of the IPCC’s Fifth
Assessment Report (AR5), the global average surface temperature warmed
by around 0.85 � between 1880 and 2012. This temperature rise has al-
ready a↵ected the climate and ecosystems leading to increment of droughts,
floods, sea level rise and biodiversity loss [20]. Besides, the wide spread use
of combustion systems has also adverse e↵ects on air pollution (particulate
matter, NOx, SOx). NOx is a general term for the nitrogen oxides, namely
nitric oxide (NO) and nitrogen dioxide NO2. When released in atmosphere
NOx emissions can further react to produce photochemical smog, acid rain
as well as enhance tropospheric ozone production and stratospheric ozone
depletion [21].

Figure 1.1 shows the observed monthly global mean surface temperature
change and estimated anthropogenic global warming over the coming years
(solid orange line up to 2017) [1]. Orange dashed arrow and horizontal
orange error bar show respectively the central estimate and likely range of
the time at which 1.5 � is reached if the current rate of warming contin-
ues. The grey, blue and purple surfaces show the likely range of warming
responses, computed with a simple climate model [1]. They represent a
stylized pathway in which net CO2 emissions and non-CO2 radiative forc-
ing decline following a linear trend from 2020 to reach net zero in reported
year in the legend (except for the purple surface where the non-CO2 emis-
sion remains constant). The alarming message of this Figure is clear, our
society must take actions to limit the consequences of the climate change.
Figure 1.2 shows the total anthropogenic greenhouse gas (GHC) emissions
in gigatonne of CO2 equivalent per year during the period 1970 - 2010 [2].
It appears clear that the CO2 production by combustion of fossil fuels and
industrial processes has increased from 55% to 65%, with an almost dou-
bled quantity of CO2 rate per year. The Paris Agreement [22] could prove
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Figure 1.1: Estimated anthropogenic warming and possible future sce-
narios depending on di↵erent CO2 and non-CO2 emissions
targets [1].

to be an historic milestone in the fight against global warming, aiming at
holding the global temperature increase well below 2 � above the pre-
industrial levels (2 Degrees Scenario: 2DS) and pursuing e↵orts to limit
the temperature increase to 1.5 �.

To achieve the mentioned goals, two targets must be pursued: (i) a smarter
and more e�cient use of the available resources, in such a way to reduce
energy waste and CO2 emissions, and (ii) a systematic control of pollutant
emissions, which are formed as byproduct. Moreover a replacement of a sig-
nificant percent of fossil fuels with renewable energy sources will be needed.
However, energy production from most renewable energy sources, such as
wind, solar, tidal and wave is typically intermittent and unpredictable. This
requires a reliable mid-long term energy storage to synchronize production
and demand. The Power-to-Fuel option or chemical storage can be the key
for a sustainable energy system rather then batteries. Indeed, converting
the excess of renewable energy into second generation fuels will unlock a
long-term and high-density energy storage. Indeed, the building structure
of these fuels is hydrogen (H2), which can be produced from electrolysis of
water using the electricity excess from renewables. However, storage and
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Figure 1.2: Total annual anthropogenic greenhouse gas (GHG) emissions
for the period 1970 to 2010 by gases [2].

transport of hydrogen remain important unsolved challenges for its sustain-
able utilization. To overcome these issues, hydrogen can be combined with
carbon dioxide to obtain a higher energy density fuels, such as methane
(CH4). To this purpose, carbon dioxide might come from carbon capture
and storage (CCS) system, contributing to a reduction of the carbon foot-
print. Moreover, the usage of CH4/H2 will contribute to further reduce
CO2 emissions. On the other side, hydrogen might also be converting into
ammonia (NH3), a carbon free fuel, reacting with nitrogen (N2). Ammo-
nia has a great advantage compared to hydrogen, being in liquid form at
room temperature (25 �) when pressurized to 10.1 bar or temperature of
-33.4 � at atmospheric pressure [23].
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Figure 1.3: Simplified schematization of the NO formation pathways:
thermal NO (green), prompt NO (red), fuel NO (purple),
N2O (blue) and NNH (yellow) routes [3].

1.2 Formation mechanisms for NO emissions

This section tries to explain the main formation mechanisms for NO emis-
sions. Indeed, understanding the physics behind pollutant emissions is
crucial to prevent them.

Several separate mechanisms leading to formation of nitrogen oxides have
been identified in literature [4], involving either fixation of the molecular
nitrogen contained in the combustion air or oxidation of organic nitrogen
chemically bound in the fuel (Figure 1.3). For gaseous fuels with no fuel-
bound nitrogen (e.g. methane), formation of NO arises from fixation of N2

in the combustion air. This process involves the attack of reactive radicals,
such as O, CHx, and H on the triple bond in the molecular nitrogen. These
reactions form either NO or a reactive nitrogen intermediate, e.g. cyanides,
N2O, NNH that might be oxidized to NO eventually. For fuels with a con-
siderable content of organically bound nitrogen, i.e. NH3 and most solid
fuels, oxidation of fuel-bound nitrogen constitutes the dominant source of
nitrogen oxides. In conventional regime, the thermal NO or Zeldovich [24]
mechanism is the most important source of NO. This route is predominant
at temperatures higher than 1800 K and with su�cient oxygen available.
At 1800 K the formation rate doubles for every 35 K temperature rise [25].
Because of this strong temperature dependence, most NO-reducing tech-
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nologies try to cut o↵ temperature peak and/or keep the residence time
in high temperature regions low, avoiding local high oxygen concentration.
The initiating step is the attack of an oxygen atom on the triple bond in
N2 [24] (green line in Figure 1.3)

N2 + O �*)� N + NO. (1.1)

Reaction 1.1 has a high activation energy, being the rate limiting step.
Once formed, the nitrogen atom reacts with the following reactions:

N + O2 �*)� NO + O, (1.2)

N + OH �*)� NO + H. (1.3)

The Fenimore’s prompt NO [26] is typical of rich system characterized by
temperatures above the thermal route threshold and it is a dominant source
of NO in turbulent hydrocarbon/air di↵usion flames [27]. Early modeling
studies [28] identified the reaction of CH with N2 as the most important
initiation step. However, this does not form HCN and N, but rather NCN
and H as recently discovered [29]. The NCN species can subsequently react
with O radicals to form NO directly:

NCN + O �*)� CN + NO, (1.4)

or it can undergo a reaction path that eventually leads to form NO (Figure
1.4). Prediction of prompt NO formation requires an accurate rate constant
for the reaction of CH with N2, along with the capability to predict the
concentration of CH and the selectivity in the oxidation of NCN [4]. Sev-
eral studies [30, 31] show that the inclusion of additional routes (N2O and
NNH) is critical for predicting NO accurately. The N2O pathways plays
an essential role in fuel-lean systems with temperature below 1800 K and
high pressure. It is constituted by the following reversible reactions [32]
involving a third-body (blue line in Figure 1.3):

N2 + O(+M) �*)� N2O(+M), (1.5)

N2O + H �*)� NO + NH, (1.6)

N2O + O �*)� NO + NO. (1.7)
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Figure 1.4: Reaction path diagram from prompt NO formation under
slightly fuel-rich conditions. Adapted from [4].

Lastly, the NNH mechanism is most significant when non-conventional fuels
with relevant hydrogen content are oxidized. While the N2O mechanism is
quite well established, the magnitude of NO formation via NNH remains
controversial [4]. The mechanism for forming NO via NNH consists of the
reaction sequence [6]:

H + N2 �*)� NNH, (1.8)

NNH + O �*)� NH + NO. (1.9)

Hayhurst et al. [8] performed measurements of NO in a laminar, premixed,
flat CH4/H2 flame and observed high NO concentration. They confirmed
the presence of such route, which corrected the underestimation of NO given
by the Zeldovich route alone. Konnov et al. [7] observed that the NNH route
represents the dominant source of NO at 1500 K, not only in rich conditions,
but also in lean mixtures and at stoichiometric conditions. An Arrhenius
expression for the rate constant of the reaction between NNH and O was
proposed. They derived a range of variability for the activation temperature
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Ta, based on the uncertainty in the value of the heat of formation of NNH
between 1400 and 2500 K, which a↵ects the equilibrium of Reaction 1.8.
However, a later study of Klippenstein et al. [5] quantified such heat of
formation with negligible uncertainty, so that the yield of NO from the
NNH route becomes proportional to the rate constant of Reaction 1.9.
While the uncertainty in the heat of formation of NNH may alter the NO
predicted by a factor of 2, reported rate constants for Reaction 1.9 vary
by more than an order of magnitude, as shown by the Arrhenius plot of
Figure 1.5, and significantly a↵ect the resulting NO predictions [4].
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Figure 1.5: Arrhenius plot for the reaction NNH + O �*)� NH + NO. The

rate constant k profiles are drawn from the following sources:
Klippenstein et al. [5], Bozzelli et al. [6], Konnov et al. [7] and
Hayhurst et al. [8]. Adapted from [3]

.

For solid or gaseous fuels having a certain amount of fuel-bound nitrogen,
NH3 plays a major role in forming NO. NH3 can be available directly in the
fuel stream or it may be the result of the devolatilization of solid fuel or
from conversion of cyanides at higher temperature [33]. The research on the
ammonia oxidation started several decades ago. The high-temperature py-
rolysis mechanism was first experimentally characterized starting from the
1980s [34]. Studies on oxidation focused first on NH3 flame chemistry [35]
and on its use within the Thermal DeNOx process [36] for the selective non-
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Figure 1.6: Reaction path diagram for oxidation of NH3. Adapted
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catalytic reduction (SNCR) of nitrogen oxides. Later, oxidation chemistry
was studied at a fundamental level through targeted experiments [37] and
theoretical methodologies [5]. The work of Miller et al. [38] was a pioneer
study to describe ammonia oxidation with detailed kinetics. Since then,
many studies were released [4]. Figure 1.6 shows the reaction pathways of
NH3 oxidation and fuel NO formation and reburn [4]. In particular, NH3

is converted to NH2 by reaction with the radical pool, which, in turn, may
be converted to NH and N. These reactions become more competitive with
increasing temperature. Subsequently, the NHi radicals may react with
NO, leading to N2, or with O, OH, or O2, forming NO. The selectivity for
forming NO or N2 in oxidation of ammonia is determined by the compe-
tition of the amine radicals for reacting with NO or with the O/H radical
pool (or O2).
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1.3 Non-conventional or diluted combustion

To achieve the Power-to-Fuel objective, the development of a high e�ciency
technology, coupled with virtually zero pollutant emissions, stable working
conditions with di↵erent loads and fuels and significant energy saving is
required. In the last years, a so-called non conventional or diluted com-
bustion [39] has drawn attention for its ability of meeting the mentioned
targets. The key aspect is the dilution of fuel and oxidizer streams with
a ballast of inert gases before they react so that the oxygen concentra-
tion in the reactants is substantially reduced with respect to the standard
contents in atmospheric air. This combustion technology has undergone
di↵erent changes during its year of progressing with, obviously, di↵erent
shades of meaning (Figure 1.7). Among them, the author can recall Hi-
TAC, flameless, MILD and Colorless Distributed Combustion (CDC).

HiTAC

MILDFLOX

CDC

Diluted Combustion

Figure 1.7: Conceptual diagram of Diluted Combustion.

In 1971, Weinberg [40] perceived that the use of heat of recirculation could
be used to preheat the mixtures and extend their flammability limits. More-
over, the author understood that this could lead to sustain combustion
without any assistance from an external heat source and an attractive so-
lution for burning low grade fuels. Later, researchers focused more on
preheating regenerative systems applied to air and the term High Temper-
ature Air Combustion (HiTAC) was coined. Katsuki et al. [41] pointed out
that the air temperature at which a gaseous fuel is automatically ignited
and in which combustion is sustained should be called High. The result is
a distributed intense combustion with little to none visible signature and
bluish green or/and green color flame. The authors also underlined the
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new low-NO concept for HiTAC to satisfy the more and more tightening
regulations for emissions standards.

Wünning and Wünning [9] introduced the term FLameless OXidation
(FLOX®), emphasizing the importance to reach a combustion regime able
to avoid temperature peaks (hot-spots) to suppress thermal NO formation.
It requires enough inert combustion products to be entrained in the reaction
region to dilute and pre-heat the mixture air-fuel above the auto-ignition
temperature. As a result, a flame front is no longer identifiable, thus the
name flameless. Moreover the combustion process is no longer restricted to
the flame front region, rather extended to a larger portion of the combus-
tion chamber. The system is characterized by a more uniform temperature
field than traditional combustion systems. By avoiding temperature peaks,
thermal NO formation is largely suppressed and the e↵ect on the furnace
materials is beneficial. Soot formation is also suppressed, due to the lean
conditions and the large CO2 concentration in the exhausts. In contrast to
stabilized flame combustion, flameless oxidation is mixture and temperature
controlled, and it is achieved with specific flow and temperature conditions.
A prerequisite for a stable flame in traditional combustion systems is rep-
resented by the balance between flow velocity and flame velocity. Creating
flow conditions for flame stabilization is an essential burner design criterion,
for both premixed and di↵usion flame. Wünning and Wünning [9] defined
a parameter named recirculation ratio (kv) to describe the characteristic of
the recirculation in the reaction zone, as follows:

kv =
ṁrec

ṁa + ṁf
, (1.10)

where ṁrec is the net mass flow rate of recirculated flue gas, whereas ṁf

and ṁa are the fuel and air mass flow rates, respectively. Di↵erent combina-
tions of recirculation ratios and temperatures result in di↵erent combustion
modes as shown in Figure 1.8 for natural gas combustion. Stable flames
(zone A) are achievable over the whole range of combustion chamber tem-
peratures, but only in a narrow recirculation ratio window. As recirculation
ratio is increased, the flames become unstable, and even extinguish if the
temperature is below the autoignition temperature (the horizontal line),
as seen in the “No reactions” zone. However, if the furnace temperature
is above the self-ignition temperature and the exhaust gas recirculation is
su�ciently high (kv � 3 for natural gas combustion [9]), the fuel can react
in the very steady form of flameless oxidation (zone C) with an abatement
of the noise of about 15 dB(A) [42].
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Figure 1.8: Schematic diagram of the stability limits for di↵erent combus-
tion modes. Zone A: stable flames regime; Zone B: unstable
flames regime; Zone C: flameless regime. Source: [9].

The MILD (Moderate or Intense Low-oxygen Dilution) acronym was coined
by Cavaliere and de Joannon [10] in 2004, considering a Well Stirred Re-
actor (WSR). The term should be used to indicate a burning regime in
which the inlet temperature of the reactant mixture is higher than the
mixture self-ignition one (Tsi). Furthermore, the maximum allowable tem-
perature increase with respect to inlet temperature during combustion is
lower than the mixture self-ignition temperature (expressed in Kelvin). The
resultant diagram is displayed in Figure 1.9. The process of preheating of
reactants becomes fundamental for this combustion technique to be sus-
tainable. Moreover, the term “MILD” is used to stress the mild changes
and gradual evolution which this combustion mode can guarantee.

Another term used by authors such as Gupta and Arghode [43, 44] and
which is based on the principle of HiTAC is Colorless Distributed Combus-
tion (CDC). The name colorless is due to negligible visible emission from
the flame as compared to the conventional ones. A particular aspect of the
volume CDC is that air and fuel jets are injected separately in non-premixed
mode into the combustion chamber at high momentum to entrain hot gases
to a desirable degree and with controlled shear layer mixing. Fuel start to
auto-ignites in a volume distributed mode after only complete mixing with
the hot chemically reactive mixture and air. In classic HiTAC technology,
on the contrary, air is first diluted with internal or external hot gases, so
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that it is above the auto ignition temperature prior to its mixing with the
fuel [45].

1.3.1 Experimental studies and industrial applications

Flameless combustion appears very well suited for those industrial processes
which require high and homogeneous temperature distribution within the
combustion chamber (e.g. in glass and ceramic industry, steel thermal
treatments). For these processes, the energy recovery represents a primary
issue to ensure acceptable energy e�ciency. Energy saving can be achieved
with either recuperative or regenerative burners according to the exchange
area and heating rate required. These burners are usually designed to
operate both in flame and flameless mode, by varying the reactants feeding
mode. The combination of recuperative burners with radiant tubes is a
widely applied solution in many thermal treatments of material surfaces,
to avoid any contact or contamination of the flue gases with the stock
surface to be treated [39].

The first experimental evidence regarding the structure of the combustion
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zone in flameless combustion was provided by Plessing et al. [46], who
measured temperature and species concentration with optical techniques
in flame and flameless conditions. The maximum temperatures decreased,
from 1900 to 1650°C, when switching from flame to flameless mode. In
addition OH radicals were present in lower concentration (below 10 ppm)
in flameless regime, thus reducing NO prompt formation.

Choi and Katsuki [47] investigated the feasibility of flameless oxidation in
industrial glass furnaces. They found that combustion was sustained even
with low calorific value fuels and low oxygen concentrations, if the com-
bustion air was preheated above the fuel self-ignition temperature. Results
also showed that NOx formation was controlled by the mixing process be-
tween fuel and the preheated air. Flamme [48] investigated the application
of flameless combustion to glass melting furnaces operating with process
temperature around 1600°C and air preheating temperatures up to 1350°C.
Experimental results on a 300 kW furnace showed that the replacement of
conventional burners with recuperative burners led to dramatic reduction
of NOx emission, from 1500 ppm down to values safely below 100 ppm.

The application of flameless combustion in di↵erent fields than thermal
treatment processes is also very attractive. The advantages of a clean and
quite combustion process could be exploited by several fields of application,
including power generation, micro co-generation and low-temperature ap-
plications. Flamme [49] showed the applicability of recuperative burners to
gas turbine to overcome the oscillating problems typical of lean premixed
combustion occurring in gas turbines. Kruse et al. [50] have proposed newer
combustor configurations for possible applications in gas turbine engines at
higher pressure (2-5 bar). A reverse flow configuration was used to achieve
better mixing. It consists of an ignition chamber at the top, a combustion
chamber attached with an air-fuel supply system at the bottom of the fur-
nace. The combustion chamber is heated up to 1100 K with the help of
the ignition chamber and consequently switched to flameless mode using
the principle of Plessing et al. [46]. The combustion chamber operates at a
thermal intensity of 6 MW/m3 which represents the lower end limit of gas
turbines. Initially, measurements were taken at 1 bar pressure as a reference
case with methane as fuel. Low NOx and CO emissions were observed in
this case. Then the pressure was increased to 2.5 and 5 bar and equivalence
ratios were varied in the range of � = 0.22�0.8. At higher pressures, the
NOx formation pathways were changed and residence time was increased.
Moreover, higher NOx emissions were observed for this condition due to the
increased residence time of the reactants. However, a reduced air nozzle
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diameter helped to reduce the overall NOx emissions.

During the last 50 years diluted combustion technologies have been deeply
tested with natural gas (NG), since this fossil fuel is one of the most im-
portant non-renewable energy source together with petroleum and coal.
However, the energy transition and the Power-To-Fuel scenario will require
the massive di↵usion of non-conventional fuels. The capability to spread
the reaction in a very wide volume preventing the formation of a flame
front, as well as the high recirculation rate and the consequent preheat-
ing of reactants through the exhaust gases guarantee a reliable combustion
of fuels with very variable LHV. Moreover, usually it is not necessary to
introduce complicated or onerous changes to the geometry of the system,
but attention must be paid to correctly balance momentum rates of jets,
recirculation rates, temperatures and flammability limits of the mixture.
Especially during the last 15 years several group of research started to in-
vestigate the behaviour of alternative fuels in MILD combustion, mainly
focusing on the field of industrial furnaces. For instance, a variety of fuel
mixtures using methane, ethylene (C2H4), propane (C3H8) and their di-
lution with CO2 or N2 were investigated by Dally et al. [51]. Weber et
al. [52] examined in 2005 the fundamental and industrial application as-
pects of combustion of natural gas, heavy and lightfuel oils, and coal in a
furnace at 0.58 MW thermal input using highly preheated air at 1300°C.
Derudi et al. [53] focused their attention on experimental results obtained
in a laboratory-scale burner, using non-conventional fuels obtained as in-
dustrial by-product, e.g. the coke oven gas (COG), whose hydrogen content
can reach up to 60% by volume. Parallel studies on laboratory apparatus
using methane/hydrogen mixtures were performed by Sabia et al. [54] and
Ayoub et al. [55] to better understand the H2 e↵ects on the MILD com-
bustion. Mosca [56] investigated MILD combustion of B50, a low LHV fuel
whose composition is obtained by mixing 50% COG by vol% with 50% blast
furnace gas (BFG) on a 30 kW furnace. Sabia et al. [57] showed that an
e�cient recirculation of the exhausts produces a robust MILD combustion
condition enabling combustion of low calorific fuels. Chinnici et al. [58]
analyzed the thermal performance of a syngas-fuelled hybrid solar receiver
combustor operated under MILD combustion regime. It was found that the
type of fuel influences significantly the rate of radiative heat transfer and
the ratio of radiative to convective heat transfer rates, and therefore the
configuration must be optimized for each type of fuel. The study of fuels
derived from biomass, such as biogas (usually rich in CH4 and CO2 and
produced by anaerobic digestion with anaerobic organisms or fermentation
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of biodegradable materials) or some forms of syngas (primarily consisting
of H2 and CO and produced by gassification of biomass at high tempera-
ture), became interesting in the MILD combustion field. Colorado et al. [59]
investigated the e↵ect of biogas on the performance of an experimental fur-
nace equipped with a self-regenerative flameless burner and compared the
results with the performance of the system fueled with natural gas. More
recently in 2013, Hosseini et al. [60] wrote a review on biogas, its resources,
and its use on MILD combustion, encouraging the use of this fuel with this
technique because more e�cient and economically feasible.

Nowadays, the scientific community is facing the possible use of ammonia
as energy carrier and its subsequent combustion. Sorrentino et al. [61] stud-
ied NH3 oxidation in a MILD cyclonic burner. They showed that operative
parameters such as equivalence ratio, thermal power and inlet preheating
level a↵ected NOx emissions. More specifically, the best operational win-
dow identified to minimize NOx emissions was very narrow and it ranged
from stoichiometric to slightly fuel-rich conditions, where the conversion
e�ciency is decreased due to the formation of some unburned components
such as NH3 and H2. Therefore it is very important to identify strategies
to increase the optimal operational window, in terms of feeding mixture
composition, where the NOx levels are minimized.

1.3.2 Challenges dealing with flameless/MILD combustion

The aim of this section is to provide a brief literature review about the main
challenges dealing with flameless/MILD combustion. Additional relevant
information will be reported at the beginning of each chapter.

To better understand the nature of any combustion process, a key aspect is
the identification of the region where the heat is released. This is especially
true for flameless combustion where no visible flame is present. The Heat
Release Rate (HRR) represents the amount of heat released per unit of
time and space due to chemical reactions. Its spatial distribution directly
influences important physical phenomena such as flame-turbulence interac-
tions, sound generation and its interaction with flames. The mathematical
expression of HRR is:

HRR =
NX

↵=1

!̇↵h0
f,↵ (1.11)

where N is the number of species, !̇↵ is the reaction rate of the ↵-th
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chemical species, and h0
f,↵ is its standard enthalpy of formation. Clearly, a

direct measurement of the HRR would involve the accurate determination
of a significant number of scalars simultaneously [62]. Due to such a high
complexity, it would be more practical to measure a quantity (i.e. a species
mass fraction or a reaction) that presents some correlation with this rate
over the relevant range of flame and flow parameters [63], to qualitatively
estimate the local HRR.

Chemiluminescence of natural excited species, e.g OH*, CH*, (where *
denotes an electronically excited state) and Laser-Induced Fluorescence
(LIF) [63–66] are generally techniques used to identify the reaction zone
and its topology. However, the choice of the scalars able to identify the re-
action region can be influenced by the specific chemical-physical behaviour
of the combustion process, determined in turn both by operative conditions
and fuel mixture [62, 63]. For instance, Vagelopoulos et al [67] showed that
the CH marker provides a reasonable correlation with the HRR only for
undiluted reactant mixtures with equivalence ratios, �, of 0.8-1.2, whereas
Najm and co-workers [63, 64] showed that the formyl radical, HCO, is a
good HRR-marker for stoichiometric or slightly rich (� = 1.2) methane and
dimethyl ether-air laminar flames. Moreover, the flame stretch e↵ects com-
ing from flame-vortex interaction do not significantly influence this corre-
lation [63]. According to the authors, the robust correlation between HRR
and HCO concentration may be attributed to three main reasons: (1) HCO
is a major intermediate species in oxydation of CH4 to CO2; (2) its concen-
tration is directly dependent on its production rate; (3) HCO production
is directly dependent on the concentration of CH2O, that in turn directly
depends on the reaction CH3+O <=> CH2O+H, which shows the largest
fractional influence on heat release rate [64]. Nevertheless, Swaminathan
and co-workers [62, 68] highlighted the di�culty of accurately measuring
HCO concentration due to its low signal to noise ratio, thus suggesting the
usage of the more reliable product of OH and CH2O local signals. Indeed,
such species are involved as reactants in HCO formation from formaldehyde
through the reaction OH + CH2O <=> HCO + H2O. This reconstructed
LIF-signal was demonstrated to be a clear HRR-marker for the investigated
conditions. Up to now, a wide number of di↵erent analysis [69] on flame
topology has relied on this assumption.

However, due to the very diluted conditions, the same reactions or marker
might fail in correlating with the HRR in MILD conditions. Recent studies
have tried to clarify this aspect. Sidey et al. [65] compared the presence
of OH, OH* with the flame primary heat release region under MILD con-
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ditions, suggesting that the sole OH may not be a comprehensive HRR
marker for this regime. Minamoto et al. [70] investigated undiluted and di-
luted (MILD) methane-air flames, and multicomponent fuel mixtures under
both laminar and turbulent conditions, using Direct Numerical Simulations
(DNS) data. The authors showed that: (1) a large fractional contribution
of a reaction to the HRR does not automatically imply that this will have
a good correlation with the HRR; thus, the rate of the aforementioned re-
action, CH3 + O <=> CH2O + H, which often shows a high fractional
influence on HRR, is not necessarily well correlated with the HRR. (2) the
HRR correlation is strongly dependent on the equivalence ratio. As a con-
sequence, alternative markers were proposed. The product of H and CH2O
concentrations, corresponding to reaction H + CH2O <=> HCO + H2,
instead of OH and CH2O ones was suggested for turbulent MILD and con-
ventional premixed methane-air flames. The viability of H-CH2O product
LIF signal was demonstrated in [68]. Nevertheless, additional studies are
still required to add further understanding on the adequacy of the various
HRR markers under MILD/diluted conditions for non-conventional fuels
(i.e. methane/hydrogen blends).

Flameless/MILD combustion is characterized by a stronger competition
between chemistry reaction and fluid dynamics, leading to a relatively low
Damköhler number, due to the strong mixing and the reduced temperature
level. As a consequence, a reliable numerical model must consider both
phenomena (chemistry and fluid dynamic) and the usage of a detailed ki-
netic scheme appears mandatory. This makes the usage of Computational
Fluid Dynamics (CFD) models more complex, involving multi-physics and
multi-scales. CFD was widely used in the last years to optimize burner
performances by investigating geometrical details, such as injection noz-
zle configurations and internal devices for flue gas recirculation. Di↵erent
approaches were evaluated by Christo et al. [71], Parente et al. [72] in the
framework of RANS (Reynolds-averaged Navier-Stokes) simulations adopt-
ing Eddy Dissipation Concept (EDC) [73] model. Recently, Evans et al. [74]
showed that adjusting the EDC coe�cients C⌧ and C� from their default
value results in significantly improved performance under MILD combus-
tion. Afterwards, Parente et al. [75] proposed functional expression showing
the dependency of the EDC coe�cients on dimensionless flow parameters,
such as Reynolds and Damköhler number. This expression was further in-
vestigated by Romero-Anton [76] simulating a Delft Lab Scale furnace (9
kW) burning natural gas. Beside the EDC model, the Partially Stirred
Reactor (PaSR) [77] combustion model was proposed for MILD combus-
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tion [78]. PaSR model is conceptually similar to EDC, but it is character-
ized by a di↵erent definition of the reacting volume fraction, which becomes
a function of the chemical and the mixing time-scales.

Furthermore, in flameless combustion fuel and air streams are highly di-
luted by recirculated burnt gas, which contains carbon dioxide and water,
increasing the infrared radiative flux [79]. For this reason, radiation must
be well modeled dealing with flameles combustion, adding another degree
of complexity to the problem.

However, although CFD tools have significantly progressed in recent years,
their use in real time is still unrealistic, especially for combustion regimes
such as flameless/MILD combustion, characterized by stronger competition
between chemistry reaction and fluid dynamic. In this framework, analyti-
cal, numerical and experimental knowledges must be combined to create a
physics-based reduced-order models (ROMs), to embed the critical aspects
of a detailed simulation into simplified relationships between the inputs and
outputs that can be used in real time. The development of virtual models,
also referred to as digital twins, of industrial systems opens up a number of
opportunities, such as the use of data to anticipate the response of a sys-
tem and brainstorm malfunctioning, and the use of simulations to develop
new technologies, i.e. virtual prototyping. Digital twins are a disruptive
technology that creates a living model of a physical system that can also
be used for predictive maintenance. The digital twin will continually adapt
to changes in the environment or operation using real-time sensory data
and can forecast the future of the corresponding physical system and act
as soft sensor [80]. Importantly, digital twins can also be used for non-
destructive testing, which can undoubtedly benefit industrial protagonists.
For the above reasons, the need for digital twins is becoming imperative.
Combining CFD simulations with experimental real-time data coming from
sensors of a real industrial system might foresee a change in its state [81].

1.4 Objectives

Due to the unpredictable and intermittent behaviour of renewable energies,
the synchronization of production and demand requires a reliable mid-long
term energy storage. The Power-to-Fuel option can be the key for a sus-
tainable power production: converting the excess of renewable energy into
so called “electro-fuels”, will unlock a long-term and high-density energy
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storage to be used when renewable production is not su�cient. Indeed, H2

can be produced by electrolysis but it shows some unsolved challenges for
storage and transport. To overcome these issues, H2 can be combined with
N2 to obtain NH3, a carbon-free fuel , or to CO2 to obtain CH4. The energy
transition will also involve a massive usage of other green fuels, such as the
ones deriving from biomass gasification (i.e. syngas) or anaerobic fermen-
tation (i.e. biogas). As a results, the resulting non-conventional fuels will
be blends of H2, CH4, NH3, CO and CO2 in variable proportions, introduc-
ing flame stability issues. Recently, the combustion community has shown
great interest in flameless combustion to meet load and fuel flexibility as
well as low pollutant emissions. However, in spite of the reasonable num-
ber of experimental investigations involving natural gas or methane, the
amount of detailed studies available for furnaces operating under flame-
less or MILD combustion using non-conventional fuel is scarce and limited
to few operating conditions. For ammonia flameless combustion, the au-
thor can even count only few works (see Chapter 3). Literature still needs
further analysis to deeply test the fuel flexibility of flameless combustion.

Considering the multi-physics and multi-scale aspects of flameless combus-
tion, CFD simulation may be a key aspect to optimize burner performances
reducing costs and time related to the manufacturing and testing new pro-
totypes. However, the numerical model should be comprehensive and well
validated. Currently, there is no existing model specifically for flameless
combustion and most traditional combustion models fail in this job because
of the challenges listed in Section 1.3.2. EDC was generally applied in most
of the simulations because it can be used with detailed chemistry, but it
requires an adjustment of the constants to make it suitable for flameless.
On the other hand, PaSR model was also proposed for flameless/MILD
combustion and it can be seen as a more general version of EDC. It is char-
acterized by a di↵erent definition of the reacting volume fraction, which
becomes a function of the chemical and the mixing time-scales. Then, the
estimation of these two variables becomes crucial to ensure accurate pre-
dictions from the model.

With these considerations in mind, the investigations carried out in this
PhD thesis tackled the following aspects:

• Test fuel flexibility of flameless combustion burning non-conventional
fuels, such as blends of CH4/H2 and NH3/H2, while keeping low pol-
lutant emissions. Experiments have also the aim of bridging the gap
between laboratory and industrial scales.



CHAPTER 1. INTRODUCTION 21

• Optimize the PaSR combustion model to create a numerical model
robust enough to handle multiple fuels in a non-conventional combus-
tion mode.

• Build a digital twin of a furnace, starting from CFD simulations, for
instantaneous evaluation.

1.5 Outlines

This PhD thesis is a contribution towards the understanding of flameless
combustion using non-conventional fuels. The approach used in the current
work foresees a strong link between experiments and modeling, therefore
the corresponding chapters contain references to each other.

A detailed description of the furnace used in the current work and a brief
description of the principles of measurements techniques are presented in
Chapter 2. Chapter 3 instead, collects the experimental campaigns carried
out on the ULB furnace using blends of CH4-H2 and NH3-H2.

Chapter 4 provides a brief description of turbulent combustion modeling,
which will be used in Chapter 5 and 6. In particular, Chapter 5 o↵ers
the validation and optimization of the PaSR combustion model in a Jet in
hot co-flow burner (AJHC). In Chapter 6, PaSR model is applied to the
ULB furnace, simulating some of the cases investigated experimentally in
Chapter 3, focusing on temperatures and pollutant predictions.

Chapter 7 provides the key issues in developing a digital twin able to re-
produce the main features of the ULB furnace.

Finally, the main conclusions and findings of this study are summarized,
suggestions and recommendations for future studies are made in Chapter
8.





Chapter 2

Experimental Setup

This chapter firstly presents the furnace used in this work, which consists
of a commercial WS REKUMAT M150 recuperative Flame-FLOX burner
and an insulated combustion chamber. Secondly, the main measurements
techniques, such as suction pyrometer, chemiluminescence imaging and ex-
haust gases analyser are presented. Thereafter, the main characteristics and
issues related with non-conventional fuels, such as hydrogen and ammonia-
enriched blends are discussed. Finally, the last sections provide details about
the energy balance of the furnace and the uncertainty quantification of mea-
sured data.

This chapter is partially based on the following publication:

M. Ferrarotti, M. Fürst, E. Cresci, W. De Paepe, A. Parente, “Key Mod-
eling Aspects in the Simulation of a Quasi-industrial 20 kW Moderate or
Intense Low-oxygen Dilution Combustion Chamber”, Energy&Fuels, 2018,
32, 10228-10241.
M. Ferrarotti, W. De Paepe, A. Parente, “Reactive structures and pol-
lutant emissions for methane/hydrogen mixtures in flameless regime”,
Combustion&Flames, In preparation.

23



24 2.1 Test bench

2.1 Test bench

The experimental flameless combustion furnace designed for this study
is shown in Figure 2.1. It is composed of a cubic combustion chamber
(1100 m ⇥ 1100 mm ⇥ 1100 mm) insulated with a 200 mm thick high-
temperature ceramic foam layer, resulting in inner dimensions of 700 mm
x 700 mm x 700 mm. This assists in the establishment and stability of the
flameless regime, limiting the heat loss trough the walls. A commercial WS
REKUMAT M150 recuperative Flame-FLOX burner (nominal power of 20
kW) is mounted at the bottom of the combustion chamber (Figure 2.1)
(top right). The burner has an integrated metallic finned heat exchanger
to extract energy from the flue gases and to preheat the combustion air.
However, the preheating level cannot be controlled, being just the result of
an energy balance. Furthermore, due to hardware limit, the temperature of
the air entering the combustion chamber can only be derived analytically
(see Section 2.4).

The test bench 2.1 shows a configuration similar to industrial furnaces, al-
lowing to vary: geometry, injection system, air excess and load. The fuel is
injected via a centrally located nozzle (inner diameter ID 8 mm) and sur-
rounded by a coaxial air jet, whose dimensions can be varied to adjust the
air jet entrainment (ID 16-20-25 mm) (Figure 2.1 (bottom right)). However,
with such burner configuration, flameless combustion can not be sustained
directly when the furnace is at ambient temperature. For that reason, in-
dustrial flameless recuperative burners have a “flame mode”, where the fuel
is injected close to the air jet to generate a classical flame attached to the
burner during the heating of the furnace. Then, when the lowest tempera-
ture in the furnace (lower corner) exceeds the self-ignition temperature of
the mixture fuel-air, the burner switches to its “flameless mode”: all the
fuel is delivered through the coaxial injection and flameless combustion is
achieved.

The unit is equipped with an air cooling system (Figure 2.1)(top right) con-
sisting of four cooling tubes (outer diameter OD of 80 mm), with a length
of 630 mm inside the furnace. Varying the air flow allows the combustion
chamber to operate at di↵erent stable conditions, thus simulating the e↵ect
of a variable load. On each vertical wall of the combustion chamber, an
opening is available for measurements. One side is equipped with a 110
mm x 450 mm quartz window allowing optical measurements. In partic-
ular, the transmissivity of the quartz glass (GE124) is above 90% within
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the wavelength 200-2000 nm, which also enables to collect OH* and CH*
chemiluminescence. The other three opening are blocked using the same
insulation material and they host ports for temperature measurements.

Figure 2.2 reports the flow control scheme of the fuel feeding system. It
is composed by gas bottles, a set of Brooks Mass Flow Controller (MFC)
SLA-585XX for di↵erent ranges and fuels (CH4, NH3, H2, CO2 and N2) and
a static mixer to create an homogeneous fuel blend. A natural gas (NG)
line is also feeding the burner by means of a three-ways valve. Combustion
air and cooling air are supplied by two blowers and their flow rates are also
controlled by MFCs.

2.2 Measurements techniques

This section presents the main measurements techniques used in the frame-
work of this thesis, focusing on temperature probes, chemiluminescence
imaging and pollutant emissions.

2.2.1 Temperature measurements

Temperature inside the chamber is measured at di↵erent locations. As men-
tioned before, three sides of the furnace are closed with insulated plates.
In one of those (Figure 2.1), twelve equally spaced thermocouple ports,
at a related distance of 50 mm, are installed. In particular, an air-cooled
suction pyrometer equipped with a 0.5 mm diameter B-type thermocouple
(Platinum Rhodium 30% / Platinum Rhodium 6%) is used to measure the
in-flame temperature profiles. It works with a Venturi tube connected to
a compressed air circuit at a maximum pressure of 6 bar(g). The thermo-
couple is protected from chemical attack and from radiation heat exchange
with the surrounding walls by two concentric sintered alumina shields. The
inox part of the probe has a diameter of 12 mm, while the outer ceramic
shield has a diameter of 10 mm [82]. The injector, driven by compressed
air, ensures suction of gases at a high speed (⇡ 100 m/s), which heats
the thermocouple tip via convective heat transfer, so that the equilibrium
thermocouple temperature is nearly that of the gases without the need
for correction. The associated response time is about 10 s. The di↵er-
ential voltage signal is continuously sampled at 10 Hz and automatically
converted to temperature units with a National Instrument cold-junction
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Figure 2.1: Schematic of the furnace (left), vertical cross section (top
right) and burner nozzle (bottom right). For sake of clarity,
only a part of the probe ports are shown.

compensated acquisition card. According to the specifications of the man-
ufacturer, the associated uncertainty is 0.5% of the reading. On another
side of the furnace, six K-type thermocouples (Nickel-Chromium / Nickel-
Alumel) are mounted, flush against the insulation, to measure the inner
wall temperature (uncertainty of 2.2 � or 0.75% of the reading). Finally,
the exhaust gases temperature (before the heat exchanger) is given by a
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Figure 2.2: Schematic P&ID of the test bench.
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shielded N-type thermocouple (Nicrosil / Nisil) positioned on the central
plane and shifted 200 mm with respect to the axis, on the bottom wall (Fig-
ure 2.1). Other K-type thermocouples measure temperature of the main
operating parameters, such as fuel, cooling air, combustion air and exhaust
gases after the heat exchanger.

Compressed 
Air

Outer
Shield

Inner
ShieldThermocouple

10 mm

Inox Tube

Figure 2.3: Schematic diagram of the suction pyrometer.

2.2.2 Chemiluminescence Imaging

Chemiluminescence is the radiation emitted by electronically excited
molecules in flames when these molecules return to a lower energy state.
The wavelength of the radiation is characteristic for the particular molecule
and the particular transitions the molecule undergoes. OH* and CH* are
examples of molecules exhibiting a simple spectrum with major peaks at
310 nm and 438 nm, respectively. Since these species are mainly produced
in the reaction zone, chemiluminescence can be used as a marker of the re-
action zone and heat release rate [83, 84]. It is also used to show dynamic
behaviour of flames and to identify flame structure and flame stabilization
mechanisms [85] in combustion research. Moreover, quantitative results,
such as Damköhler numbers and heat release rate, can be obtained from
OH* and CH* following [86] and [87], respectively. From a practical view-
point, flame chemiluminescence detection is a simple method that can be
used in many combustion systems.

In this thesis, the chemiluminescence imaging technique was applied to
identify flame characteristics in flameless combustion. Indeed, previous
studies [55, 56, 65, 88–91] shown the potential of OH* imaging in detecting
the reactive region even in diluted conditions. On the other hand, the us-
age of CH* as marker is still controversial. For instance, Medwell et al. [92]
used CH* to retrieve the flame lift-o↵ in MILD conditions, while Zhou et
al. [93] reported a moderated suppression of CH* under the same condi-
tions. During the present work, CH* imaging was performed to test the
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previous statement and to provide data for future works aimed at estimat-
ing the local equivalence ratio, starting from the OH*/ CH* ratio [94, 95].
Because of the dilution feature of the flameless combustion regime, chemi-
luminescence signal from reaction zones is very low compared to a classical
flame mode, and largely smaller than the continuous radiation in the visi-
ble range coming from hot refractory walls in a furnace, inducing its color-
less characteristics. However heat release by combustion is still present in
the combustion chamber in reaction zones where slight chemiluminescence
is emitted. As it occurs in ultraviolet and purple-visible spectral ranges,
OH* and CH* chemiluminescence imaging permits to avoid high continu-
ous visible-red and infrared radiation from the walls of the furnace object
of the study. Then, an intensified CCD (ICCD) camera allows to record
chemiluminescence images even in flameless combustion regime to obtain
and analyse the topology of the reaction zones. In the current configu-
ration, imagining are recorded with an intensified charge-coupled device
(ICCD) camera (LaVision 1392⇥1040 pixels - 16 bits) equipped with a UV
78 mm f/3.8 lens and two interferential filters to collect OH* (310 ± 10
nm) and CH* (438 ± 24 nm). The camera has a maximum acquisition
frequency of 17 Hz. The setup can be moved along the three axes thanks
to a movable structure coupled with three stepper motors. To avoid the
overheating of the system by wall radiations, it was placed su�ciently far
from the window, still ensuring, however, a field of view big enough to
capture the reactive region.

2.2.3 Gas Analyser

As described in Figure 2.2, the exit of the combustion chamber is equipped
with a thermocouple and a heated sampling probe to allow for flue gas
temperature and composition measurements, avoiding condensation. A
Fourier Transform InfraRed (FTIR) analyser (HORIBA MEXA-ONE-FT)
is used to measure major species (CH4 and CO2) as well as pollutants
(NH3, CO, NO and NO2). Since, oxygen is transparent to IR sources, a
paramagnetic analyser is used, after condensing water from the exhaust
gases. With FTIR spectroscopy, uncertainty depends on the choice of the
concentration ranges and it has di↵erent sources, such as zero noise (1% of
full scale (FS)), linearity (1% FS) and water interference (1% FS).
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2.3 Fuels

Even if natural gas (NG) is a very common fuel in literature, the present
thesis focuses on the study of non-conventional fuels in flameless conditions.
For this reason, NG is currently used only for preheating the furnace until
reaching the auto-ignition temperature of the main fuel. Besides, this also
avoid the common issues related to this gas:

• species composition fluctuations day by day, which decreases the re-
peatability of the tests;

• the inability to know the NG components concentrations in the day
of the test;

• the uncertainties introduced in the numerical simulations to correctly
represent the species inside NG and their combustion.

During this work, two blends of non-conventional fuels (in variable com-
position) are used: CH4-H2 and NH3-H2. Tables 2.1-2.2 show the typical
lower heating values (LHV) associated with these fuel blends.

As already mentioned in the Introduction, hydrogen can be produced via
water electrolysis with low carbon or renewable power or biogas/biomethane
reforming and biomass gasification/pyrolysis. However, electrolysis remains
relatively expensive at this stage due to the high capital costs of the tech-
nology which require larger markets and further development to reach in-
dustrial scale-up and bring costs down. The current absence of an adopted
policy and regulatory framework for electrolysis is inhibiting market de-
velopment. However, costs are expected to decrease dramatically with the
uptake of power-to-gas/power-to-hydrogen. Furthermore, with the fore-
casted increase in wind energy generation for example (it is expected to
reach around 40% of EU energy generation in 2040 [96]), electricity costs
are also expected to decrease [97]. The usage of pure hydrogen would
require large investments, since a replacement of existing steel pipelines
to non-permeable materials with a leakage control and the conversion or
replacement of end-user appliance are required. On the other hand, the
utilization of methane/hydrogen blends into existing natural gas pipelines
and with current end-user appliance is possible up to a concentration of
20% [97], thus reducing CO2 emissions.
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%CH4[vol] %H2[vol] LHV [MJ/Nm3]
100 0 35.8
50 50 23.3
0 100 10.8

Table 2.1: LHV for various CH4-H2 blends

%NH3[vol] %H2[vol] LHV [MJ/Nm3]
100 0 14.1
50 50 12.4
0 100 10.8

Table 2.2: LHV for various NH3-H2 blends

Ammonia would help to overcome the issues related to hydrogen storage
and transportation. Indeed, ammonia is in liquid form at room tempera-
ture (25 �) when pressurized to 10.1 bar or temperature of -33.4 � at
atmospheric pressure [23]. Furthermore, since its boiling temperature and
condensation pressure are almost the same as those of propane, transport
ship designed for propane can generally be used for ammonia as well [23].
The process of manufacturing ammonia was invented about 100 years ago
by F. Haber and C. Bosh. It uses an iron-based catalyst at high pressure
(100-300 atm) and high temperature (400-500 �) to combine hydrogen and
nitrogen. Even if researchers are still focusing in optimizing ammonia com-
bustion [98–101] and its pollutant emissions, there are already examples of
prototype generating power, such as a micro gas turbine fuelled with am-
monia/methane and pure ammonia in Japan [23]. However, ammonia also
presents some safety issues, being considered a high health hazard, since it
is corrosive to the skin, eyes and lungs. Once it turns to gas, ammonia is
colourless with a sharp, penetrating, intensely irritating odour.

The following section revises the property of hydrogen and ammonia in fuel
blends.

2.3.1 Hydrogen and ammonia-enrich fuels

Molecular hydrogen (H2) has significant higher thermal, mass and momen-
tum di↵usivities compared to other typical fuels and air. Figure 2.4 shows
the thermal di↵usivity of three di↵erent fuels mixed with air at various
equivalence ratios, as well as the mass di↵usivity of the respective fuel in
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Figure 2.4: Thermal and mass di↵usivity of di↵erent fuels mixed with air
at various equivalence ratio, at 300 K and under atmospheric
pressure. The equivalence ratios for CH4 and NH3 are not
indicated, since they overlap with each other.

the mixture. Methane and ammonia have comparable mass and thermal
di↵usivities, which do not change in function of the equivalence ratio and
their values are similar to those of air. Their Lewis number (i.e. the ra-
tio between thermal and mass di↵usivity) is relatively constant and close
to unity. This number indicates indirectly how sensitive the combustion
intensity for a given fuel is to fluid dynamic strain and flame front curva-
ture (i.e., stretch). The thermal di↵usivity of H2, on the other hand, is
approximately one order of magnitude larger than that of air, which leads
to a considerable variation of the thermal di↵usivity for H2-air mixtures
depending on their equivalence ratio. The high thermal di↵usivity of H2-
air mixtures compared to the mass di↵usivity of oxygen (O2) and nitrogen
(N2) leads, furthermore to a Lewis number larger than unity for fuel rich
mixtures, while it is lower than unity for fuel lean mixtures, due to the
high mass di↵usivity of H2 [102]. The special chemical, thermodynamic
and transport properties of H2 a↵ect both combustion and transport pro-
cesses and lead therefore to unique flame properties for H2 flames compared
to other fuels. Figure 2.5 shows the equilibrium temperature for three dif-
ferent fuels. H2 is, at all equivalence ratios, characterized by much higher
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Figure 2.5: Equilibrium temperature of NH3, CH4 and H2 in air at P=1
atm and T0 = 300 K, calculated with OpenSMOKE [11] and
the POLIMI kinetic scheme [12, 13]. Courtesy of M. Cafiero-
ULB.

flame temperatures compared to CH4 and NH3.

More important di↵erences can be outlined considering the fundamental
combustion characteristics presented in Table 2.3. Indeed, the di↵erence
in terms of equilibrium temperature becomes even bigger considering the
laminar flame speed SL (i.e. the speed at which a laminar premixed flame
propagates through an unburned quiescent mixture). H2 has a significantly
higher laminar flame speed, which can be at least one order of magnitude
larger than for other fuels. The high laminar flame speed of H2 is caused by
its large molecular di↵usivity, as well as by the higher chemical reactivity
which intensifies the formation of a radical pool [103]. Hence, the laminar
flame speed of a hydrogen-enriched mixture increases with increasing its
concentration. The presence of H2 in fuel-mixtures also a↵ects indirectly
the laminar flame speed. Indeed, hydrogen enhances the sensitivity of SL

to stretch and curvature, which in turn have an e↵ect on the density of the
burnt and unburnt gases. Finally, both last variables are connected to the
definition of SL. CH4-H2-air flames become di↵use-thermal unstable, when
the H2 mole fraction in the mixture exceeds 45%, while pure CH4 flames
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are di↵use thermal stable [103]. The preferential di↵usion of H2 leads to a
locally increased equivalence ratio and increased consumption rate per unit
area in positive curved flame regions. This leads to the formation of cusps
and enhanced flame surface area generation, leading to an overall increased
turbulent flame speed [104].

Another important combustion property, of special relevance for H2 com-
bustion, is the ignition delay time, which is relevant for the control of auto-
ignition. A typical definition for the ignition-delay time is the time delay
between a sudden pressure increase, for example in a shock tube experi-
ment, and the following rapid increase in hydroxyl (OH) emissions [105].
The ignition delay time of hydrogen is similar to other fuels below 1000 K,
but becomes much shorter at higher temperatures. To control it, a su�cient
level of mixing is required [106].

On the other hand, ammonia shows a very low laminar flame speed, about
20% of the one typical of methane (Table 2.3) and high ignition delay
time [23]. Furthermore, the flammability range for NH3/air mixture is
narrower and the ignition temperature is higher, indicating that ammonia
has low flammability. Therefore, its blending with or cracking into hydrogen
is frequently suggested [99].

Property NH3 H2 CH4

Flammability Limit (Eq. ratio) 0.63-1.4 0.1-7.1 0.50-1.7
Max laminar flame speed (m/s) 0.07 2.91 0.37

Min auto-ignition temperature (K) 923 824 885

Table 2.3: Fundamental combustion characteristics of ammonia, hydro-
gen and methane.

2.4 Mass and energy balances

As mentioned in Section 2.3, the fuels used during this thesis are mainly
composed by CH4, NH3 and H2. The combustion reaction has to be written
in a general form to manage all fuels in a simple way. Therefore, the main
idea is to use an equivalent molecule CxHyOzNw for the considered fuel,
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whose oxidation is the following:

CxHyOzNw + m(1 + E)(O2 + fN2/O2
N2) ! xCO2 +

y

2
H2O

+ mfN2/O2
(1 + E)N2 +

w

2
N2 + mEO2, (2.1)

where x, y, z, are the coe�cients for the equivalent molecule, E is the air
excess, fN2/O2

or f is the ratio between the molar fraction of N2 and O2

in air (3.76). Let us define m as the number of oxygen moles required to
ensure the complete combustion of one mole of equivalent fuel:

m = x + y/4 � z/2. (2.2)

The coe�cients are easily found by weighted mean of the number of the
considered atom in each species i using the corresponding molar fraction
as weight. For x one could write:

x =
NsX

i=1

⇣
(NC)ixi

⌘
, (2.3)

where NC is the number of carbon atoms. The fuel flow rate injected into
the chamber is then calculated as:

ṅf =
Pth

LHV
, (2.4)

where Pth is the required thermal power and LHV is the low calorific value,
calculating applying the Hess’ law to the chemical reaction in Eq. 2.1 con-
sidering water in gaseous state (thereby its standard enthalpy of formation
too). On the other hand, combustion air flow rate becomes:

ṅair = ṅf

⇣
m(1 + f)(1 + E)

⌘
, (2.5)

where m(1 + f) is the stoichiometric coe�cient for air. Finally, the equiv-
alence ratio � can be defined as:

� =
ṅf/ṅair

(ṅf/ṅair)st
. (2.6)

Following Figure 2.6, a global energy balance of the flameless furnace can
be set as:
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Figure 2.6: Sketch of the system considered to evaluate the global energy
balance of the furnace.

Pth + Pfuel + Pair = Pcool + Pwalls + Prad + Pexh + �P, (2.7)

where Pth is the power generated by combustion, Pfuel and Pair are the
sensible heat of fuel and combustion air (usually negligible). On the right-
hand side of Eq. 2.7, Pcool is the power transferred to the cooling system,
Pwalls are the losses trough the walls, Prad is the radiative power transmit-
ted trough the window, Pexh is the enthalpy associated with the exhaust
gases, while �P considers the losses not taken into account to satisfy the
balance. Each sensible power (Pcool and Pexh) can be determined by the
generic equation:

Pi = ṅi

Z T2

T1

cp,idT, (2.8)

where T1 is the cooling air inlet temperature or the reference temperature
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(Tref = 298.15 K), while T2 is either the exhaust temperature before the
heat exchanger or the cooling air outlet temperature. Finally, cp,i is the
specific heat capacity at constant pressure of the fluid i. The latter is ap-
proximated with a 4th degree polynomial according to the NASA’s JANAF
tables [107]. The process e�ciency of the furnace is evaluated considering
the useful heat subtracted by the cooling system and the radiative heat lost
through the window 1 as:

⌘p =
(Pcool + Prad)

Pth
. (2.9)

Looking at Figure 2.6, combustion air enters the furnace after being pre-
heated through the heat exchanger by the exhaust gases. Considering that
the air temperature after the heat exchanger (Tair,out) can not directly
be measured due to hardware limit, one could retrieve it analysing the
following energy balance on the heat exchanger (Figure 2.7):

⇣
ṅexh

Z Texh,in

Texh,out

cp,exhdT
⌘
✏he =

⇣
ṅair

Z Tair,out

Tair,in

cp,airdT
⌘
, (2.10)

where ṅexh and ṅair are the exhaust gases and cooling flow rates, while ✏he
is an e�ciency accounting for a non adiabatic heat exchanger (Pwalls,he).
According to the manufacturer data, the latter can be set as 0.9.

Figure 2.8 shows an idealized sketch to estimate the radiative power trans-
mitted trough the window (Prad). The solution of the problems relies on the
following assumptions: (1) steady-state conditions, (2) furnace interior and
exterior surroundings are large, isothermal surfaces, (3) furnace insulation
layers are adiabatic and di↵use-gray with uniform radiosity. The open-end
ideal surfaces (A1 and A2) and the two sides of the insulation (both named
as AR) form a di↵use-gray enclosure. The hypothetical areas A1 and A2

behave as black surfaces at the respective temperatures of the large sur-
roundings to which they are exposed. Since AR is adiabatic, it behaves as
a re-radiating surface and its emissivity has no e↵ect on the analysis. The
net radiation passing through the window (A2) can be finally written as:

Prad =
Eb1 � Eb2

1 � ✏1
✏1A1

+
1

A1F12 + [(1/A1F1R) + (1/A2F2R)]�1
+

1 � ✏2
✏2A2

, (2.11)

1Indeed, if the window was closed by insulation material, the operator shall increase
the cooling heat flux to keep the same operating parameters constant.
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Figure 2.7: Sketch of the system considered to evaluate the energy bal-
ance of the heat exchanger.

where Fij is the view factor between surfaces i and j and ✏i is the emis-
sivity of the surface i 2. Ebi is the black body emissive power �T 4

i , where
� = 5.67 x 10�8 W/m2K4. The view factor F12 can be determined using
the relation between aligned parallel rectangles (see Appendix A), while
using the summation rule on A1, one could find:

F1R = 1 � F12, (2.12)

and from symmetry of the enclosure F2R = F1R.

Finally, the energy loss trough the walls (Pwalls) considers the convective
and radiative heat exchange as:

Pwalls = A(hconv + hrad)(Twalls � Tsur), (2.13)

where A is the external furnace wall surface, Twalls is the wall temperature,
Tsur is the temperature of the surrounding air and hrad and hconv are the
radiative and convective heat transfer coe�cients, respectively. More infor-
mations about the estimate of the heat transfer coe�cients can be found
in Appendix A.

2✏2 can be assumed equal to 1, being the surrounding
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Figure 2.8: Idealized problem to quantify the radiative power transmitted
tough the window.

2.5 Uncertainty quantification

When a physical quantity is measured (called “measurand”), its uncertainty
comes out in two ways: (1) from the statistical methods used to analyse it,
which is called Type A uncertainty, and (2) from any other method, called
Type B uncertainty. Often, but not systematically, Type A uncertainties
represent the stochastic behaviour of the measurand (i.e. its repeatability),
and Type B uncertainties represent the lack of accuracy of the measurement
system. Let consider a physical quantity X be measured through n inde-
pendent repetitions xi having for mean value x̄. If n ! 1 then x̄ ! x̄1
and therefore x̄ is our best estimate of x̄1 , with an uncertainty ux̄ being
the standard deviation of the mean. For an assumed normal distribution
of X and an infinite sample of measurements, the region x̄ ± ux̄ represents
a 68.3% probability that x̄1 falls in between it. This is called Type A
uncertainty [108]:

utypeA = ux̄ =

vuut 1

n(n � 1)

NX

i=1

(xi � x̄)2. (2.14)

However, x̄1 is not the true value of the physical quantity X. Indeed,
a measurement tool must first be calibrated in all conditions of interest
in order to capture a sensible value of a specific physical quantity. Type
B uncertainty encompasses linearity, linearisation, repeatability, tempera-
ture or pressure drift, reference, and least count (LC) uncertainties (i.e.
the smallest variation that can be captured by the measurement tool), all
obtained through a calibration process of the sensor or provided by the
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manufacturer [109]:

utypeB =
q

u2
ref + u2

LC + u2
lin + u2

fit + u2
drift + u2

repeat. (2.15)

Concerning manufacturer uncertainties, if no precision is made on the prob-
ability level and distribution type, they are conventionally assumed to be of
uniform distribution and at a 100% probability level [109]: uman,X =

p
3 ·

uX .

The global uncertainty becomes:

uglobal =
q

u2
typeA + u2

typeB, (2.16)

Finally, the uncertainty on the measurement of X with a 95% probability
is denoted as U95,X :

U95,X = 1.96 · uglobal. (2.17)

Finally, when a physical quantity is computed from several measurands,
there is no concept of Type A or Type B uncertainties, since the variable is
not directly measured by a sensor. Let us consider the physical quantity Z
computed from the measurands Yi: Z=f(Y1, ..., Yn). The uncertainty on Z
will be proportional to the global uncertainty (i.e. Type A and Type B) on
Yi by the rate of change of Z with respect to Yi. Given that second-order
derivative factors can be neglected, and assuming that Yi are uncorrelated
between them, one obtains the uncertainty on Z through the first-order
Taylor series approximation of Z:

uZ =

vuut
NX

i=1

⇣ @f

@Yi

⌘2
· u2

Yi
. (2.18)



Chapter 3

Fuel flexibility in the ULB
furnace

The aim of this Chapter is to provide further understanding on the be-
haviour of non-conventional blends, testing CH4-H2 and NH3-H2 blends on
the ULB flameless burner. Both fuels would allow to reduce the carbon
footprint, introducing, however, operative issues, such as very high temper-
ature and NO emissions. First, methane/hydrogen blends are presented,
focusing on measures to reduce the maximum temperature and NO emis-
sions, increasing the air injection velocity or the fuel lance length. Second,
ammonia/hydrogen blends are analysed, varying the percentage of ammo-
nia up to extinction and the equivalence ratio to define an optimal working
window to minimize NO and NH3-slip emissions. Finally a Well Stirred
Reactor (WSR) analysis allowed to explain the measured trend, highlighting
the most impacting reactions.
This chapter is partially based on the following publication:

M. Ferrarotti, W. De Paepe, A. Parente, “Reactive structures and pol-
lutant emissions for methane/hydrogen mixtures in flameless regime”,
Combustion&Flames, In preparation.

M. Ferrarotti, A. Bertolino, R. Amaduzzi, A. Parente, “On the influ-
ence of kinetic uncertainties on the accuracy of numerical modelling of an
industrial flameless furnace fired with NH3/H2 blends: a numerical and
experimental study”, Frontiers in Energy Research, Under review.
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Author’s contribution to the publications The author developed the
experimental facility and the measurements techniques. He also performed
the experimental tests and post-processing for both methane/hydrogen and
ammonia/hydrogen cases. He also helped in conceptualizing the idea of
WSR for ammonia/hydrogen blends, providing the main operating param-
eter of the reactor. The kinetic analysis on the WSR was performed by A.
Bertolino. The author helped in interpreting the results.
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3.1 Introduction and literature review

Flameless combustion is a flow controlled combustion technique because
it requires internal recirculation of burnt gas in the combustion chamber.
The recirculation e�ciency is commonly measured by the recirculation ra-
tio kv defined as the ratio of recirculated mass flow of combustion products
and the mass flow of the injected fresh reactants [9]. The injected fuel
and air flows are the driving force for the in-furnace flow field. This in-
volves a complex three-dimensional fluid dynamics pattern, with vortices
and recirculation loops. For these reasons, Jet in hot co-flow (JHC) burners
(Adelaide JHC [14] or Delft JHC [110], more information in Chapter 5)
only reveal part of the important flow and combustion characteristics in
a furnace. Indeed, internal flow field is crucial for establishing flameless
combustion in a furnace [111, 112]. Therefore, this gap must be bridged
with experiments in real burner in lab-scale or quasi-industrial furnaces.

In the last years, detailed measurements have been conducted in a num-
ber of test benches operating in flameless combustion, such as at RWTH
Aachen [46, 51, 113], University of Adelaide [30], Technical University of
Lisbon [88, 114], University of Mons [56, 115], TUDelft [89], Università
Federico II di Napoli [57, 61, 116] and at CORIA [55].

Nevertheless, the above mentioned studies focused mostly on conventional
fuels, such as natural gas and methane, and only a few used non-conventional
fuels, such as biogas [57], blast furnace gas (BFG) [56], methane/hydrogen
blends [55] and ammonia [61] (Table 3.1). Furthermore, there are only
few comprehensive studies investigating the e↵ect of operating parameters,
such as equivalence ratio, injection velocity, loads and thermal power on
NO emissions and turbulence/chemistry interactions.

The present work investigates hydrogen and ammonia-enriched flames
(methane/hydrogen and ammonia/hydrogen blends) and their combustion
performances in terms of pollutant emissions and turbulence/chemistry in-
teractions. Furthermore, the e↵ect of the air injection velocity and recircu-
lation ratio kv is also shown as a measure to retrieve flameless combustion
conditions going towards a pure hydrogen flame. In-flame temperatures,
OH* and CH* chemiluminescence and pollutant emissions analysis are em-
ployed.

The remainder of this chapter is organised as follows. The methane/hydrogen
campaigns are described in Section 3.2, focusing on the e↵ect of the air
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Table 3.1: A summary of the fuels used in the main working groups op-
erating in flameless.

Group Power [kW] Fuel

Aachen 5-10 Methane

Adelaide 7.5-20 Natural gas

Lisbon 6-13 Methane

Mons 30 Methane, BFG

Naples 0.1-10
Methane, propane
biogas, ammonia

CORIA 20 Methane/hydrogen

TUDelft 9 Natural gas

injection diameter and the fuel lance length. Section 3.3 is devoted to pol-
lutant emissions in ammonia/hydrogen blends. Finally, Section 3.3.2 wants
to explain the measured trends of Section 3.3 using a Well Stirred Reactor
(WSR) network.

3.2 Methane/Hydrogen blends

The goal of this section is to test the performances of the ULB flame-
less furnace for progressively decarbonated fuel blends, ranging from pure
methane to pure hydrogen. Furthermore, the study investigates di↵erent
techniques to mitigate the higher temperature and pollutant emissions due
to the introduction of hydrogen in the fuel. Following Table 3.2, di↵erent
air injectors sizes (Air ID), equivalence ratio (�), fuel lance extra length
(L) and nitrogen dilution (D) were tested and evaluated. An input ther-
mal power of 15 kW was chosen considering multiple aspects. The first is
to remain within safe operating temperatures for the furnace components,
considering in particular the junctions between furnace insulation, metallic
structure and quartz window. The second is to prevent the main reaction
zone from positioning itself too close to the top wall of the furnace, where
the optical access is limited. The cooling power subtracted via the air cool-
ing system was set to 5.1 kW to ensure an exhaust gases temperature of
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around 950 � before the heat exchanger1.

Test Pth [kW] Pcool [kW] � [-] H2 [%vol] Air ID [mm] L [mm] D [%]
T1 15 5.1 0.8 0-100 25 0 0
T2 15 5.1 0.8 0-100 20 0 0
T3 15 5.1 0.8 0-100 16 0 0
T4 15 5.1 0.7-1 50 16 0 0
T5 15 5.1 0.8 0-100 16 25 0
T6 15 5.1 0.8 0-100 16 50 0
T7 15 5.1 0.8 100 16 25 0-50

Table 3.2: Operating conditions of the experimental tests on the CH4- H2

mixtures.

Experiments were performed at steady-state conditions, after a warming
period of about 3 h, during which the same burner was used in normal
flame conditions, acting on the fluid dynamic of the injection. In the fol-
lowing, ”MxHy” term represents the operating conditions where the fuel is
a mixture of x % (vol.) of CH4 and y % (vol.) of H2.

3.2.1 Settings and processing method

The suction pyrometer (shown in Chapter 2) was used to extract in-flame
temperature at di↵erent vertical positions, among the set of twelve equally
spaced (50 mm distant) ports (Figure 2.1). Indeed, the aim was to have a
finer spatial resolution in the high gradient region of the furnace. The di↵er-
ential voltage signal was continuously sampled at 10 Hz and automatically
converted to temperature units with a National Instrument cold-junction
compensated acquisition card. The acquisition time was set to 40 s and an
averaged value was then calculated.

Thanks to a movable support system, chemiluminescence images were taken
at the height of the reaction region2 due to the limited size of the field of
view of the camera. Considering the size of the window (1100⇥450 mm),
the accessible area on the symmetry plane of the furnace goes from 40 mm
to 500 mm from the burner exit3. A series of Nf frames was taken at a
global acquisition frequency of 17 Hz. The images post-processing includes:

1For the case 50/50 CH4/H2 �=0.8
2which changes case by case
3furnace total height of 700 mm
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• noise subtraction. A background image was taken with the flame
extinguished and hot walls for both OH* and CH*. Afterwards, it
was subtracted from the raw images to remove the wall radiation
interferences;

• average of the Nf frames;

• an Abel inversion [117], based on the symmetrized and smoothed im-
age, was used for data transformation from the line-of-sight-integrated
image of chemiluminescence emissions to radial distributions. The
smoothing was performed with a 20-pixel filter.

A preliminary analysis focused on determining the number of frames Nf

needed to have a statistically converged average, considering M75H25. Fig-
ure 3.1 compares di↵erent Nf values, i.e. 10, 100, 150, 300. It clearly states
that 150 frames are enough to reach statistically convergence and, there-
fore, this value was used for the entire analysis. Secondly, Figure 3.2 shows
the post-processing sequence, comparing selected di↵erent frames ((a)-(f)),
among the 150, along with averaged and Abel-inverted distributions. Con-
sidering flameless combustion is characterized by a weak chemiluminescence
signal, the camera maximum exposure time (80 ms) was considered. The se-
lected frames ((a)-(f)) show a sequence of ignition-extinction processes for a
flameless combustion case. Indeed, the reactive region is not an unique and
smooth surface, but it is formed by di↵erent auto-ignition kernels. This is in
line with the work of Huang [89], who investigated methane flameless com-
bustion with high frequency OH*. According to his results, three types of
autoignition events can be identified: individual autoignition kernel, which
is formed and convected downstream and might or not lead to an intense
zone; multiple autoignition kernels, which appear in a region at nearly the
same time. Finally, both the individual and multiple autoignition kernels
can develop into an autoignition kernel cluster [89]. Looking at Figure 3.2
(g)-(h), it also appears that the major e↵ect of the Abel-inversion is the
symmetrisation of the profile. This might be either a consequence of a nar-
row depth of field or the fact that combustion is happening on the axial
plane. Di↵erences might be noticed if the reaction zone was detected on the
recirculation loop induced by the top wall. In light of these considerations,
Abel-inversion will not be considered hereafter.

Pollutant emissions were sampled at 1 Hz and averaged considering 60 s of
acquisition time. After removing the water content measured by the FTIR,



CHAPTER 3. FUEL FLEXIBILITY IN THE ULB FURNACE 47

0

500

0 70-700 70-700 70-700 70-70

292

100
(a) (b) (c) (d)

Figure 3.1: Averaged OH* distribution based on 10 (a), 100 (b), 150 (c)
and 300 (d) frames. Units in mm and counts.

the pollutant emissions were normalized at 3% of O2 as normal practise for
a gas fired process.

3.2.2 Main features of flameless combustion of CH4-H2 mix-
tures with air injector ID25

The first experimental campaign was aimed at analysing the performances
of the burner using a standard air-injector dimension, ID 25 mm (hereafter
called ID25), once varying the percentage of hydrogen in the blend (Case
T1 of Table 3.2). The equivalence ratio was set to 0.8. The main operating
conditions are summarized in Table 3.3. It appears clear the higher the
hydrogen content (in molar basis) the lower the LHV and therefore the
higher the needed flow rate and the injection velocity. The behaviour is
not linear, therefore passing from 50% to 75% H2 would imply a bigger
increment in terms of fuel flow rate and velocity respect the case from 0 to
25%. On the other hand, the required air flow rate decreases incrementing
the hydrogen content, in accordance with the stoichiometry of the reaction.

The furnace was preheated in “flame” mode using a partially premixed
combustion until reaching the self-ignition temperature even in the lower
corners. At that point, the fuel was delivered through the coaxial injection,
activating the “flameless” mode. Figure 3.3 shows a comparison between
the two modes in terms of photographs taken with a Canon EOS 80D 1/70
s exposure time and NO emissions for M100H0. It appears clear how the
flame is visible and attached in the first case, while reactions occur away
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Figure 3.2: (a)-(b)-(c)-(d)-(e)-(f) Instantaneous frames taken at di↵erent
times, (g) averaged and (h) Abel-inverted OH* distributions.
Units in mm and counts.

from the burner so that the burner itself becomes relatively cooled, for the
second mode. Furthermore, the combustion reaction has a quite diminished
visibility that stems from a decrease in the radiation extending up to the
ultraviolet range [113]. This is also clear from the NO emission plot. In
“flame” mode, NO are high (200 ppm) following essentially the thermal
pathway, while they become single digit switching to flameless, which is
characterized by smooth temperature gradients, without peaks.

Figure 3.4 shows photographs taken with the same camera, varying the
percentage of hydrogen in the fuel (from 100% CH4 (a) to 100% H2 (e)). A
visible flame structure appears with M75H25 and it is progressively shifted
upstream with M50H50 and M25H75. Finally, M0H100 shows its charac-
teristic invisible flame.

Figures 3.5-3.6 o↵er a comparison in terms of contours and averaged tem-
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Table 3.3: Main operating parameter for the experimental campaign with
the air injector diameter ID 25 mm. �=0.8.

%H2 [vol] ṅf [Nm3/h] vf [m/s] ṅair [Nm3/h] vair [m/s]

0 1.51 9.86 17.95 44.92

25 1.83 11.95 17.67 44.22

50 2.32 15.15 17.24 43.15

75 3.17 20.72 16.51 41.29

100 5.01 32.72 14.86 37.27
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Figure 3.3: Photographs of “flame” (a) and“flameless” (b) modes and NO
emissions. Canon EOS 80D 1/70 s exposure time.

peratures measured at di↵erent spatial location using the suction pyrome-
ters ports, as shown in Figure 2.1. It must be underlined that these ports
are equally spaced (each 50 mm) and located in a space between z = 100 and
z = 600 mm along the axial direction. This means that a complete mapping
of the temperature in the furnace is not possible. Figure 3.7 investigates
the position and shape of the reactive region using averaged chemilumines-
cence OH* images. A lift-o↵ distance is also defined by searching along
the vertical axis (z), the height from the burner exit where 5% of the OH*
maximum intensity is reached. Figure 3.8 shows the standard deviation (�)
associated to the OH* averaged images of Figure 3.7.
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Figure 3.4: Photographs of M100H0 (a), M75H25 (b), M50H50 (c),
M25H75 (d) and M0H100 (e). The visible reaction zone is
highlighted. Canon EOS 80D 1/70 s exposure time. CH4-H2

blends. ID25.
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Figure 3.5: Contours of temperatures measured at di↵erent spatial coor-
dinates (black dots) varying the H2 percentage. The contours
represent only a part of the furnace. Units in mm and �.
Test-case T1.

Finally, the definition of MILD combustion provided by Cavaliere et al. [10]
was analysed.

Tmax � Tin < Tsi. (3.1)

The original formulation proposed by Cavaliere et al. [10] investigated
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Figure 3.6: Averaged temperature measured at (a) z=100 mm, (b) z=150
mm, (c) z=200 mm, (d) z=300 mm, (e) z=400 mm and (f)
z=600 mm, varying the H2 percentage. Averaged experimen-
tal uncertainty of 10 K. Test-case T1.

MILD combustion behaviour of a mixture methane/oxygen/nitrogen re-
acting in a Well Stirred Reactor. For the authors, Tmax was the maximum
temperature of the system and Tin was the inlet temperature of the reac-
tant mixture to the WSR. Applying this formula to the ULB furnace is not
easy, since Tin might be either considered as the air inlet temperature (Tair)
or the reactants temperature once mixed with the recirculating exhausts
(Tmix). Tair is not measured directly, but calculating considering an energy
balance on the heat exchanger. On the other side, Tmix is di�cult to be
evaluated, since it needs the support of CFD simulations to determine the
recirculation degree kv. In details, the latter was estimated considering the
following relation:

kv =
ṁrec

ṁa + ṁf
=

ṁmix � (ṁa + ṁf )

ṁa + ṁf
, (3.2)

where ṁmix is the flow rate of the reactants mixed with exhaust gases. This
flow rate was calculated as follows. First, the reactive region was identified
observing the contour of the species OH and three planes were defined at
di↵erent axial locations within said region. Second, the flow rate passing
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Figure 3.7: Averaged OH* distribution varying the H2 percentage. The
flame lift-o↵ is highlighted. Units in mm and counts. Test-
case T1.
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Figure 3.8: Standard deviation distribution for OH* varying the H2 per-
centage. Units in mm and counts. Test-case T1.

through a clip of positive velocity (towards the top wall) along these planes
was then calculated. ṁmix was defined as the average between the result-
ing three values. Once kv was known (Table 3.4), Tmix was determined
considering an ideal mixing between air, fuel and recirculating exhausts.
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Both the approaches were evaluated and reported in Table 3.5. The mix-
ture self-ignition temperature Tsi was evaluated following Olchewsky et
al. [118]. It must be pointed out that this analysis can be performed only
for cases where the reaction zone is located above the first measurement
point (z > 100 mm), otherwise the maximum measured temperature might
not correspond to the maximum temperature of the system, falsifying the
evaluation.

Table 3.4: Recirculation ratio kv estimated using CFD simulations, vary-
ing the hydrogen content. Test-case T1.

M100H0 M75H25 M50H50 M25H75 M0H100

kv 13 8 7 6 4

The pure methane (M100H0) case shows a very smooth temperature dis-
tribution (Figure 3.5) with temperature peak not exceeding 1300 K (Fig-
ure 3.6) and a reactive region (Figure 3.7) shifted downstream and most
probably attached to the top wall. Indeed, the OH* signal is not visible
in the investigated region (z  500 mm). This case represents an ideal
flameless configuration, since no flame is visible and it can be classified
as MILD for both definitions (Table 3.5). Indeed, although the maximum
temperature might be located above 600 mm, it is safe to consider that it
does not go beyond the threshold (Tsi + Tin). Furthermore, it is caution-
ary to consider it lower than the one of M25H75. M0H100 presents an high
ignition delay time with a minimum lift-o↵ of 500 mm. Chemistry plays a
major role, since combustion becomes chemically controlled (⌧c � ⌧mix).

Hydrogen has a much higher adiabatic temperature, reactivity, mass and
thermal di↵usivity compared to methane. Indeed, a progressive addition of
hydrogen in methane induces an exponential increase of laminar burning
velocity [119] and a more robust sensitivity of turbulent flames to stretch
rate [120]. Addition of hydrogen to methane has already proven to be a
convenient way to enhance combustion features. This is true in standard
non-diluted conditions, for example when adding up to 20% of H2 in a
swirl burner [121], as well as in mild flameless conditions, where the com-
bustion stability and limits of dilution are widened [53] and heat release
can be intensified. These properties are a key aspect to understand the
transition from pure methane to pure hydrogen. Indeed, the fuel blend
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increases progressively its reactivity and the ignition delay time is reduced,
as well as the lift-o↵ and eventually losing the flameless/MILD behaviour
of the furnace. This is in line with previous studies [56][55]. Indeed, visible
structures appear at M75H25 and become progressively more intense and
shifted upstream. The OH* contour for M75H25 (Figure 3.7) occupies a
large fraction of the furnace, becoming more localised and intense towards
pure hydrogen. The OH* standard deviation peak (Figure 3.8) is the half
of the one on the averaged image. This can be explained looking at the
instantaneous images of Figure 3.2, which fluctuate in a space between 100
and 292 mm. The flame lift-o↵ passes from 120 mm (M75H25) to 50 mm
(M50H50) and less than 40 mm (M25H75), as shown in Figure 3.7. This
can be quantitatively confirmed by the maximum measured temperature
of 1612 K at z = 200 mm for M75H25, corresponding to the maximum
OH* intensity, 1795 K at z = 100 mm for M50H50 and 1776 K for M25H75
(Figures 3.5-3.6). For the latter, the authors expect it not to be the real
maximum temperature, since the maximum OH* distribution is located
at z = 40 mm. It appears clear, since the flame lift-o↵ decreases, that
the entrainment of exhaust gases at the locations where reactions begin is
smaller. Then, combustion occurs in less diluted environment. This can
be quantitatively confirmed by the recirculation ratio kv reported in Ta-
ble 3.4. Here, a di↵erence classifying the cases as MILD arises, considering
the air or the mixed gases temperature as inlet temperature of the ideal
WSR. Indeed, in the second case, M50H50 case can be classified as MILD
(Table 3.5). However, there are discrepancies between the presence of a
visible flame structure region (basis of the flameless definition) starting at
M75H25 with the MILD requirement.

The pure hydrogen flame appears attached to the burner exit, indeed OH*
is partially visible (Figure 3.7) and it is characterized by a wider high
temperature zone (T � 1700 K up to z = 400 mm). This might also due to
the higher impulse of the fuel jet due to the high flow rate needed to keep
the thermal input power constant. This determines two concurrent jets (air
and fuel) and a higher penetration of the fuel along the axis implying a more
elongated reaction zone. The maximum temperature is well below the first
measurement point, therefore the MILD criteria can not be evaluated. The
flame lift-o↵ can be assumed as negligible and the flame becomes mixing
controlled, i.e. once the reactants are mixed they burn (⌧c ⌧ ⌧mix).

Figure 3.9 compares the CO2 and NO emissions varying the hydrogen per-
centage. Both are on dry basis, while NO emissions were normalized at 3%
O2. The decrease of CO2 emissions is more pronounced for large H2 content.
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Table 3.5: Classification of the cases as MILD combustion, according to
the two di↵erent estimations of Tin. Tmax refers to the maxi-
mum measured temperature. Test-case T1.

%H2[mol] Tair,in[K]1 Tmix[K] Tmax[K] Tsi[K] MILD2 MILD3

0 908 1197 1284 885 X X

25 909 1185 1612 866 X X

50 920 1180 1795 840 X

75 922 1145 1776 830 NA NA

100 973 1137 1780 824 NA NA

1 U95,Tair ⇡ 30 K.
2 Tin=Tair.
3 Tin=Tmix.

On the other hand, pollutant emissions follow the discussion about tem-
perature. Indeed, below M90H10 the system shows single digit emissions.
The increment of hydrogen content has a primordial role of enhancing the
NNH pathway as well as the thermal route, which both start to become
relevant at M50H50 (⇡ 1800 K).

A global energy balance is reported in Table 3.6 to analyse the performances
of the furnace, as well as the relative uncertainties. The heat leaving the
furnace through the walls (Pwalls) was estimated after measuring the wall
temperatures and taking into account radiation and natural convection
on the vertical and horizontal walls (⇡ 27% of the overall energy). The
energy loss through the window (Prad) (⇡ 18%) was calculated considering
the radiative energy emitted from the insulation walls leaving the window.
The last two components su↵ers from the biggest uncertainties due to the
dependence on the fourth power of temperature. The amount of energy
recovered by the air-cooled tubes (Pcool) was calculated using the measured
temperature and mass flow rate of the air entering and leaving the tubes;
this energy output accounts for 34% of the losses. Considering the sum
of cooling and radiative losses through the window, the process e�ciency
reaches values of 54% (pure methane) and 57% (M50H50). The power
lost through the exhaust gases (Pexh) decreases increasing the hydrogen
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Figure 3.9: NO and CO2 emissions varying the H2 percentage. CH4-H2

blends. ID25.

content in the fuel in the face of a reduced air mass flow. �P accounts for
the energy loss not considered in the other terms. Sensible heat of air and
fuel are neglected. A further study to quantify the uncertainty related to
these variables is proposed in Appendix B.

Table 3.6: Furnace energy balance for the investigated cases. Test-case
T1.

Power [kW] M100H0 M50H50 M0H100

Pth 15.00 15.00 15.00

Pcool 5.10 5.10 5.10

Pwalls 4.11 4.13 4.14

Prad 2.79 2.91 2.91

Pexh 3.00 2.86 2.52

�P 0.0 0.0 0.33
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OH* vs CH*

Chemiluminescence is the spontaneous electromagnetic radiation that is
produced when chemically created excited states return to a lower energy
state. In the past years, many studies focused in understanding the impor-
tant reactions governing this phenomenon. A general mechanism foresees
a formation and a release of energy via either collisional quenching with
other molecules or spontaneous radiative transition to the ground state.
In combustion of hydrocarbon fuels, OH* formation is mainly provided by
reaction with CH, while in pure hydrogen flame it is due to third body
reaction with radicals O and H. For CH*, the formation is due to C2 and
C2H (Table 3.7).

Table 3.7: Formation (F), quenching (Q) and release (R) reactions for
OH* and CH*. Only a part of the quenching reactions is re-
ported.

Type OH* Reactions CH* Reactions

F CH + O2 �*)� OH* + CO C2 + OH �*)� CH* + CO

F H + O + M �*)� OH* + M C2H + O �*)� CH* + CO

Q OH* + H2O ! OH + H2O CH* + H2O ! CH + H2O

Q OH* + CO2 ! OH + CO2 OH* + CO2 ! CH + CO2

Q OH* + CO! OH + CO CH* + CO! CH + CO

R OH* ! OH + h⌫ CH* ! CH + h⌫

Figure 3.10 shows the averaged CH* distribution varying the H2 percentage.
The position and shape are similar to those of OH*. However, the maxi-
mum number of counts is achieved for M50H50, since the formation of CH*
involves the radicals C2 or C2H and local rich conditions. A relevant noise
level was recorded for M100H0, where the reaction zone is not visible, al-
though the noise coming from the wall was already subtracted. Figure 3.11
quantifies the standard deviation (�) associated with the averaged images
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of Figure 3.10. The same considerations made for OH* (Figure 3.8) are
still valid, even if, here, the relative impact of � is much higher.

Figure 3.10: Averaged CH* distribution varying the H2 percentage.
Units in mm and counts. CH4-H2 blends. ID25.

3.2.3 Main features of flameless combustion of CH4-H2 mix-
tures varying the air injector ID

The aim of the second experimental campaign (Test-cases T2-T3 of Ta-
ble 3.2) was to reduce the temperature peaks and pollutant emissions, re-
trieving flameless conditions for fuels with high hydrogen content (above
25%). Since hydrogen has high di↵usivity and it increases the reactivity
of the mixture, the first technique consisted in enhancing the mixing with
the exhaust gases (i.e. increasing the recirculation ratio), as well as re-
ducing the residence time of the mixture within the reactive region. To
achieve this aim, two di↵erent air injector diameters were employed: ID20
and ID16. The first e↵ect was to increase the injection velocity, as shown
in Table 3.8. The maximum velocity was achieved with pure methane with
ID16, 202 m/s reaching Ma ⇡ 0.22. Table 3.9 shows the important incre-
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Figure 3.11: Standard deviation distribution for CH* varying the H2 per-
centage. Units in mm and counts. CH4-H2 blends. ID25.

ment of the recirculation ratio kv using ID16 at the place of ID25. This
is more evident for low hydrogen content, while the discrepancy between
the two values becomes null for pure hydrogen, underlying how combustion
happens in a region very attached to the burner exit and the entrainment
of hot combustion products is much smaller.

Focusing on Figures 3.12-3.13, which compare photographs and contours
of temperature for the three injectors for M50H50, the beneficial e↵ect of
the increased mixing on the performance of the burner is clear. Indeed, the
visible reaction region is progressively shifted downstream and it almost
vanishes for ID16, becoming truly “flameless”.

This aspect can be quantitatively confirmed looking at the temperatures
and OH* distribution for ID20 (Figures 3.14-3.15) and for ID16 (Fig-
ures 3.16-3.17). M75H25 appears to be completely flameless, characterized
by smooth temperature profiles and an OH* region wide and positioned
above 300 mm, already with ID20. Once ID16 is employed, the temper-
ature peak at M50H50 is lowered from about 1800 K to 1680 K and the
OH* region is shifted from 80 mm to 200 mm from the burner exit, corre-
sponding to the maximum temperature point. M25H75 and M0H100 cases
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still preserve a very high temperature (1800 K) also with ID16, even if the
flame lift-o↵ becomes slightly bigger, i.e. 80 mm (M25H75) and 40 mm
(M0H100). In light of that, assuming a direct correspondence between the
maximum temperature and maximum OH*, the usage of ID16 allows to
measure the actual maximum temperature for M25H75, but still not for
pure hydrogen. The OH* distributions for ID16 (Figure 3.17) appear not
to be perfectly symmetric. However, it must be considered that the gap
between air and fuel nozzles is very narrow (2 mm). This means that an
alignment tolerance between the two nozzles might implies a deviation re-
spect to the burner axis, which is amplified by the high air momentum.

Table 3.8: Air injection velocity varying the air injector ID. Test-cases
T1-T2-T3.

Case vair,25 [m/s] vair,20 [m/s] vair,16 [m/s]

M100H0 44.92 88.04 202.06

M75H25 44.22 87.03 198.92

M50H50 43.15 84.91 194.09

M25H75 41.29 81.25 185.72

M0H100 37.27 73.34 167.65

Table 3.9: Recirculation ratio kv estimated using CFD simulations for
air injection diameter ID25 and ID16, varying the hydrogen
content. Test-cases T1-T3.

ID [mm] M100H0 M75H25 M50H50 M25H75 M0H100
25 13 8 7 6 4
16 28 25 18 14 4

The MILD classification, reported in Table 3.10, follows the two possible
definitions of Tin defined above. Only M50H50 with ID16 can be considered
MILD for both formulations, being its maximum measured temperature
1680 K. Once again, there is not direct correspondence between MILD and
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Figure 3.12: Photographs of M50H50 for air injector ID25 (a), ID20
(b) and ID16 (c). The visible reaction zone is highlighted.
Canon EOS 80D 1/70 s exposure time. Test-cases T1-T2-
T3.
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Figure 3.13: Contours of temperature measured at di↵erent spatial coor-
dinates for M50H50 and ID25, ID20, ID16. The contours
represent only a part of the furnace. Units in mm and �.
Test-cases T1-T2-T3.
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Figure 3.14: Averaged temperature measured at (a) z=100 mm, (b)
z=150 mm, (c) z=200 mm, (d) z=300 mm, (e) z=400 mm
and (f) z=600 mm for ID20, varying the H2 percentage. Av-
eraged experimental uncertainty of 10 K. Test-case T2.

Figure 3.15: Averaged OH* distribution for ID20, varying the H2 per-
centage. Units in mm and counts. Test-case T2.
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Figure 3.16: Averaged temperature measured at (a) z=100 mm, (b)
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Figure 3.17: Averaged OH* distribution for ID16, varying the H2 per-
centage. Units in mm and counts. Test-case T3.
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Table 3.10: Classification of the cases as MILD combustion, varying the
hydrogen content and the air injector ID.

%H2[mol] ID251 ID252 ID201 ID202 ID161 ID162

0 X X X X X X

25 X X X X X X

50 X X X X

75 NA NA NA NA NA NA

100 NA NA NA NA NA NA

1 Tin=Tair.
2 Tin=Tmix.
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flameless, since this particular case shows still a slightly visible reactive
structure Figure 3.12c. The highest hydrogen content cases still present a
maximum temperature below the first measurement point, therefore it was
not possible to apply such a criteria.

The NO emissions distribution of Figure 3.18 follows the consideration
drawn so far. Indeed, the temperature reduction, achieved increasing the
recirculation degree, lowers the thermal pathway, leaving NNH and possi-
bly N2O as dominant source of NO. In particular, ID20 and ID16 decrease
NO emission by 51% (55 ppm) and 84% (18 ppm), respectively compared
with ID25 (111 ppm) for M50H50. A correlation, already partially seen
for ID25 (Figure 3.9), can be established between NO emissions and the
achievement of flameless conditions. Indeed, when NO is below a certain
threshold (i.e. 10 ppm), no visible flame structures were noticed. M50H50
confirms this trend, having 18 ppm and a slightly visible reaction region
Figure 3.12.

A further study (Test-case T4), varying the equivalence ratio for an equimo-
lar case (M50H50) is presented in Appendix D.

3.2.4 Main features of flameless combustion of CH4-H2 mix-
tures varying the fuel lance length

Additional experimental campaigns (Test-cases T5-T6) aimed at further
reducing the temperature peak and pollutant emissions for the highest hy-
drogen contents (above 50%) were carried out using a longer fuel injection
lance. Indeed, di↵erently from previous tests, the fuel lance was immersed
inside the furnace for a total distance of 25 mm (L25) or 50 mm (L50)
respect to the air injector (ID16), as shown in Figure 3.19. Being the fuel
injected further downstream in the furnace, it guarantees more time to the
air stream to be diluted by the exhaust gases, thus increasing the recircula-
tion degree kv from 18 to 20 (L25) and 21 (L50) for M50H50. As a result,
the fuel mixture will encounter an oxidizer having a much lower oxygen
content. This is quantitatively confirmed by CFD simulations (for details
see Chapter 6), comparing the oxygen mass fraction profiles (Figure 3.20)
extracted at a relative distance (z+ = z - L) of 50 mm and 100 mm from
the fuel lance, for four di↵erent lance lengths (0, 10, 25, 50 mm).

Figure 3.21 shows the measured axial temperature as a functions of the
three lances along z+, i.e. the relative distance from fuel lance exit. The
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Figure 3.19: Conceptual sketch of the injection system, increasing the
fuel lance length of 25 mm (L25) (b) and 50 mm (L50) (c)
respect to the standard configuration (L0) (a).
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Figure 3.20: CFD profiles of oxygen mass fraction, extracted at a relative
distance of 50 mm (a) and 100 mm (b) from the fuel lance
exit. Four di↵erent lance length are compared. M50H50,
ID16.

fuel lance L25 has already a strong impact, reducing the measured temper-
ature peak of 25%, 5% and 10% for M50H50, M25H75 and M0H100 cases,
respectively. No major di↵erences can be highlighted between L25 and L50,
meaning that L25 guarantees already a strong enough oxigen dilution. The
same conclusions can be drawn observing the OH* distribution for the same
cases adopting L25. The flame lift-o↵ is now calculated respect to the fuel
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exit at the end of the flame lance. MILD combustion was achieved up to
M25H75 for L25 and L50 also for the strictest condition (Tin = Tair). In-
deed, the first measurement point (z = 100 mm) reveals now the maximum
temperature for M25H75. Furthermore, no visible flame structures were
detected for all the investigated conditions.
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Figure 3.21: Averaged temperature profiles extracted along the axis and
shown in function of z+ for (a) M50H50 , (b) M25H75 and
(c) M0H100. Averaged experimental uncertainty of 10 K.
Test-cases T5-T6.

Finally, NO emissions confirmed the consideration done so far. Indeed,
using the lance L25 allows a reduction of 54%, 83% and 87% with respect
to the standard lance for M50H50, M25H75 and M0H100, respectively.
The NNH pathway possibly becomes the only relevant route, since thermal
NO are almost suppressed, considering the measured temperatures. Once
again, the correlation mentioned above is verified, since no visible flame
zone were detected up to M40H60, where NO emissions are below 10 ppm.

A further study (Test-case T7) focused on the dilution of pure hydrogen
with nitrogen and it is reported in Appendix D.
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Figure 3.22: Averaged OH* distribution for L25, varying the H2 percent-
age. Units in mm and counts. Test-cases T5-T6.
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Figure 3.23: NO emissions varying the H2 percentage and the fuel lance
length L. Test-cases T5-T6.
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3.3 Ammonia/Hydrogen blends

The aim of the fourth experimental campaign was two-folded. First, to
present first-of-their-kind experimental data from an industrial flameless
burner fired with H2/NH3 blends, over a wide range of operating condi-
tions. This campaign aimed at finding a configuration with optimal trade-
o↵ between NOx emission and ammonia slip, while testing fuel flexibility of
the furnace. Second, to explain the experimental trends of NOx emissions
using a well stirred reactor (WSR) network to model chemistry in diluted
conditions.

3.3.1 Pollutant emissions for NH3/H2 blends

The main working parameters, such as power and cooling, were kept con-
stant with respect to the methane/hydrogen flames. Two air injectors were
used (ID25 and ID16), standard fuel lance and a span of equivalence ratio
� (0.8-1), as reported in Table 3.11. In the following, NxHy term represents
the fuel mixture of x %vol. of NH3 and y %vol. of H2.

Test Pth [kW] Pcool [kW] � [-] NH3 [%vol] Air ID [mm]
T1 15 5.1 0.8-1 0-100 25
T2 15 5.1 0.8-1 0-100 16

Table 3.11: Operating conditions of the experimental tests on the NH3-
H2 mixtures.

Figure 3.24 shows the intense yellow color typical of ammonia combustion
for di↵erent NH3-H2 blends, for the case ID25 and � = 1.

Figures 3.25-3.26 compare averaged experimental temperature profiles ex-
tracted at di↵erent axial locations and OH* imaging for the N50H50 mix-
ture, varying the air ID and the �. Using ID16 and � = 0.8, the reaction
region is located in the region 110-160 mm from the nozzle, with a maxi-
mum temperature of around 1750 K, at z = 150 mm. The OH* contour also
appears more spread and less intense compared to the other cases. Indeed,
ID16 ensures a very high injection velocity (⇡ 185 m/s), leading to a high
strain rate value close to the burner exit. When the latter is reduced, at a
certain axial distance, ignition occurs, leading to a noticeable lift-o↵. Keep-
ing the same injector, but reducing the air excess (� = 1), thinner reaction
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Figure 3.24: Photographs of NH3-H2 combustion for (a) N10H90, (b)
N20H80, (c) N40H60, (d) N50H50 and (e) N60H40. ID25,
� = 1. Canon EOS 80D 1/70 s exposure time.

layer shifted towards the burner exit is observed. However, for this case, as
well as for ID25, the actual maximum temperature is likely to be located
below the first available measurement port (z = 100 mm). When the ID25
is employed, the OH* region is shifted even more upstream (between 50-80
mm). Unfortunately, temperatures for case ID25 � = 1 were not measured,
since the suction pyrometer was damaged permanently by the corrosion of
the condensing ammonia within the pipe.

Figure 3.27(left) shows the normalized NO and ammonia-slip emissions,
varying the ammonia molar fraction and the equivalence ratio for ID25. Dif-
ferently from nitrogen-free fuels (i.e. methane and hydrogen), when a fuel
blend containing ammonia is used, di↵erent pathways are involved. With
a small amount of NH3 (10% in volume), NO emissions grow considerably
(from 159 to 827 ppm for � = 0.8) reaching a peak at between 50% and 60%
NH3 of 3500 ppm. Moreover, results suggest that the stoichiometry has a
major impact on NO formation, confirming literature outcomes from So-
marathne et al. [122] and Sorrentino et al. [61]. As expected, the minimum
NO emission levels were obtained close to stoichiometric conditions. Un-
der these conditions, NO is less sensitive to the reaction O+NH2=H+HNO
(R31 in Table 3.12) due to a lower availability of the radical O. HNO is
then converted to NO via the reaction HNO+H ! NO+H2 (more details
Section 3.3.2). Furthermore, going towards � = 1, the peak is shifted pro-
gressively towards lower ammonia molar fraction up to 10 %NH3 for � = 1
(137 ppm). Very low NO emissions (single digit) can be achieved for this
last condition (� = 1), for a percentage of ammonia above 50%. The sta-
bilization of pure ammonia combustion was not achieved, since extinction



CHAPTER 3. FUEL FLEXIBILITY IN THE ULB FURNACE 71

1200

1500

1800

0 60 120

(a)

T
[K

]

x[mm]

0.8 ID16

0 60 120

(b)

x[mm]

1 ID16

0 60 120

(c)

x[mm]

0.8 ID25

0 60 120

(d)

x[mm]
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Figure 3.26: Averaged OH* distribution for ID16 �=0.8 (a) and �=1 (b)
and for ID25 �=0.8 (c) and �=1 (d). Units in mm and
counts. N50H50.

occurred above 80% NH3, for all the investigated conditions. In literature,
there are example of pure ammonia burning in MILD regime, for instance
Sorrentino et al. [61] managed to use pure ammonia in a cyclonic burner,
under specific conditions. Further investigations will focus on extending the
extinction limit pre-heating ammonia and/or reducing the thermal power
to enhance the reactivity and increase the residence time, respectively.
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Figure 3.27: (Left) NO and (Right) NH3-slip emissions varying the NH3

percentage in the fuel (vol.) and the equivalence ratio � for
ID 25 mm. NH3-slip averaged relative uncertainty of 8%.

Table 3.12: List of sensitive reactions for NH3-H2 blends.

Index Reaction

R31 O+NH2=HNO+H

R39 NH+NH2=H+N2H2

R76 NO+NH2=N2+H2O

R80 NH+OH=HNO+H

R85 NH+NO=H+N2O

R89 OH+N=H+NO

R90 O2+N=O+NO

R91 NO+N=N2+O

Finally, reaching conditions close to stoichiometry, unburned ammonia might
be found in the exhaust gases (NH3-slip). At � = 1 (Figure 3.27(right)),
NH3-slip rapidly increases reaching values about ⇡ 3000 ppm, while it is
almost zero for lean conditions. An optimal window can be found between
� = 0.95 and � = 1.00 with a strong reduction in NO emission (maxi-
mum value 400 ppm) as well as low NH3-slip. However, It must be pointed
out that it is easier to clean the exhaust gases removing ammonia (i.e.
by condensation, adsorption) than adopting techniques to abate NO (i.e.
DeNOx).

The e↵ect of the air injector ID is shown in Figures 3.28 for both NO (left)
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Figure 3.28: (Left) NO and (Right) NH3-slip emissions varying the NH3

percentage in the fuel (vol.) and the equivalence ratio � for
ID 16 mm. NH3-slip averaged relative uncertainty of 8%.

and NH3-slip (right) emissions. A higher air inlet velocity tends to increase
NOx emissions as well. This might be explained considering the following:
a higher recirculation ratio kv decrease NO since it increases the level of
dilution, however a reduced residence time (ID16) might not guarantee a
su�cient time to convert NO into N2. An in-deep explanation is o↵ered in
Section 3.3.2. Analogous trends can be observed varying the equivalence
ratio.

3.3.2 Characterisation of ammonia/hydrogen blends inWSR
with EGR

The aim of this section is to qualitatively explain the pollutant emission
trends observed in Figures 3.27-3.28.

As recommended by Medwell et al. [123], an adiabatic, non-isothermal well-
stirred reactor was adopted to model the chemistry of a highly diluted and
preheated reactive mixture (i.e. MILD-like conditions). In particular, this
work focuses on NOx formation, aiming to map pollutant emissions in dif-
ferent operating conditions (see Table 3.11), and to qualitatively reproduce
the experimental trends. Indeed, being flameless combustion characterized
by a slower chemistry, ignition is likely to take place in flame kernels with
premixed fuel and oxidizer and relatively low strain rate, i.e. distant from
the inlet.

Figure 3.29 shows a schematic representation of the adopted network. The
mixing unit takes three streams in input, namely fuel, air and kv moles of
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Figure 3.29: Schematic representation of the adopted reactor network.

exhaust gases (exhaust gas recirculation-EGR). Each stream is associated
with a temperature value, which is set equal to the experiments. In partic-
ular, the temperature of exhaust gases flow is set to be equal to the furnace
outlet (before the heat exchanger). This allows to avoid modelling of heat
losses along the recirculation region, where the mixture may be assumed to
be non-reactive (Zieba et al. [124]). As proposed by Medwell et al. [123],
intermediate species were included in EGR, since they were found to take
part in pre-ignition chemistry in MILD regime Sidey et al. [125]). The
complete list of recirculated species in the exhaust gas is: NH3, H2, O2, N2,
H, O, H2O, OH, HO2, NO.

The analysis was carried out using the mechanism from Stagni et al. [13].
The network consists in a Matlab script involving the perfectly stirred reac-
tor solver in OpenSMOKE++ by Cuoci et al. [11] to solve canonical reactors
with detailed kinetics. The simulation is iteratively repeated until conver-
gence for both the outlet temperature and NO moles fraction is achieved,
i.e. residuals are lower than a certain threshold. OpenSMOKE++ [11]
also enables the user to perform sensitivity, and rate of production (ROP),
analyses. These capabilities were used to identify influential reactions to be
further investigated with uncertainty quantification (UQ). The recirculation
degree kv and the residence time ⌧res of the reactor were estimated using
CFD simulations. In particular, the recirculation degree kv was estimated
as explained in Section 3.2.2, while the residence time of the reactor was
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defined as the averaged mixing time scale of the PaSR model (⌧res=⌧mix),
extracted from CFD simulations within the reactive region delimited by
OH contours.

The WSR analysis is not intended to quantitatively predict the experimen-
tal data shown in Figures 3.27-3.28, but to provide qualitative information
about NO formation in hydrogen-ammonia mixtures. Figure 3.30 shows the
NO estimations computed with the WSR network, varying the ammonia
molar fraction in the fuel, for two di↵erent equivalence ratios (i.e. � = 0.8,
1).

Figure 3.30: Pollutant emission estimates from the WSR network, for
�=1.0 (left) and �=0.8 (right) at di↵erent fuel composition.

Remarkably, the simplified reactor network is capable of qualitatively re-
producing the experimental trends (see Figures 3.27-3.28). In fact, the
following conclusions can be withdrawn by looking at Figure 3.30:

• at �=1 (see Figure 3.30 left), for the ID16 burner, a peak is observed
in correspondence of the N10H90 mixture, then emissions diminish
as ammonia concentration in the fuel raises;

• at �=0.8 (see Figure 3.30 right), NO emissions increase with respect
to stoichiometric conditions;

• at �=0.8, a lower NO production can be achieved using a larger air
injector (ID25). This is in line with what was found experimentally
(see Figure 3.27). The lower inlet velocity, due to ID25 configuration,
reduces the entrainment of exhaust gas (kv), and increases residence
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time in the reactive zone (⌧res). Globally, this results in reduced
emissions.

Figure 3.31 reports the most influential reactions for the mixtures N25H75
and N50H50, at di↵erent equivalence ratio, namely 0.8 and 1.0.

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3

R85: NO+NH=H+N2O

R91: NO+N=N2+O

R76: NO+NH2=N2+H2O

R31: O+NH2=H+HNO

R80: OH+NH=H+HNO

R89: OH+N=H+NO

R39: NH+NH2=H+N2H2

R90: O2+N=O+NO

Sensitivity coefficient [-]

ER = 0.8, N25H75

ER = 0.8, N50H50

ER = 1.0, N25H75

ER = 1.0, N50H50

Figure 3.31: NO sensitivity analysis for NH3/H2 mixtures at di↵erent fuel
compositions for �=1. ID16.

In particular, reactions involved in the hydrogen core mechanism were dis-
carded a priori. The sub-mechanism for thermal NOx, involving R89, R90
and R91, was found to be particularly sensitive, especially for stoichiometric
mixtures. However, it was not considered for the uncertainty quantification
study of Section 6.3, as the authors assumed it to be well-characterized (see
Baulch et al. [126]). Interestingly, R85 is the most important reaction with
negative sensitivity coe�cient. It is also important to point out that NO is
very sensitive to R31, which forms HNO, for lean conditions, where more
oxygen is available. Indeed, HNO is then converted to NO via HNO +
H = NO +H2. This may explain why lean conditions produce higher NO
emissions. However, R31 as well as R76, were found to have high sensitivity
coe�cient for temperature and consequently ruled out from the UQ study
of Section 6.3. Regarding other reactions, R80 converts NH into HNO and
impact positively the sensitivity, and R39 is only sensitive for higher am-
monia content in the fuel than 25%. Indeed, this reaction a↵ects more and
more the formation of NO as NH2, and NH production increase, due to
higher availability of NH3 as well as lower H and OH radicals concentra-
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Figure 3.32: ROPA and flux analysis for NH3-H2 mixtures. ID16.

tions. As a consequence, only R80, R85 and R39 were selected for a further
study involving uncertainty quantification (Section 6.3).

In addition, a flux analysis was performed for both N25H75 and N50H50
mixtures (see Figure 3.32), to explain the NO emissions trends. Ammonia
reactivity proceeds along NH2 ! NH ! N, and NO is part of its oxidation.
In fact, NH2 mainly forms NH and HNO in R31, which gives NO. The NH
intermediate has a crucial role, as not only leads to NO through HNO in
R80, but also reacts with it in R85 to form N2O, which is almost completely
converted to N2 in the termination step H+N2O=N2+OH. In addition, NH
is converted to N, which exhibits an analogous behaviour, i.e. it produces
NO in R89 and R90, but also reacts with it in R91, again as a termination
step. Up to N10H90, hydrogen concentration is so high that the radical
pool is extremely rich in H and OH, prompting HNO production (R80)
and its next conversion to NO, determining an emissions peak. The latter
peak is even more pronounced at �=0.8 because of the higher availability
of local O radical, prompting the HNO production via R31. As the NH3

percentage in the fuel increases (i.e. at N50H50), these pathways weaken,
and R39 starts competing. The latter reaction, o↵ers an alternative path
to NH, namely N2H2 ! NNH ! N2, which tends to reduce the NO for-
mation by subtracting NH and NH2 from the pool of reactants. So, R39
is part of the reason why richer fuel mixtures in NH3 show decreased NO
emissions. In fact, this reaction shows a positive impact of NO sensitivity
in Figures 3.31 as it competes with NH ! NO ! N2O ! N2, which repre-
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sents the preferential way for the system to reduce NO emissions. Finally,
one possible explanation for the existence of a shifted peak at �=0.8 (see
Figure 3.27) is the higher oxygen content, which pushes the NO produc-
tion through HNO in R31 for richer mixtures with respect to stoichiometric
conditions, delaying the e↵ect of R39.

3.4 Summary and conclusion

In this Chapter a in-depth experimental analysis is reported for the ULB
flameless furnace. The aim is to provide a further understanding on the
behaviour of non-conventional fuel blends, such as hydrogen/methane and
hydrogen/ammonia, in terms of turbulence/chemistry interactions and pol-
lutant emissions.

First, an experimental campaign was conducted to analyse the performance
of the burner with a standard air injector diameter (ID25). A progressive
addition of hydrogen in methane enhanced combustion features, reducing
the ignition delay time and increasing the reactivity of the system. This was
confirmed by averaged measured temperature and OH* chemiluminescence
imaging. A threshold of 25% H2 was defined for detecting visible flame
structures, while MILD conditions were achieved up to 50% H2 accord-
ing to the formula proposed by Cavaliere et al. [10], considering the inlet
temperature as the temperature of the mixture exhausts and reactants.

Second, further experimental campaigns aimed to reduce temperature peaks
and pollutant emissions varying the air injector diameter and, therefore, the
injection velocity, up to 200 m/s for ID16. This allowed to reach very high
recirculation degree kv, up to 28 for pure methane. The e↵ect was relevant
on both the position of the reaction zone, the maximum temperature of
the system and pollutant emissions, with a reduction of 200 K and 84%,
respectively, for M50H50 ID16.

Other campaigns focused on using a longer fuel injection lance. The fuel
lance was indeed immersed into the furnace for an extra length of 25 mm
and 50 mm. Being the fuel injected further downstream in the furnace, it
guarantees more time to the air stream to be diluted by the exhaust gases,
increasing the recirculation degree. Pollutant emissions were reduced of
87% for pure hydrogen. Minor di↵erences were found between the two
length, meaning that L25 provides an already su�cient enough dilution.
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MILD conditions were reached up to M25H75 with no visible flame struc-
tures.

Finally, a further campaign was performed to confirm the enhanced fuel
flexibility of the ULB flameless furnace fired with ammonia/hydrogen blends.
Operating configurations in terms of trade-o↵ between NOx emissions and
ammonia slip could be identified. In fact, ammonia slip emissions are neg-
ligible in lean conditions, while they become relevant close to � = 1. The
optimal working point was identified for all fuel mixtures at � = 0.95,
which allows to reduce NO emissions with respect to leaner conditions,
while keeping low NH3-slip (below 10 ppm). Additionally, in stoichiomet-
ric conditions a peak in NO emissions was observed for both tested injectors
(ID16 and ID25), at N10H90 fuel composition. Then, emissions decreased
up to extinction, which occurred above N80H20. In general, for lean cases
(� = 0.8), the NO production increased, and a shifted peak towards higher
ammonia content in the fuel (N60H40) was observed. Using a bigger air
injector (ID25) also help controlling pollutants emissions, as the associated
residence time increases enhancing the conversion of NO to N2. A simplified
reactor network, consisting in a WSR reactor with a mixer unit was built to
qualitatively explain these trends. A detailed study, considering sensitivity
and flux analysis on NO formation, was performed. It was found out that
NO is reduced at stoichiometric condition because of a lower reactivity of
the reaction O + NH2 ! H +HNO. Indeed, HNO in turn is converted to
NO via the reaction HNO + H ! NO + H2. Furthermore, the presence of
two competitive path, i.e. N2H2 ! NNH ! N2 and NH ! NO ! N2O !
N2 is the key to understand the presence of a peak at varying the ammonia
molar fraction in the fuel. The analysis also highlighted the most three
impacting reactions (R80, R85 and R39), which should be considered for
uncertainty quantification analysis.





Chapter 4

Mathematical models

In this chapter, the theories and models that are used in the following chap-
ters are introduced and described. Firstly, the Reynolds Averaged Navier-
Stokes (RANS) approach is presented. Secondly, RANS approaches for
turbulent combustion modelling and the closure for the stresses and fluxes
are introduced. Thereafter, two combustion models are presented, EDC
and PaSR, emphasizing the e↵ect of the mixing and chemical time scales.
The radiative properties of gases are then modelled with a weighted-sum-
of-grey-gas (WSGG) model which accounts for the mole ratio between CO2

and H2O. The models developed in this thesis have been implemented in
the commercial CFD package Ansys Fluent 19.0.

81
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4.1 RANS for turbulent combustion modeling

Reynolds averaging splits any quantity into a mean and fluctuating com-
ponent as follows:

f = f̄ + f 0 with f̄ 0 = 0. (4.1)

In density varying flows, Reynolds averaging introduces many unclosed cor-
relations between any quantity f and density ⇢ fluctuations, ⇢0f 0. There-
fore, Favre averaging (or density-weighted averaging) [127] is usually used
to avoid this issue. The Favre averaged quantity is written as:

ef =
⇢f

⇢
. (4.2)

Any quantity can be decomposed as follows:

f = ef + f 00 with ef 0 = 0. (4.3)

The Favre-averaged governing equations for low Mach numbers become:
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Enthalpy:
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The remaining unclosed terms are: Reynolds stresses (]u00
i u

00
j ), species and

enthalpy turbulent fluxes ( ]u00
i Y

00
k and ]u00

i h
00), mean laminar di↵usive fluxes

for species and enthalpy (⇢D @Yk
@xi

) and ⇢↵ @h
@xi

, viscous stresses ⌧ij , and

species chemical reaction rate (!̄k) and mean radiative source term S̄r.
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4.1.1 Closure for RANS equations

Turbulent fluxes are generally closed using the classical gradient di↵usion
assumption:
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Sct
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, (4.8)
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, (4.9)

where Sct and Prt are the turbulent Schmidt number and Prandtl number,
respectively. The molecular di↵usion term are generally modelled as:
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where Dm,k is the molecular di↵usion coe�cient for species k in the mixture
and ↵ is the thermal di↵usivity. Since Sct = µt/(⇢Dt) (Dt is the turbulent
di↵usivity), the molecular di↵usion can also be written as Sc = µ/(⇢Dm)
and therefore ⇢Dm = µ/Sc.

Reynolds stresses (]u00
i u

00
j ) are normally described using the Boussinesq’s

turbulent viscosity hypothesis [128].
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where µt is the turbulent dynamic viscosity. The turbulent kinetic energy
k is defined as:

k =
1
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Among the di↵erent type of approaches that can be used to close turbulent
viscosity in RANS simulation, the two equation k-✏ model [129] is the most
used in CFD codes. Turbulent viscosity in k-✏ model is estimated as:

µt = ⇢Cµ
k2

✏
, (4.14)
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where Cµ is a model constant. Turbulent kinetic energy k and its dissipation
rate ✏ are calculated by their modelled transport equations:
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The model constants are [128]:

Cµ = 0.09, �k = 1 �✏ = 1.3, C✏1 = 1.44, C✏2 = 1.92.
(4.17)

The production term Pk is given by:
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and it can be rewritten using Equation 4.12. The standard k-✏ model is
robust, computationally fast and has the potential advantage of generality
since it requires no direct empirical input such as a mixing-length speci-
fication. Nevertheless, it has the disadvantage of over-estimating the jet
spread rate for axisymmetric jets. To overcome this issue a modification
of the constant C✏1 (from 1.44 to 1.60) was proposed by Dally et al. [130].
In the last years, many improved version of the standard k-✏ were defined,
such as the Realizable k-✏ [131] for spreading rate of planar and round
jets or for flows involving rotation, RNG k-✏ [132] for rotating flows and
k-! [133] for cases where the wall e↵ects are predominant.

The mean reaction rates !̇k in species balance equations can be modelled
using di↵erent combustion models, as presented in Section 4.2.

4.2 Combustion model

The interactions between chemical kinetics and turbulent mixing represent
the main interest of turbulent combustion modeling. With regard to non-
premixed combustion, it is possible to identify two conditions which allow
to completely decouple the problem:

• Infinitely fast chemistry : the combustion process is dominated by
turbulent mixing;
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• Finite rate chemistry: the combustion process is limited by chemical
reactions.

The Eddy Break-up and Eddy Dissipation models were both developed
under the hypothesis of infinitely fast chemistry, whereas topological ap-
proaches, such as the flamelet model [134] and presumed PDF (Probability
Density Function) and transported PDF method [135] were proposed for
finite rate chemistry.

Model based on tabulated chemistry techniques [136] were recently devel-
oped to account for detailed kinetic mechanisms, saving computational cost.
Among them, the Flamelet Generated Manifold model (FGM) [137, 138] is
one of the most used and promising. It is a chemistry reduction method
that combines the advantages of dimension reduction techniques based on
chemical steady-state assumptions and Flamelet models [139]. FGM is
based on two main assumptions: the n-dimensional space of compositions
of a combustion system can be represented by a lower-dimensional manifold
(tabulated chemistry), and a complex flame structure (laminar or turbu-
lent) can be treated as an ensemble of laminar flames (Flamelet approach).
Several works [89, 140, 141] investigated MILD systems using Flamelet
approach. Ceriello et al [141] investigated also the e↵ect of the internal ex-
haust gas recirculation on the performances of a tabulated chemistry model
through an experimental and numerical study on a cyclonic burner.

On the other side, a reactor-based model, such as the Eddy Dissipation
Concept (EDC) by Magnussen [142], has found wide application for the sim-
ulation of turbulent reacting flows, especially for cases where kinetics plays
a major role, as it appear for MILD/Flameless combustion. MILD com-
bustion processes feature reduced peak temperatures and enhanced mixing
phenomena to increase the energy e�ciency and reduce the emissions of
pollutants. In such systems, the characteristic scales of turbulence ⌧⌘ and
chemistry ⌧c have comparable magnitude, as proven by a Damköhler num-
ber (⌧mix/⌧c) approaching unity [143]. Therefore, infinitely fast chemistry
models and also the standard flamelet approach are not suited for this
combustion regime, as proven by Christo et al. [71] and Parente et al. [31].
EDC has the advantage of incorporating detailed kinetics at a not negli-
gible computational cost, which is however a↵ordable when compared to
more sophisticated models such as transported PDF methods. The Par-
tially Stirred Reactor (PaSR) model [77] was proposed as an alternative to
EDC. PaSR is conceptually similar to EDC since they both model the com-
bustion process as a sequence of reaction and mixing processes in locally
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Surrounding Fluid

Fine Struct.

Figure 4.1: Conceptual drawing of the EDC model.

uniform regions, i.e. fine structure. In EDC, the dimensions of the fine
structures are of the same order of magnitude of the Kolmogorov length
scale, whereas in PaSR the reacting volume fraction of the computational
cell is expressed as a function of chemical and mixing time scales estimated
globally. Details about EDC and PaSR models are provided below.

4.2.1 Eddy Dissipation Concept

The Eddy Dissipation Concept (EDC) was developed by Magnussen [142]
and afterwards extended by Gran and Magnussen [144] and Magnussen [145].
EDC separates each computational cell into two zones. One zone is indi-
cated as “fine structure” and another one as “surrounding”. It assumes
that combustion takes place in the fine structures where the dissipation of
the flow turbulence kinetic energy occurs. In the original model by Mag-
nussen [142], the fine structures were modelled as Perfectly Stirred Reactors
(PSR). A conceptual drawing of the EDC model is presented in Figure 4.1.

EDC is based on a cascade model providing the mass fraction of the fine
structures, ��, and the mean residence time of the fluid within the fine
structures ⌧⇤, as a function of the flow characteristic scales:

�� = C�

⇣⌫✏

k2

⌘1/4
, (4.19)

⌧⇤ = C⌧

⇣⌫

✏

⌘1/2
, (4.20)
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where ⌫ is the kinematic viscosity, while C� and C⌧ are constants in the
EDC model [142]. The mean reaction rate (source term in the species
transport equation) is expressed as [144]:
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⇢�2

�

⌧⇤(1 � �3
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�fYk � Y ⇤
k

�
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The term fYk denotes the averaged mass fraction of the species k between
the fine structures and the surrounding fluid, while Y ⇤

k is the mass fraction

of species k in the fine structures. The mean mass fraction fYk can be
expressed as a function of Y ⇤

k and Y 0
k (mass fraction of species k in the

surrounding fluid):
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Recently, Evans et al. [74] presented an improved version of the EDC model
for MILD combustion with adjusted C� and C⌧ coe�cients, whereas Par-
ente et al. [72] proposed functional expression of the EDC coe�cients on
dimensionless flow parameters, such as Reynolds and Damköhler number.

4.2.2 Partially Stirred Reactor

In the PaSR model [77], as in the EDC model, the computational cell is
divided into two locally uniform zones: reactive and non reactive. The final
concentrations within the cell is determined by the mass exchange between
two zones, driven by turbulence. The mean source term provided to the
species transport equation is expressed as:

!̇k =
⇢(Y ⇤

k � Y 0
k )

⌧?
, (4.23)

where ⌧? represents the residence time in the reactive structure. The factor
 provides the partially stirred condition, being the volume fraction of the
reactive zone.  is defined as the ratio between the chemical time scale ⌧c
and the sum of the chemical time scale and the mixing time scale ⌧mix:

 =
⌧c

⌧c + ⌧mix
. (4.24)

To get the value of Y ⇤
k in Eq. 4.23, the reactive zone is considered as an

ideal reactor (either a PSR or a plug flow reactor, PFR) evolving from Y 0
i ,

during a residence time ⌧⇤:
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The term !̇k is the instantaneous formation rate of species k. Following a
time-splitting approach, the final integration of dY 0

k/dt over the residence
time ⌧⇤ in the reactor is Y ⇤

k . In the original formulation proposed by Cho-
miak [77], the residence time on the reactive fraction (⌧⇤) was defined as the
mixing time scale (⌧mix). However, in the present thesis, this definition is
adapted to the minimum between ⌧c and ⌧mix to account for high reactivity
cases (⌧c ⌧ ⌧mix). Indeed, the reactants would actually stay in the reactive
structure as long as it is needed, which is the minimum of the two time
scales. The estimation of the chemical and the mixing time scales becomes
crucial to ensure accurate predictions of the model. See Appendix C for a
validation of the residence time ⌧⇤ formulation.

Estimation of chemical time scale

Chemical time scale estimation from Jacobian matrix eigenval-
ues For the evaluation of chemical time scale, Fox [146] suggested using
the eigenvalues of the Jacobian matrix J of the chemical source terms. The
Jacobian matrix J has the dimension of k ⇥ k, where k is the number of
chemical species in the mechanism. After the decomposition of the Jaco-
bian matrix, the chemical time scale is estimated with the inverse of the
eigenvalues is �k:

⌧c,k =
1

|�k|
. (4.26)

In Eq. 4.26 ⌧c,k is the characteristic time scale of species k. After removing
the dormant species (characterised by infinite time scale values), the largest
chemical time scale can be chosen as leading scale for the evaluation of the
PaSR parameter .

Chemical time scale estimation from formation rates The decom-
position of the source term Jacobian matrix is accurate but time consuming,
especially when large chemical mechanisms are used. The formation rate
based characteristic time scale evaluation is a simplified approach. Instead
of getting the chemical time scale for each species from the Jacobian ma-
trix decomposition, the ratio of species mass fraction and formation rate
in the reactive structure is directly used [147], approximating the Jacobian
diagonal terms:

⌧c,k =
Y ⇤
k

|dY ⇤
k /dt| . (4.27)
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Estimation of mixing time scale

Static approach Kärrholm [148] and Nordin [149] estimated the mixing
time scale as a certain fraction of the integral time scale. The latter is
a characteristic time scale in turbulent flows and it is related to the eddy
break-up time leading from large-scale to Kolmogorov vortices. The mixing
time scale is equal to:

⌧mix = Cmix
k

✏
, (4.28)

where k is the turbulent kinetic energy ✏ is the dissipation rate of the
turbulent energy. Cmix is a model constant, which must be conveniently
selected by the user. This constant is normally adjusted in a wide range
(from 0.001 to 0.3 according to Kärrholm [148]). Kuron et al. [150] invoked
the adoption of a dynamic model, given the observed wide variability in
the optimal choice of Cmix.

Fractal-based approach Another approach is based on the concept of
fractal structures in turbulence [151]. According to this theory, the mixing
time can be expressed as [152]:
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where ↵=3(D�3)
1+D , D is the fractal dimension, Cµ is the constant of the k-✏

model of turbulence and Ret is the turbulent Reynolds number (⌫t/⌫). In

this approach, the term
⇣

cµ
Ret

⌘ 1�↵
2

is equivalent to the previously defined

Cmix. However, the parameter is not any more a constant, but rather a
function of Ret. It can be shown that a value of D=3.5 corresponds to the
Kolmogorov time-scale, whereas adopting D=5 results in the integral time.

Dynamic approach An automatic definition of ⌧mix based on local prop-
erties of the flow-field using a dynamic approach was proposed by Raman
et al. [153]:

⌧mix = ⌧� =
g�002

e✏�
, (4.30)
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whereg�002 is the variance of the scalar � and e✏� is its dissipation rate, defined

as 2Dm
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, where Dm is the molecular di↵usion coe�cient. An

equivalent Cmix can also be defined as:
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k/✏

. (4.31)

Recognizing that Cmix is not an universal constant, a dynamic estimation
of a mixing time shall be based on the resolution of transport equations
for the scalar variance and scalar dissipation rate [154]. Being PaSR a
reactor model based on the segregation between chemistry and mixing, an
estimation of the mixing time is required. To achieve that, a reference scalar
must be taken into account. In the present thesis, this scalar is considered
as the mixture fraction, in agreement with Senouci et al. [155], strongly

simplifying the transport equations for g�002 and e✏� [146]. An interesting
alternative approach might involve the usage of reacting scalar, but the
latter was not investigated in the present work. Following [18], the system
of transport equations can be written as:

D⇢̄gZ 002

Dt
=

@

@xj

⇣
⇢(Dm + Dt)

@gZ 002

@xj

⌘
+ 2⇢Dt

⇣ @ eZ
@xj

⌘2
� ⇢̄e�, (4.32)
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e�e✏
ek

+CP1
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gZ 002
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e�
ek

Pk,

(4.33)

where Z is the mixture fraction, gZ 002 is the mixture fraction variance
Dt is the turbulent di↵usivity, e� is the mixture fraction dissipation rate.

Pf = �2⇢̄ ]u00
kZ

00(@ eZ/@xk) is the production of scalar fluctuation and

Pk=�⇢̄]u00
ku

00
i (@

eUi/@xk) is the production of turbulent kinetic energy. The

coe�cients are listed in Table 4.1, where R⌧ = (k/✏)/(gZ 002/�) is the me-
chanical to scalar time-scale ratio.

The combustion and mixing models have been coupled to the main solver
via a bespoke subroutine (user-defined function written in C).
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Table 4.1: Coe�cients of the scalar dissipation rate equation by various
authors [18].

Author CP1 CP2 CD1 CD2

Chen [156] 0.5 1.45 1.15 0.65
Jones and Musonge [157] 1.7 R�1

⌧ 1.45 1.0 0.9
Sommer et al. [158] 0.9 0.72 1.1 0.8

4.3 Radiation Modeling

Including radiation e↵ects in combustion modelling is very important to
achieve good predictions in combustion systems where radiation heat trans-
fer plays a significant role, especially for closed environment (i.e. furnace).
Radiation heat transfer in participating media is governed by the radia-
tive transfer equation (RTE), which establishes a relation for the variation
of the spectral radiation intensity I⌫ along a certain path in the medium.
Since the scattering e↵ect is negligible in a gas fired furnace, the RTE for
an absorbing, emitting, and non-scattering medium [159] is given by:

dI⌫(r, s)

ds
= �⌫(r)I⌫(r, s) + ⌫(r)Ib⌫(r). (4.34)

In the above equation, I⌫(r, s) is the spectral radiation intensity at point r
and direction s, Ib⌫ is the blackbody radiation intensity, ⌫ is the spectral
absorption coe�cient of the medium.

In flameless furnaces, fuel and air streams are highly diluted by recirculated
burnt gases, which contain carbon dioxide and water, increasing the infrared
radiative flux [79]. At this purpose, in the present thesis, the Discrete
ordinates method (DOM) model, available in ANSYS Fluent, was used for
radiation modelling. Indeed, it is a good compromise between accuracy and
computational cost [160]. Furthermore, it allows the solution of radiation in
semi-transparent media and the possibility to enable the non-grey or multi-
bands formulation. Each of the angular space 4⇡ at any spatial location
is discretized into 4 ⇥ 4 solid angles. Then the RTE in each solid angle
direction is solved. A total of 200 directions are solved. The details of
DOM can be found in [161].

Once the RTE is solved, the radiative heat source of Eq. 4.7 is calculated
as:

Sr = �r · q =

Z +1

0
⌫(4⇡Ib⌫ � G⌫)d⌫ = (4⇡Ib � G), (4.35)
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where the second equality only holds in the case of a grey medium. Here, q
is the radiative heat flux vector, and G is the incident radiation given by:

G =

Z +1

0

Z

4⇡
I⌫d⌦d⌫ =

Z

4⇡
Id⌦. (4.36)

The term r · q can be directly substituted into the enthalpy Eq. 4.7 to
account for heat sources (or sinks) due to radiation. However, the solution
of the RTE and the radiative heat source, Eqs. 4.34 and 4.35, also require
the integration over the wavenumber ⌫. In the present thesis, this will be
carried out with the weighted-sum-of-grey gas (WSGG) model, considering
that the medium is formed with a mixture of H2O and CO2.

4.3.1 Absorption coe�cient

The WSGG model, originally proposed by Hottel and Sarofim [162] for
calculation of the total emissivity (✏) as a weighted sum of J grey gases
and one clear gas, is written as:

✏ =
JX

j=0

aj [1 � exp(�jSmP (YCO2 + YH2O))], (4.37)

where Sm is the total pathlength. Each gas represents spectral regions
which have an absorption coe�cient within a specific range which is as-
sumed to be described by a constant value, j . The weight aj is the fraction
of the blackbody radiation that belongs to the spectral regions of the gas
and they are given as a polynomial function of the temperature T :

aj =
JX

j=0

bij
⇣ T

Tref

⌘j�1
, (4.38)

where bij is the polynomial constants of the model and Tref = 1200 K.
The part of the spectrum, in which the combustion gases do not emit, is
considered as a clear gas, having an absorption coe�cient 0 = 0. Its weight
is determined from energy conservation considerations as:

a0 = 1 �
JX

j=0

aj . (4.39)
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In ANSYS Fluent, the coe�cients proposed by Smith et al. [163] are used.
However, a common way of applying the WSGG model in CFD modelling
is to make a grey approximation and calculate a total absorption coe�cient
(Eq. 4.40) to solve the spectrally integrated RTE.

 = � ln(1 � ✏)

Sm
, (4.40)

where the pathlength is computed according to the domain based method
recommended by Hottel and Saforim [162],

Sm =
3.6V

A
, (4.41)

where V is the volume of the domain and A is the corresponding surface
area.

An alternative approach is the non-grey or multi-bands formulation [159],
where an RTE is solved for each of the grey gases and the clear gas. Emit-
ted blackbody radiation, corresponding to each equation, is given by the
total blackbody radiation times the weight of the gas. In this formulation
the non-correlated recurrence relation can be applied and for gas j the
discretized RTE becomes:

Ij,n = Ij,n�1 exp(�j�sP (YCO2 + YH2O)

+ajIb,j,n�1/2 (1 � exp(�j�sP (YCO2 + YH2O)))
(4.42)

where �s is the length of the computational cell ranging from n - 1 to n.
The intensity of each gas along a path Sm is calculated successively for the
n cells with Eq. 4.42, and then the total intensity is obtained as the sum
of the individual intensities of the gases.

In the present thesis, both the simplified approach proposed by ANSYS
Fluent and the multi-bands formulation are used. The latter was set fol-
lowing Bordbar et al. [164], who proposed di↵erent coe�cients to account
for various ratio of H2O to CO2 concentrations, considering four grey gases
(J = 4) and one clear gas.





Chapter 5

Validation of the PaSR
model in a Jet in Hot
Co-flow flame

The aim of this Chapter is to provide answers to important challenges
encountered when simulating MILD/flameless combustion. The study is
conducted in the framework of the Adelaide Jet in Hot Co-flow burner,
where the co-flow is used to dilute the reactants, mimicking exhaust gas
recirculation, necessary to obtain MILD combustion. First, the Partially
Stirred Reactor (PaSR) combustion model, described in Chapter 4, is
benchmarked for a wide set of configurations, with particular focus on
the choice of the mixing model. Second, a discussion about the choice
of modeling strategies to predict NO emissions, focusing on the role of
NNH route, is given. Finally, a correlation between the Heat Release Rate
(HRR) and species mole fraction and net reactions rate is studied.

This chapter is partially based on the following publications:

M. Ferrarotti, Z. Li, A. Parente, “On the role of mixing models in the sim-
ulation of MILD combustion using finite-rate chemistry combustion mod-
els”, Proceedings of the Combustion Institute, 37 (4), 4531-4538, 2018.
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Z. Li, M. Ferrarotti, A. Cuoci, A. Parente, “Finite-rate chemistry mod-
elling of non-conventional combustion regimes using a partially-stirred re-
actor closure: Combustion model formulation and implementation details”,
Applied Energy, 225, 637-655, 2018.

M. Ferrarotti, R. Amaduzzi, D. Bascherini, C. Galletti, A. Parente, “Heat
Release Rate Markers for the Adelaide Jet in Hot Coflow Flame”, Frontiers
in Mechanical Engineering 6, 2020.

S. Iavarone, M. Cafiero, M. Ferrarotti, F. Contino, A. Parente, “A mul-
tiscale combustion model formulation for NOx predictions in hydrogen en-
riched jet flames”, International Journal of Hydrogen Energy, 44, 23436-
23457, 2019.

Author’s contribution to the publication “A multiscale combustion
model formulation for NOx predictions in hydrogen enriched jet flames”:
The author optimized the PaSR model and helped in running the CFD
simulations and post-processing the results.



CHAPTER 5. VALIDATION OF THE PASR MODEL IN A JET IN HOT CO-FLOW
FLAME 97

5.1 Introduction and literature review

In the past years, lab-scale setups e.g. jet in hot co-flow(JHC) burners
were commonly used to mimic exhaust gas recirculation process in furnace,
necessary to obtain MILD combustion. The configuration of these burner
flames is simple and it is very suitable for detailed measurements. Among
them, the Adelaide Jet in Hot Co-flow (AJHC) [14] burner and the Delft
Jet in Hot Co-flow (DJHC) [110] have received significant attention from
the combustion community, serving as reference data sets for the validation
of turbulent combustion models. Nevertheless the JHC configuration has
some limit in emulating MILD conditions. Indeed, the fluid dynamic pat-
tern is much more simplified, being the internal recirculation replaced by a
co-flow. Furthermore, being the JHC an open-air flame, radiation does not
play a major role, di↵erently from furnaces.

From a modeling validation point of view, intensive work has been done,
using these data-sets as references. Christo and Dally [71] assessed the
performance of di↵erent combustion models by modelling the AJHC flames,
including the steady flamelet model, the eddy dissipation concept (EDC),
and transported probability density function (PDF) model, and concluded
that the EDC model produced better results than the flamelet model.

Kim et al. [165] used a conditional moment closure (CMC) model to pre-
dict the flame structure and NO formation. In this work, a new approach
was proposed to describe the three stream mixing in terms of a single mix-
ture fraction, but it is not accurate downstream where interaction between
fuel and fresh air becomes significant in a JHC flame. Ihme and See [166]
proposed a flamelet-model for application to three-stream combustion sys-
tems in LES framework. The oxidizer split was introduced as an additional
scalar to predict the mixing between two oxidizer streams and the fuel
stream and used to identify flamelets of di↵erent mixture composition. It
was concluded that this approach significantly improves predictions for the
flame structure and the flow field in the AJHC burner system compared to
the single-mixture-fraction FPV model.

EDC was widely used to simulated JHC configurations. Despite conceptual
advantages of the model, EDC faces a thorny problem. Indeed, a temper-
ature over-prediction is commonly reported in MILD regime [72, 74, 167–
169]. A widely adopted remedy is to use a strongly modified set of con-
stants for the fine structure mass fraction and residence time (C� and C⌧ ),
which are key ingredients of EDC [74, 168, 169]. Recently, Ertesvg [170]
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presented an extensive survey of proposed modified values revealing uncer-
tainty of the choice, which causes lack of generality of such approach. Yet, a
case-dependent character of such procedure is not satisfactory for a general
applicability of the model. Therefore, some approaches aiming at general-
isation of the EDC were recently presented. Parente et al. [72] proposed
functional expressions for the EDC constants dependent on dimensionless
flow parameters (Reynolds and Damköhler numbers) simulating the Ade-
laide JHC flames. They took into account specific features of the MILD
combustion mode and applied the proposed changes globally and locally.
This approach was further improved by Evans et al. [171] who used more
accurate approaches for the determination of the chemical time-scale. Li et
al. suggested the possible usage of Partially Stirred Reactor (PaSR) sub-
model to account for finite-rate chemistry in the fine structures for AJHC
flames, both in RANS [78] and LES [16].

The present Chapter focuses on three aspects: (i) optimization and valida-
tion of the PaSR model for AJHC flames, pointing out the main key mod-
eling features, (ii) to assess the best approach to evaluate NO emissions
and (iii) to study the correlation between HRR and species mole fraction
or reaction rate in MILD combustion. To the author’s knowledge, there is
not, to date, a comprehensive study showing the impact of the mixing time-
scale formulation, in the framework of RANS simulations of non-premixed
combustion, using detailed chemistry and fine-rate chemistry combustion
models. Di↵erent fuel-jet Reynolds numbers (5k, 10k and 20k) and di↵erent
co-flow oxygen dilution levels (3%, 6% and 9%) are investigated.

5.2 Description of the AJHC Database

The Adelaide Jet in Hot Co-flow (AJHC) burner 5.1 has an insulated and
cooled central jet (ID = 4.2 mm) that provides an equimolar mixture of
CH4 and H2 (50%-50%). An annulus pipe (ID = 82 mm) with a secondary
burner is mounted upstream. It provides hot combustion products, which
are further mixed with air and nitrogen to control the oxygen levels. The
wind tunnel, on which the burner is mounted, has a 254 mm⇥254 mm
cross section [14]. A scheme of the experimental facility is illustrated in
Figure 5.1. More details about the experiments carried out by Dally et
al. in the Adelaide JHC burner can be found in [14]. The experimental
dataset includes di↵erent oxygen levels in the co-flow (3%, 6% and 9%,
as mass fraction) at di↵erent fuel-jet Reynolds number (5k, 10k and 20k).
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Figure 5.1: Schematic of the Adelaide Jet in Hot Co-flow burner, taken
from [14].

The central jet, annulus and wind tunnel gas temperatures and velocities
(for the Re = 10k case) are presented in Table 5.1 . In the current study,
5 cases with the combination of di↵erent co-flow oxygen contents and fuel
jet Reynolds numbers are investigated, as highlighted in Table 5.2. The
other conditions are not considered since no experimental data is provided
for them.

Table 5.1: Physical properties of the jet (Central jet velocity is for the
Re=10k case).

Profiles Fuel Jet Co-flow Tunnel

Velocity 58.74 m/s 3.2 m/s 3.3 m/s

Temperature 294 K 1300 K 294 K

Dally et al. [14] measured temperature and species (CH4, H2, O2, CO2,
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Table 5.2: List of the investigated cases for AJHC.

Co-flow O2 3% 6% 9%

Re = 5k X
Re = 10k X X X
Re = 20k X

CO, H2O, OH, N2 and NO) mass fraction were taken at the centerline as
well as at di↵erent axial locations z = 30/60/120/200 mm (Figure 5.2 right)
via the single-point Raman-Rayleigh-laser-induced fluorescence technique.
The above-mentioned scalars were measured instantaneously and simulta-
neously [14]. The mean and standard deviation values are available for
validation. The experimental profiles used for comparison include both the
mean values and the error bar with 99.5% confidence interval associated
with a Student’s distribution for the true mean value [172].

5.3 Numerical setup

RANS simulations were carried out using the ANSYS Fluent 19.0 solver.
The computational domain starts from the AJHC burner exit and extends
1 m further downstream. A 2D simple sketch of the domain investigated in
the numerical modeling is shown in Figure 5.2 left. A two-dimensional ax-
isymmetric grid of about 35k quadrilateral cells was employed (Figure 5.2
right), applying a large refinement across the reaction zone to well capture
gradients of composition and temperature. Two additional grids were con-
sidered to evaluate the Grid Convergence Index (GCI), which was lower
than 3% for temperature and major species. A mass-flow boundary condi-
tion was applied for the fuel inlet [14], while velocity-inlet conditions were
considered for the air tunnel and the co-flow, as reported in Table 5.1. Uni-
form boundary conditions for species mass fractions and temperature [14]
were employed, while a non-uniform boundary condition was considered
only for NO mass fraction when analysing pollutant formation. The latter
was taken from the mean sampled experimental value at 4 mm downstream
of the jet exit, as suggested by the study of Christo et al. on the same ex-
perimental facility [71].

Inlet di↵usion was taken into account because of the presence of hydrogen in
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30 mm
60 mm

120 mm

200 mm

Figure 5.2: 2D sketch of the Adelaide Jet in Hot Co-flow burner (left)
adapted from Galletti et al. [15], and detail of the numerical
grid with sample positions (right).

the fuel. Additional uncertainties lied in the specification of the turbulent
boundary conditions, i.e., mean turbulent kinetic energy and dissipation
rate of the fuel jet and co-flow. Their values were set according to a previous
study of Parente et al. [72].

In the current work, di↵erent turbulence models were tested, among them
Standard k-✏ (with C✏1 = 1.44 and 1.6), the realizable k-✏ and the Reynolds
Stress Model (RMS) (C✏1 = 1.6). Two kinetic mechanisms were adopted
to describe the oxidation of the methane/hydrogen mixture: the KEE [173]
(17 species and 58 reactions) and GRI-2.11 [174] (31 species and 175 re-
actions excluding nitrogen-containing species), both coupled with the Par-
tially Stirred Reactor (PaSR) combustion model. Radiation was handled
by the Discrete ordinate model (DOM) together with the WSGG approach
including the coe�cient proposed by Smith et al. [163].
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5.4 Results and discussion

In this section, the results of RANS simulations are compared to experi-
mental temperatures and major and minor species extracted at several axial
locations, i.e., 30/60/120 mm in radial direction and along the centerline.
The simulated cases are reported in Table 5.2. The section is structured as
follows: first, a sensitivity analysis to test the e↵ect of the turbulence model-
ing and kinetic scheme is presented, second a parametric analysis compares
the mixing time scale definitions, as explained in Chapter 4. Thereafter,
the NO emissions modeling strategies and the correlations between HRR
and species or reaction rate are reported as well.

5.4.1 Preliminary Analysis

The goal of this preliminary sensitivity analysis was to test the e↵ect of the
turbulence modeling and kinetic scheme for the case Re = 10k and 3% O2,
adopting a static Cmix = 0.5. Figure 5.3 shows a comparison between the
measured and calculated temperature profiles, obtained with the di↵erent
combinations of turbulence models and chemical schemes. It appears clear
that the jet decays and spreads with increasing axial distance. However,
the decay and spread rates are over-estimated by standard and realizable
k-✏ models. Best predictions, in both radial and axial directions, were
obtained by applying the modified k-✏ version (C✏1 = 1.6) as suggested by
Dally et al. [130]. This is in accordance with Christo and Dally [71], who
firstly employed the modified k-✏ model in simulating the AJHC flames.
The modified k-✏ and RSM turbulence models employ the same equation
for the dissipation rate of turbulent kinetic energy (✏). Indeed, they show
similar results at all axial distances, even if the latter has a tendency to
underpredict temperature along the centerline. From a kinetic point of
view, the di↵erences between KEE and GRI-2.11 based on temperature
profiles are minor and below 3% in all cases, thus justifying the further use
of the KEE mechanisms, which only consists of 17 species with respect to
the 33 of GRI-2.11. Results showed that the KEE mechanism coupled with
modified k-✏ (C✏1 = 1.6) provides the best compromise between accuracy
and computational cost. Indeed, the choice of the modified k-✏ with KEE
only worsen by 2% the global predictions of RMS, with a gain in CPU time
of 30%. This combination will be used throughout the study.
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Figure 5.3: Sensitivity analysis of turbulence models (using KEE) and
kinetic schemes (using k-✏ C✏1=1.6) on the mean tempera-
ture profiles, at z=30 mm (a-d), z=120 mm (b-e) and along
the centerline (c-f). Case Re=10k and 3% O2, adopting
Cmix=0.5.

5.4.2 E↵ect on the choice of the mixing model

The objective of this section is to assess the e↵ectiveness of the approaches
for the estimation of the mixing time-scales of the PaSR model, as proposed
in Chapter 4. A static, fractal-based and dynamic models were then used to
evaluate ⌧mix. The chemical time scale was estimated from the formation
rates, considering CH4, H2, CO2, O2 and H2O as target species and uniform
boundary conditions were used.

In a first attempt, a static approach was applied (Eq. 4.28) to determine the
Cmix that best represents the experimental data for the case Re = 10k and
3% O2. Figure 5.4 compares di↵erent Cmix together with EDC-2016 [72],
in terms of radial temperature profiles at di↵erent axial locations and along
the centerline. It can be observed that determining an appropriate value for
this parameter is paramount to get accurate results. All the models o↵er
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good prediction for z = 30 mm, but only Cmix = 0.5 allows to reduce the
typical temperature over-prediction observed at z = 120 mm, resulting in
very good predictions of the peak temperature (only 4% relative deviation).
Figure 5.4 also shows that with Cmix = 0.5 a very accurate representation
of the centerline temperature is obtained. EDC-2016 seems to behave like
Cmix = 0.3, indeed it performs well at z = 30 and 60 mm, but it over-
estimates at z = 120 mm. Discrepancies can still be noticed for r > 25 mm
at z = 30 and 60 mm. This region is experimentally characterized by high
Root Mean Square (RMS) error values and a su�cient level of accuracy can
be achieved only performing a LES study [16]. The same considerations
can be drawn looking at the water mass fraction predictions of Figure 5.5.

Despite the very good predictions, this PaSR static approach has several
drawbacks. Indeed, Cmix is not a function of local variables, being arbi-
trarily chosen and constant in every cell of the domain. This implies that
a model sensitivity must be always carried out to use this model, since no
a priori method can be used to infer the value of Cmix. This might limit
the use of such an approach for expensive 3D simulations.

The second approach tested in this work is based on a fractal representation
of the mixing time-scale (Eq. 4.29). The improvement consists in the fact
that Cmix,eq becomes a function of the local Ret. However, the fractal
dimension D in Eq. 4.29 still needs to be guessed. Figure 5.6 shows that
the best model results are achieved with D = 4.4 and are in line with
the ones obtained with Cmix = 0.5. As predictable, decreasing the time-
scale to the Kolmogorov one (D = 3.5 and D = 4) leads to temperature
over-predictions, especially at z = 120 mm.

Finally, the dynamic model based on the scalar mixing time-scale (Eq. 4.30)
is applied. In this case, a dynamic Cmix,eq (Eq. 4.31) is obtained from the
solution of two transport equations for the mixture fraction variance and
dissipation rate (Eq. 4.32-4.33). Such an approach, potentially provides a
local optimal mixing scale, with no need for user input. For sake of clarity,
the di↵erent dynamic models tested in the present work are indicated as
“Dyn Chen”, “Dyn JM” and “Dyn Sommer”, following Table 4.1. The dy-
namic approaches and the static one are compared in Figure 5.7, in terms
of mean temperature and important minor species mass fractions, such as
CO and OH. No major di↵erences can be observed along the centerline
and at z = 120 mm, while the dynamic models improve the predictions
at 30 mm and 60 mm. Thus, results confirm that using a local adapted
mixing time-scale leads to temperature predictions comparable to the ones
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Figure 5.4: Sensitivity analysis of Cmix using a static approach on the
mean temperature profiles, at z=30 mm (a), z=60 mm (b),
z=120 mm (c) and along the centerline (d). Case Re=10k
and 3% O2. Modified k-✏ and KEE.

provided by the constant Cmix and fractal approaches, without the need
of fine tuning the constants. Moreover, the dynamic models strongly im-
prove the chemical species predictions, at all locations. This is clear from
the analysis of the results at z = 30 mm (Figure 5.7), which indicates a
strong improvement of OH and CO predictions. Using “Dyn JM”, the rel-
ative error on the peak predictions of OH and CO is lowered to 6% and
25% respectively, with respect to 75% and 60% obtained with Cmix = 0.5.
The same conclusion is observed at the centerline for CO mass fraction.
No major di↵erences can be noticed between the three dynamic models.
The analysis of the CO radial profiles in Figure 5.12 shows the existence
of a second peak, z ⇡ 30 mm, in the experimental data. This is due to
the non-zero CO concentration in the hot co-flow, that is convected down-
stream. Because uniform boundary conditions are adopted in the current
simulations, this second peak can not be captured.

The scaled CPU time associated to the various mixing models are estimated
taking the static Cmix = 0.1 as reference in Table 5.3. Even though using
Cmix = 0.1 reduces the CPU time, this would lead to non-negligible over-
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Figure 5.5: Sensitivity analysis of Cmix using a static approach on the
mean H2O profiles, at z=30 mm (a), z=60 mm (b), z=120
mm (c) and along the centerline (d). Case Re=10k and 3%
O2. Modified k-✏ and KEE.

prediction of mean temperature and species mass fraction at z = 120 mm
(see Figures 5.4-5.5). On the other hand, the dynamic models do not have a
strong impact on the required CPU time compared to the best static model
scenario, since only three additional transport equations for a conserved
scalar need to be solved.

Table 5.3: CPU time consumption of various mixing models.

Model Cmix = 0.1 Cmix = 0.5 Fractal Dynamic

CPU time 1 1.4 1.45 1.6

To highlight the di↵erences between the models, an equivalent Cmix is de-
fined as Cmix,eq = ⌧mix/(k/✏), where ⌧mix is the mixing scale provided by
the di↵erent approaches and it is shown in Figure 5.8. The use of a fractal
model with D = 4.4 provides a Cmix,eq profile very close to a constant one
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Figure 5.6: Sensitivity analysis of D using a fractal approach on the mean
temperature profiles, at z=30 mm (a), z=60 mm (b), z=120
mm (c) and along the centerline (d). Case Re=10k and 3%
O2. Modified k-✏ and KEE.

(Cmix = 0.5), with only slight changes due to the variation of Ret (Eq.
4.29). Thus, the fractal approach is not able to provide local optimal val-
ues of the mixing constant, resulting in the same level of under-prediction
and over-prediction. This suggests that the choice of Ret to parametrize
the mixing constant in the fractal model is not optimal, at least in the
present framework. The use of a dynamic approach, based on local value
of scalar variance and dissipation rate, results in a distribution of Cmix,eq

capable of capturing not only the interaction between fuel and co-flow, but
also the breakup of large eddies into smaller ones downstream the fuel jet.
In particular, for the dynamic models, the profile (Figure 5.8a) decreases
radially in correspondence of the maximum temperature zone, while it in-
creases moving downstream along the axial direction (Figure 5.8b). This
particular behaviour explains the ability of the model to improve the pre-
dictions at all axial locations with respect to the other approaches, due to
the possibility of estimating local optimal values of Cmix,eq and ⌧mix. In
particular, the increasing trend shown in Figure 5.8b explains the ability
of the model to capture the experimental data above z = 100 mm axial
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Figure 5.7: Comparison between di↵erent mixing models based on mean
temperature, mean CO and OH mass fraction profiles.
Re=10k and 3% O2 in the co-flow. Modified k-✏ and KEE.
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distance from the burner, with remarkably accuracy. Among the dynamic
model variants, the ”JM” provides higher Cmix,eq values, corresponding to
lower  in PaSR model.

Finally, Figure 5.9 compares the best performing case in RANS (KEE with
both “Dyn Sommer” and “Dyn JM”) and the LES predictions of Li et
al. [16]. In their LES study, the authors used PaSR model with KEE kinetic
scheme, considering the mixing time scale as the geometrical mean of the
sub-grid velocity stretch time and the Kolmogorov time scale. RANS is
able to deliver results whose accuracy is comparable with the one achieved
by Li et al. [16] with LES, at a much lower computational cost. However,
LES manages to alleviated the over-prediction noticed in RANS for r > 25
mm at z = 30 and 60 mm and on the peak at z = 120 mm.

For the purpose of investigating how the model performs for varied con-
figurations, a comparison adjusting the oxygen content in the co-flow to
3% (HM1 flame), 6% (HM2 flame) and 9% (HM3 flame) was conducted
comparing di↵erent dynamic models. Figure 5.8c shows a little sensitiv-
ity of Cmix,eq varying the oxygen mass fraction for “Dyn Chen” at z = 120
mm. Temperature predictions are reported in Figure 5.10. All the dynamic
models are able to reproduce correctly the shape and peak position of the
temperature profiles at di↵erent oxygen levels. In particular, two models
(“Dyn Chen” and “Dyn Sommer”) provides comparable predictions, al-
leviating the slight over-prediction at z = 120 mm for the three oxygen
contents provided by “Dyn JM”. For instance, the relative error on the
peak predictions is lowered to 1% with respect to 7% at z = 120 mm and
YO2 = 6%. Capturing the OH radical mass fraction distribution is very
important, as it can be used as flame marker. In Figure 5.11 the experi-
mental and numerical profiles of OH mass fraction are shown, for di↵erent
O2 levels in the co-flow (3%, 6% and 9%). The analysis confirms what was
already pointed out for YO2 = 3%, even if slight under-predictions are ob-
served at z = 60 mm and 120 mm going towards a more conventional flame
behaviour (i.e. 6% and 9%). Similar considerations can be drawn from the
analysis of a minor species mass fraction, such as CO (Figure 5.12). “Dyn
JM” is the mixing model that provides the best predictions of CO mass
fraction for all the positions and oxygen contents. However, none of the
models can accurately reproduce the centerline profile. The results shown
above refer to cases with a fixed Reynolds number, varying the O2 content
in the co-flow. This means that the mixing time is not strongly a↵ected, as
clearly shown in Figure 5.8c. However, the chemical time scale changes due
to the change of the oxidizing atmosphere. The contour plots showing the
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Figure 5.10: Comparison between di↵erent mixing models based on mean
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Figure 5.11: Comparison between di↵erent mixing models based on mean
OH mass fraction for di↵erent co-flow oxygen levels (3%, 6%
and 9%). Re=10 k. Modified k-✏ and KEE.
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Figure 5.12: Comparison between di↵erent mixing models based on mean
CO mass fraction for di↵erent co-flow oxygen levels (3%, 6%
and 9%). Re=10 k. Modified k-✏ and KEE.
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chemical time scale distributions for the three O2 level cases (3%, 6% and
9%) are compared in Figure 5.13. With increasing oxygen content, more
oxygen is available to mix with the fuel stream, and the reaction process
is enhanced. This can be well indicated by the expansion of the reactive
region in the flow, which is characterized by chemical time scales (⌧c) much
smaller than the fixed threshold value of 0.1s.

3% 6% 9%

tc[s]

7x10-04

5x10-02

1x10-01

r [mm]
3060 060 30 060 30 060

0

100

200
z [mm]

Figure 5.13: Chemical time scale (⌧c) distribution for di↵erent co-flow
oxygen levels (3%, 6% and 9%). Re=10 k. Modified k-
✏, KEE and “Dyn JM”. Only the area of interest of the
simulation domain is shown.

For the purpose of investigating how the model performs for varied flow
field, cases with di↵erent fuel jet Reynolds numbers are simulated, fixing
co-flow oxygen content to 3%. The mean temperature profiles and species
distribution (OH and CO) are presented in Figures 5.14-5.15-5.16, sepa-
rately. At Re = 5k, the mean temperature profiles (Figure 5.14) are well
predicted using all the dynamic models or a static model with Cmix = 0.5
(not shown here for sake of clarity). However, the error in CO and OH pre-
dictions at z = 30 mm is reduced from 90% to 2% and from 50% to 15%,
respectively, using the “Dyn JM” model, with respect to a static case. At
Re = 20 k, the experimental data show a strong temperature reduction
for increasing distance from the burner nozzle, at z = 120 mm, due to the
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partial extinction of the flame caused by the increased jet velocity, as doc-
umented in [72]. All the dynamic models allow to well capture the profiles
at z = 30 mm, while only “Dyn Sommer” helps reducing the temperature,
CO and OH over-prediction at z = 120 mm, catching well the first region
of the flame.

The Cmix,eq distribution with various fuel jet Reynolds numbers can be ap-
preciated in Figure 5.17. The Re = 5k case shows a pronounced shear layer
between the co-flow and fuel jet. This layer is progressively reduced when
increasing the Reynolds number to 10k and 20k. The reason is that the
increased fuel jet velocity reduces the inter-facial area and diminishes mix-
ing [175]. For a fully developed turbulent pipe flow, the turbulent intensity
has a negative correlation with the Reynolds number, meaning that higher
Reynolds number jet breaks up later than the one with lower Reynolds
number [176]. Therefore, a larger mixing scale is found for the case with
higher Reynolds number, thus resulting in higher ⌧mix value and lower val-
ues of reacting fractions. This justifies the reduction of the temperature
levels going from Re = 5k to Re = 20k, as seen in Figure 5.14.
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Figure 5.17: Mixing time constant Cmix,eq distribution for the di↵erent
fuel jet Reynolds number cases (5k, 10k and 20k). Only the
area of interest of the simulation domain is shown.
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Figure 5.14: Comparison between di↵erent mixing models based on mean
temperature for di↵erent fuel jet Reynolds number (5k, 10k
and 20k). Modified k-✏ and KEE.
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Figure 5.15: Comparison between di↵erent mixing models based on mean
OH mass fraction for di↵erent fuel jet Reynolds number (5k,
10k and 20k). Modified k-✏ and KEE.
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Figure 5.16: Comparison between di↵erent mixing models based on mean
CO mass fraction for di↵erent fuel jet Reynolds number (5k,
10k and 20k). Modified k-✏ and KEE.
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5.4.3 NO predictions

This section analyses di↵erent strategies to quantify NO emission in the
AJHC burner. First, the ANSYS Fluent post-processing tool was applied
on the case “Dyn JM” coupled with KEE, shown in the previous section,
being one of the most performing in terms of temperature and OH predic-
tions. Predicting accurately the latter might paramount to achieve accurate
NO predictions. Thermal NO emissions were modeled using a Finite Rate
(FR) approach obtained from the Zeldovich scheme by assuming steady
state for the N radicals:

d[NO]th
dt

= kth[N2][O], (5.1)

where the kth is the kinetic rate constant, which follows an Arrhenius ex-
pression, [NO], [N2] and [O] are the concentration of nitric oxide, nitrogen
and O radical, respectively. The O radical concentration was taken directly
from the detailed kinetic mechanism. Prompt NO formation is modeled ac-
cording to De Soete [177]:

d[NO]pr
dt

= kpr[FUEL][N2][O2]
↵f, (5.2)

where f is a correction factor that depends on the number of carbon atoms
per molecule of the hydrocarbon fuel and on the fuel/air equivalence ratio,
kpr is the kinetic rate constant, [NO], [FUEL], [N2] and [O2] are the concen-
tration of nitric oxide, hydrocarbon fuel, nitrogen and oxygen, respectively,
and ↵ is the oxygen reaction order, which depends on the O2 mole fraction
in the flame. The NO formed via the N2O-intermediate route is instead
modeled via the following reaction rate expression:

d[NO]N2O

dt
= kf [N2O][O] � kb[NO]2, (5.3)

where kf and kb are the kinetic rate constants for the forward and the
backward reaction, respectively, of the reaction N2O + O �*)� NO + NO. The

quasi-steady-state assumption is considered or the calculation of the N2O
concentration. Regarding the NNH pathway, a one-step global reaction
rate was proposed by Konnov et al. [7]:

d[NO]NNH

dt
= k0exp

⇣
� Ta

T

⌘
[N2][O]XH , (5.4)

where k0 is the pre-exponential factor, Ta is the activation temperature,
[N2], [O] and XH are the concentration of nitrogen, O radicals and the mole
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fraction of H radicals, respectively. As mentioned in Chapter 1, Konnov et
al. [7] derived a range of uncertainty for the activation temperature Ta, i.e.,
Ta = 3600 ± 600 K. However, a later study by Klippenstein et al. [5] has
quantified with negligible uncertainty such heat of formation (Figure 1.5).
A one-step global reaction rate for the NNH pathway is not featured in the
ANSYS Fluent post-processing tool. Thus, it was implemented by means
of a bespoke User Defined Function (UDF) according to Equation 5.4.

Figure 5.18 shows the experimental and numerical NO mass fraction profiles
at di↵erent axial positions (z = 60, 120 and 200 mm), varying the sets
of kinetic parameters considered for the NNH route: the nominal value
proposed by Konnov et al. [7], Hayhurst et al. [8] and Klippenstein et al. [5].
A negligible di↵erence, of the order of tenth of ppm, can be appreciated
among the predictions coming from the implemented kinetic rates of the
NNH route. This result can be explained by the minimal relevance of
the NNH pathway compared to the prompt NO, which resulted to be the
exclusive source of NO when the ANSYS Fluent post-processing tool is
used.
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Figure 5.18: Experimental and numerical NO mass fraction profiles at
axial locations z=60 mm (a), z=120 mm (b), and z=200
mm (c). “Dyn JM” and KEE.

In fact, Figure 5.19 shows the prominent amount of NO emitted by the
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prompt route, and the negligible amount coming from all the other path-
ways, including NNH, when the post-processing tool is used. These results
show the inability of one-step global reaction rates to describe NO pro-
files, which involves pathways with fast intermediates, whose formation is
strictly linked to the radical pool resulting from the fuel oxidation kinet-
ics. Improved predictions of NO formed via the NNH route, as well as the
prompt route, may require the use of a detailed NO mechanism, either cou-
pled or uncoupled with the fuel oxidation chemistry. For this reason, the
analysis targeted the simulations with “Dyn JM” and GRI-2.11 (49 species
and 279 elementary reactions), which avoids the use of the post-processing
tool for NO. The sets of kinetic parameters proposed by Hayhurst et al. [8]
and Klippenstein et al. [5] were considered and implemented in GRI-2.11
by changing the parameters of the following reactions: H + N2 �*)� NNH

and NNH + O �*)� NH + NO, because these reactions are considered the

rate-limiting steps of NO formation via NNH.

0

5

10

15

0 20 40

(a)

Y
N

O
 [

p
p

m
]

r [mm]

Exp
Prompt

All route

 

 

 

 

0 20 40

(b)

r [mm]
0 20 40

(c)

r [mm]

Figure 5.19: Experimental and numerical NO mass fraction profiles at
axial locations z=60 mm (a), z=120 mm (b), and z=200
mm (c). “Dyn JM” and KEE.

The results are reported in Figure 5.20. A significant di↵erence can be
noticed among the predictions coming from the implemented kinetic rates
for the NNH route. The modification that follows the kinetics proposed by
Hayhurst et al. [8] leads to a good prediction of NO at axial locations z =
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60 mm and z = 200 mm, but to a slight over-estimation of NO at z = 120
mm. The kinetic parameters implemented in the GRI-2.11 scheme lead
to predictions included in the range determined by the other two sets of
parameters, as expected. It is clear that the use of a one-step global rate
scheme for all the NO formation pathways lacks the necessary chemical
accuracy and furthermore overshadows the importance of the NNH pathway
in this combustion regime, as well as the interactions of this pathway with
the other NO routes.
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Figure 5.20: Experimental and numerical NO mass fraction profiles at
axial locations z=60 mm (a), z=120 mm (b), and z=200
mm (c). “Dyn JM” and full GRI-2.11.

A second strategy to overcome the under-estimation of NO was then in-
vestigated [3]. It consists of an engineering adjustment of the PaSR model
to account for the di↵erent time scales of the fuel-oxidizer reactions and
NO formation pathways, such as thermal and NNH. It has been observed
that the production of NO via NNH occurs both in flame and post-flame
zones [178]. For the slowest NO pathways, a large chemical time scale ⌧c
may be considered and, thus, ⌧c � ⌧mix may be assumed, resulting in val-
ues of  = ⌧c/(⌧c + ⌧mix) approaching unity. Accordingly, a di↵erent 
for the NO species was adopted and set equal to 1 in the whole domain
(Figure 5.21). Similar predictions are obtained at axial location z = 60
mm, whereas higher predictions are achieved at the other axial locations,



CHAPTER 5. VALIDATION OF THE PASR MODEL IN A JET IN HOT CO-FLOW
FLAME 123

resulting in an over-estimation at z = 120 mm and a better prediction at
z = 200 mm, where the NO peak is increased by a factor 1.7. The predic-
tions of temperature and OH mass fraction (not reported here) are nearly
coincident at all axial locations, indicating that the use of a di↵erent k for
NO a↵ects the NO predictions solely.
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Figure 5.21: Experimental and numerical NO mass fraction profiles at
axial locations z=60 mm (a), z=120 mm (b), and z=200
mm (c). “Dyn JM” and full GRI-2.11 and: a single  for all
the species (blue solid lines); NO=1 and the ”standard” 
for all the species but NO (red dashed lines).

To determine which NO formation pathways benefited from the adjustment
of NO, the impact of each pathway on the NO formation before and after
the modification was assessed, taking the rate-limiting reactions of each
pathway out of the GRI-2.11 scheme, one-at-a-time. Figure 5.22(left) shows
the contribution of each pathway to the NO emission peak at axial location
z = 200 mm for the case where a single  applies for all the species, and for
the case where NO = 1 is used. For both cases, the biggest contributor
to NO formation is the NNH route, followed by thermal, prompt, and N2O
routes. Figure 5.22(right) shows that all the pathways were impacted by
the adjustment of NO and that the highest increase corresponds to the
thermal route.

Looking at Equation 4.23, it is clear that a unique value of  (and ⌧⇤, as
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Figure 5.22: (Left) Contribution of each pathway to the peak of NO for-
mation at z=200 mm with a single  and with NO=1.
(Right) E↵ect of NO=1 on the formation of NO from each
route. “Dyn JM” and full GRI-2.11.

a consequence) is required to ensure mass conservation since the following
expression:

NX

k

!̇k =
⇢
PN

k=1(Y
⇤
k � Y 0

k )

⌧?
, (5.5)

equals zero in each computational cell. Using optimized values of  for
individual species introduces an error in the total mass balance. The sum
of the mean source terms, see Eq. 5.5, was calculated within each computa-
tion cell via the Fluent UDF, and its volume integral over the whole CFD
domain was estimated. When the total of the source term is estimated
considering two values of  (NO = 1 and the standard value for all the
other species), the integral value di↵ers from the single- value by 0.3%.
The negligible mass imbalance is explained by the minimal concentrations
of the NO in the domain (order of ppm). On the other hand, the mass
imbalance would be significantly high if NO would be a main species of
the fuel oxidation chemistry (i.e. NH3), thus making the proposed PaSR
modifications unfeasible.

5.4.4 HRR marker analysis

The aim of this study is to add further understanding on the adequacy
of the various Heat Release Rate (HRR) markers (see Section 1.3.2) un-
der diluted condition of a methane/hydrogen-air mixture for both MILD
and not-MILD conditions. To this purpose, the “Dyn JM” coupled with
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GRI-2.11 (excluding nitrogen-containing species) was considered, since an
accurate evaluation of the radical pool is required to investigate the cor-
relation with HRR. A sub-mechanism assembled by Kathrotia et al. [179]
and used also by Doan et al. [180] was added to the main mechanism, to ac-
count for the conventional HRR-marker OH (A2P+), namely OH*. OH*
is generally accepted as a marker for the flame-front structure and heat
release rate, therefore its inclusion in the mechanism should enhance the
description of the phenomena. The OH* sub-mechanism consists of twelve
reactions, whose Arrhenius terms are taken from Kathrotia et al. [179] and
Tamura et al. [181]. The resulting mechanism contains 32 chemical species
and 187 reactions. CH* was not considered in the analysis.

HRR, chemical species mole fractions (X↵, where ↵ is the species index) and
net reaction rates (!̇r, where r is the reaction index) values were sampled
along the radial direction at various axial distances from the burner nozzle
(z). Each sampled profile is 50 mm long starting from the burner axis.
Obtained data were used to estimate the metric Z(⌫) at each axial location
as proposed by [62], to appreciate how much a scalar ⌫ is representative of
the HRR. In particular, Z(⌫) for the radial segment s is defined as:

Zs(⌫) =
NpX

n=1

(
|HRRn,s|

maxs(|HRR|) � |⌫n,s|
maxs(|⌫|))

2. (5.6)

In the equation above, Np indicates the number of points of the radial seg-
ment. maxs(|HRR|) and maxs(⌫) are the maximum HRR and ⌫ of that
segment, respectively, while ⌫ can be any scalar of interest. For the cur-
rent case, it is either the mole fraction of the ↵ chemical species X↵, or
the reaction rate !̇r. Zs(⌫) was normalized as Z+

s = 100 · Zs/max(Zs), as
explained by Nikolaou et al. [62]. The Z-metric gives an idea on how well
a normalized scalar reproduces the spatially matched normalized HRR. At
each radius, the lowest values of Z+

s (⌫) will identify the scalars that best
correlate with the HRR. It is worth to repeat that the fractional contri-
bution of a reaction to the HRR is not a good way to identify the best
HRR markers. As a consequence, the Z-metric was chosen as benchmark
for comparison, being a more rigorous technique. If the chosen scalar is
the net reaction rate, it may have positive and negative contributions to
Z, thus giving ambiguous results. However, the top-correlating reactions
have either only positive or negative contributions, without influencing the
adequacy of the above definition. The results were first obtained in terms
of mole fractions and reactions. Then, the analysis was also performed sub-
stituting to ⌫ appropriate combinations of mole fractions to verify if there
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are products of species concentrations that may be more suitable for HRR
identification.

Analysis on the HM1 case

Figure 5.23 shows Z+
s (X↵) values for the HM1 case (Re = 10k and co-flow

YO2 = 3%), calculated according to Eq. 5.6 when ⌫ = X↵, namely for
all the 32 species of the employed mechanism. Furthermore, the products
in mole fractions of OH and CH2O firstly proposed by Paul et al. [64],
and of H and CH2O suggested by Nikolaou et al. [62] were also taken into
consideration. Six graphics, one for the respective axial location, z, collect
only the first twelve values of Z+

s (X↵) in ascending order. According to
Eq. 5.6, the lowest values are representative of best correlations with HRR.
At this point, it is worth to remember that MILD combustion is achieved in
the first 100 mm downstream of the burner exit for the HM1 case [14]. After
that, the entrained oxygen from the surrounding changes the combustion
behaviour.

As shown in Figure 5.23, for z = 30 mm all the species exhibit rather low
values of Z+

s (X↵), never exceeding 5. O, H, and the conventional HRR-
markers OH and OH* provide the lowest values. At this axial location the
flame brush is quite thin and the low Z+

s (X↵) for most of the scalars can be
attributed to this reason. Figure 5.23 show a di↵erent species ranking for
z = 60 mm and z = 90 mm: for the former H, OH* provide lower values of
Z+
s , while O and OH are better correlated in the latter. However, at these

locations, a clear selection of the best potential HRR markers cannot be
made. Besides, Z+

s (X↵) is generally low (under 10) for all the listed species
suggesting that di↵erent scalars could be used to detect the reaction zone.
Nevertheless, this behaviour changes moving further from the jet nozzle: at
z = 120 mm (Figure 5.23d) the gap between the four radicals, O, OH, OH*,
H and the others becomes higher while the values of Z+

s (X↵) grow. This
di↵erence is clear in Figure 5.23e where O, OH, OH* are unambiguously
the top-three markers, while H usually presents a slightly lower matching
with the HRR. At z = 550 mm (Figure 5.23f) and higher distance (not
reported here) HRR decreases and so all the correlations are lost rapidly.
It is interesting to note that the formyl radical, HCO, conventionally used as
marker with LIF techniques, displays higher values among the correlated
species. Moreover, contrary to what proposed by Najm et al. [63], the
product of OH and CH2O mole fractions is not a good HRR marker, since
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its Z+
s is not within the top-five species. This finding may be due to the

di↵erent chemical pathway followed when methane is diluted with hydrogen
and is consistent with results from [179].

Figure 5.24 adds further insights in this behaviour, showing the normalized
Z-metric obtained in terms of reactions rates instead of species concentra-
tions. Hence, in Eq. 5.6 the scalar ⌫ is substituted with the kinetic reaction
rate, !̇r (where the subscript r indicates the reaction). What stands out
is that several reactions from the added OH(A2⌃+) sub-mechanism ap-
pear among the top correlated reactions at many axial locations, while the
reactions O +CH3 <=> H +CH2O, OH +CH2O <=> HCO +H2O sug-
gested by [63] and [64] and the reaction H + CH2O <=> HCO + H2

proposed by [62] are not present among the ones reported. This may
be due to the fuel enrichment with hydrogen, since the cited literature
refers to methane-only configurations. This is in line with the previous
observations on mole fractions, which do not identify formaldehyde and
formyl radical among the markers. Third-body reactions are present in
the top ranking positions throughout the flame. The excitation reaction
H +O+M <=> M +OH⇤ [179], together with CH +O2 <=> OH⇤+CO,
is responsible for the formation of the common HRR marker [65, 180]. At z
= 60 mm and z = 90 mm (Figure 5.24b,c) the third-body reaction of oxy-
gen, 2O+M <=> O2+M , shows the lowest values of Z+

s (!r) and remains
in the top-seven markers. A conspicuous number of reactions involving the
hydrogen peroxide, H2O2, and the hydroperoxyl radical, HO2, replace the
previous ones in the last sampled segment at z = 550 mm (Figure 5.24f).
Moreover, at this axial location, the reactions H + HO2 <=> 2OH and
H + HO2 <=> O + H2O do not appear, even though their reaction rates
were found to be good HRR indicators by [62] for lean to near-stoichiometric
methane-air mixtures and especially at low value of HRR.

Analysis on the HM3 case

Figure 5.25 reports Z+
s (X↵) relative to the co-flow oxygen concentration of

9%, i.e. HM3 flame. With this configuration the flame is visible since its
beginning and MILD conditions are not reached. Unlike Figure 5.23a,b,c,d,
O, OH, OH* radicals show unambiguously greater correlation with HRR if
compared to the other species. O and OH present slightly higher Z+

s (X↵)
values throughout the entire domain. As previously underlined, at long
distances HRR decades and Z+

s (X↵) increases fast for all the species. It is
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Figure 5.23: HM1 case: best correlated species at various axial locations.
Lower Z+

s (X↵) values mean better correlation.
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Figure 5.24: HM1 case: best correlated net reaction rates at various axial
locations. Lower Z+

s (!̇r) values mean better correlation.
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interesting to note that this last phenomena emerges a bit before if com-
pared to the HM1 case. Indeed, in the HM1 configuration the combustion
is somewhat slowed down due to MILD conditions. This leads to a slightly
longer flame for YO2 = 3%, explaining why the correlations drop down later
with respect to the HM3 case. The product of OH and CH2O mole fractions
appears as well in Figure 5.25, always having a higher Z+

s (X↵) value.

It is clear that the influence of oxygen concentration plays a significant role
in determining the best HRR-markers. For the HM3 case the distinction
between the top three markers O, OH, OH* and the others is noticeable
from the beginning of the combustion process, whereas, for the 3% O2

case, this distinction becomes clearer only downstream of 100 mm of flame,
probably due to the higher level of entrained oxygen from surroundings.

Looking now at Figure 5.26, it is interesting to note that values of Z+
s (!̇r)

are generally lower up to 90 mm if compared with the HM1 case. The OH*
formation reaction appears again as a good indicator of heat release as
several reactions from the sub-mechanism are listed. Also in this case, for z
= 250 mm and z = 550 mm (Figure 5.26), reactions involving hydroperoxyl
radical show a very good agreement with the HRR. In the latter, OH +
H2O2 <=> HO2 + H2O and O + H2O2 <=> OH + HO2 cover the first
positions, suggesting that their rates could be good HRR markers at this
location with the % co-flow oxygen concentration.

Combinations of mole fractions

Figures 5.27-5.28 report Z+
s (⌫) calculated substituting to ⌫ respectively

species mole fractions X↵ and their combinations. It is noteworthy that
several combinations present values lower than the lowest ones recorded in
Figures 5.23- 5.25. The product of O and OH shows a very good agreement
with the HRR and is the solution of choice till z = 120 mm (Figure 5.23).
These notable results may suggest that for MILD combustion under the
conditions of interest, an appropriate combination of species can identify
the reaction zone more precisely than a single species, thus with less uncer-
tainty on the choice of the right scalar. Just above the combination O⇥OH
(here x is the product symbol), combinations of H, O, OH and OH* show
also a very good correlation metric. At higher distances, combinations of
these 3 radicals with the major species H2O and CO2 are ranked first. As
expected, this change occurs first for the HM3 configuration (fig. 5.28).



130 5.4 Results and discussion

0 2 4 6

a) Z+ at z=30mm

O

OH

OHs

H

CH

C

CH2s

C2H

CH2

HCCO

HCCOH

CH2OH

0 2 4 6

b) Z+ at z=60mm

O

OH

H

OHs

CH

C2H

CH2s

CH2

C

HCCO

OHxCH2O

C2H3

0 2 4 6

c) Z+ at z=90mm

O

OH

OHs

H

C

C2H

CH

CH2s

CH2

HCCO

HCCOH

OHxCH2O

0 5 10 15 20

d) Z+ at z=120mm

O

OH

OHs

H

C

CH

C2H

CH2s

CH2

HCCOH

OHxCH2O

HCCO

0 5 10 15 20

e) Z+ at z=250mm

O

OH

OHs

H

C

CH

C2H

OHxCH2O

CH2s

CH2

HCCOH

H2O2

0 5 10 15 20

f) Z+ at z=550mm

HO2

O

OH

CO2

OHs

H2O

CH3O

OHxCH2O

CH3OH

CH2O

C2H6

C2H4

Figure 5.25: HM3 case: best correlated species at various axial locations.
Lower Z+

s (X↵) values mean better correlation.
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Figure 5.26: HM3 case: best correlated net reaction rates at various axial
locations. Lower Z+

s (!̇r) values mean better correlation.
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The distributions of HRR, mole fraction and combinations are reported and
compared in Figure 5.29. The 6 graphics correspond to 3 positions of the 2
cases studied, i.e., z = 60 mm, z = 120 mm and z = 550 mm, respectively.
Only radial profiles of the top two species and the top-two combinations are
drawn together with the HRR. All these scalars are normalized with respect
to their own maximum. It is worth noting that both species mole fractions
and combinations capture the HRR peak very well in Figure 5.29a,b,d,e.
The main di↵erence is associated to the tails of the curves, for low values of
HRR. In particular, using the mole fraction products allows to have a higher
correlation in these branches and capture the near-zero HRR behaviour.
This might also suggest a good detection of local extinction. Di↵erent
considerations should be done for Figure 5.29c,f. At z = 550 mm, the HRR
curve is wider and, as stated previously, the sole species are not a very good
HRR marker, especially for the HM3 case.

Looking to the contour plots (Figure 5.30) reported as a qualitative exam-
ple, it is possible to identify the 3 zones previously underlined. Two black
dotted lines divide this zones at z = 150 mm and z = 450 mm. For each
part, the best HRR marker combination is reported.
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Figure 5.27: HM1 case: best correlated markers at various axial loca-
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s (⌫) values mean better correlation. Here ⌫
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Figure 5.28: HM3 case: best correlated markers at various axial loca-
tions. Lower Z+

s (⌫) values mean better correlation. Here ⌫
comprehends both X↵ and their combinations.
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Figure 5.29: Trends of normalized HRR, top-two mole fractions and com-
binations at 60 mm, 120 mm and 550 mm respectively. First
row refers to HM1 case, second row to HM3.
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Figure 5.30: HM1 and HM3 contour plots of HRR compared to species
products contours. The three zones are split as follows: from
0 to 150 mm, from 150 mm to 450 mm and from 450 mm to
550 mm.
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5.5 Summary and conclusions

In this Chapter, an extensive numerical analysis on the Adelaide Jet in
Hot Co-flow is reported. The aim is to provide understandings to clar-
ify three important aspects characterizing MILD combustion: 1) turbu-
lence/chemistry interaction modeling and the parameters involved, 2) NO
emission and 3) choice of a suitable marker which correlates the best with
the HRR.

First, a set of RANS simulations were run using the Partially Stirred Reac-
tor (PaSR) approach, investigating di↵erent mixing model formulations: a
static model based on a fraction of the integral time-scale, a fractal-based
and a dynamic model based on the resolution of transport equations for
scalar variance and dissipation rate. The proposed approaches were vali-
dated at di↵erent fuel-jet Reynolds numbers (5k, 10k and 20k) and di↵erent
co-flow oxygen dilution levels (3%, 6% and 9%). A parametric study iden-
tified a Cmix=0.5 as the best performing, when adopting a static model,
reducing the temperature over-prediction at z = 120 mm (4% relative error
at 10k and 3% O2). A dynamic mixing model was coupled for the first time
to the PaSR combustion model. The model outperforms both the static
and fractal models, leading to very accurate predictions in terms of mean
temperature, CO and OH mass fraction for a wide range of conditions. To
the author’s knowledge this level of accuracy was not yet reached for the
simulation of the AJHC burner using a RANS formulation and without a
fine tuning of the model parameters. While the static and fractal-based
models show very large sensitivity to the choice of parameters, the three
di↵erent dynamic formulations produce similar results, providing the ro-
bustness and soundness of the proposed approach.

Second, a study about the role of combustion models and kinetic mecha-
nisms on the prediction of NO formation was conducted. A forward propa-
gation of the uncertainty in the kinetics of the NNH route on the predictions
of NO was carried out. For the simulation with “Dyn JM” and KEE, the
predictions obtained using the post-processing tool of ANSYS Fluent 19.0
were insensitive tot the variability of the kinetic parameters of the one-step
global rate for the NNH route. The exclusive impact of the prompt route on
the simulated NO emissions was shown. On the contrary, the predictions of
NO obtained from the simulation with the “Dyn JM” and GRI-2.11 scheme
showed considerable sensitivity to the uncertainty in the kinetic parameters
of the rate-limiting reactions of the NNH pathways. The analysis proved
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that the use of a one-step global rate scheme for the NO formation path-
ways, as supposed in the post-processing tool, lacks the necessary chemical
accuracy and dims the importance of the NNH pathways in this combustion
regime. Subsequently, two di↵erent values for the volume fraction  of the
PaSR model were considered. Such an approach aims at accounting for the
di↵erent time scales of the oxidation reactions and the reactions involved
in the NO chemistry. An elevated chemical scale was supposed for the NO
species. Accordingly,  was set to a unitary value for the NO species. This
implementation augmented the estimation of the NO mean source term
coming from the PaSR closure and resulted in higher predictions of NO
emissions. A subsequent analysis showed that the adjustment enhanced
the formation of NO by all the routes and was especially beneficial for the
thermal and NNH routes. However, such an approach leads to a small mass
imbalance, which may become significant approaching N-containing fuels
(i.e. NH3). For these fuels, this might be solved adding an artificial mass
conservation correction. Furthermore, a detailed uncertainty quantification
on the most sensitive reaction might be performed to further improve the
accuracy of the predictions.

Finally, an analysis about the choice of a Heat Release Rate (HRR) marker
for MILD (HM1 flame) and not MILD (HM3 flame) conditions was con-
ducted. Correlations between HRR and both species mole fractions and
reaction rates were investigated at various axial locations along the radial
direction. Considering the HM1 case, the radical OH is always one of the
four top markers in the first 120 mm of reaction zone. Further downstream
from the burner, the top-three markers are O, OH, OH* radicals. The
reaction rates that better correlate with the HRR are shown to belong
mostly to reactions of the OH* sub-mechanism and involve primarily these
radicals together with other species such as H, O2, HO2, H2O2, H2O, CO
and CO2. For the HM3 configuration, a very good agreement between the
top-three radicals O, OH, OH* and the HRR was found right from the first
axial location, suggesting that a higher oxygen level allows better correla-
tion with the HRR. Even though conventional HRR markers, such as OH
and OH* perform well along most of the flame, a better detection of the
reaction zone may be achieved using appropriate combinations of species.
Considering the change of the combustion behaviour due to the entrained
oxygen from the air stream, di↵erent parts of the flame should be detected
by di↵erent markers. For the HM1 case, the combination of O and OH mole
fractions seems to be the right choice for the MILD region while beyond z
= 150 mm, the HRR is well captured by the product O⇥CO2, for both the
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configurations. Finally, only in the region far from the nozzle, i.e the last
150 mm of the studied domain, the low and wide values of HRR are better
captured by combinations of O and OH with carbon dioxide.



Chapter 6

CFD analysis of the ULB
flameless furnace

This chapter presents a detailed numerical simulation analysis to define
the key aspects in simulating a flameless furnace varying the composition
of the fuel. Simulations were carried out in a RANS approach using the
PaSR combustion model in ANSYS Fluent. A first study analysed three
methane/hydrogen blends, focusing on the e↵ect of kinetic schemes, mixing
time scale definition as well as turbulence and radiation modeling on the
prediction of temperature profiles and pollutant emissions. Afterwards, the
ammonia/hydrogen blends were also validated. An uncertainty quantifica-
tion analysis was also performed to determine the most impacting reactions
in the NO formation, leading to improved pollutant emission predictions.

This chapter is partially based on the following publication:

M. Ferrarotti, M. Fürst, E. Cresci, W. De Paepe, A. Parente, “Key Mod-
eling Aspects in the Simulation of a Quasi-industrial 20 kW Moderate or
Intense Low-oxygen Dilution Combustion Chamber”, Energy Fuels, 2018,
32, 10228-10241.

M. Ferrarotti, A. Bertolino, R. Amaduzzi, A. Parente, “On the influ-
ence of kinetic uncertainties on the accuracy of numerical modelling of an
industrial flameless furnace fired with NH3/H2 blends: a numerical and
experimental study”, Frontiers in Energy Research, Under review.
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M. Ferrarotti, W. De Paepe, A. Parente, “Reactive structures and pol-
lutant emissions for methane/hydrogen mixtures in flameless regime”,
Combustion&Flames, In preparation.

Author’s contribution to the publications The author per-
formed all the CFD simulations and post-processed the data for both
methane/hydrogen and ammonia/hydrogen cases. The uncertainty quan-
tification study based on WSR, simulating ammonia/hydrogen blends, was
performed by A. Bertolino. Nevertheless, the author contributed on the
methodology to follow.
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6.1 Introduction

As discussed in Chapter 4, the modelling of turbulent reacting flows is one
of the most challenging problems. The di�culty of the problem is due to
the simultaneous presence of di↵erent physical phenomena, such as turbu-
lence, combustion, thermal radiation and to their interactions. Compared
to the jet-in-hot-coflow flames (Chapter 5), flameless combustion in a fur-
nace is more complex in terms of fluid dynamics fluid patterns (example in
Figure 6.1), combustion characteristics and heat transfer.

0 5326

A

B

C

D
E

F

G

Figure 6.1: Streamlines, colored according to the velocity magnitude for
pure methane combustion in the ULB furnace. Units in me-
ters per second.

In the ULB furnace, combustion is sustained by a continuous entrainment
of recirculated exhaust gases into the air stream. The dilution level varies
over space and depending of operational parameters (injection diameter and
configuration) and fuel composition. Since the furnace is a closed system,
radiative heat transfer is significantly a↵ected by the high temperature walls
and therefore has to be taken into account, di↵erently from a JHC system.
Furthermore, flameless/MILD combustion is characterised a relatively low
Damköhler number, due to a stronger competition between chemistry and
mixing. As a consequence, detailed kinetic chemistry must be considered in
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an a↵ordable way. A numerical model, therefore, has to be robust enough
to work in very di↵erent conditions, varying fuel blends, from conventional
to renewable, as well as providing a fair estimate of the pollutant emissions.

In this chapter, the PaSR model, optimized in the AJHC burner (Chap-
ter 5), is applied to the simulations of the ULB furnace. Some of the most
representative cases of Chapter 3 are extracted and validated numerically.

6.2 Methane/hydrogen blends

Three di↵erent cases, presented in Chapter 3, are here studied numerically,
i.e. pure hydrogen, pure methane and an equimolar blend with an air
injector diameter of ID16 and equivalence ratio � = 0.8. The simulations
were performed in ANSYS Fluent 19.3, using a RANS approach.

6.2.1 Numerical details

Domain and grid

Due to the presence of the window in only one side of the furnace, a faithful
computational domain should consider half domain, as a result of the sym-
metry of the problem. The window properties can be included in ANSYS
Fluent imposing a semi-transparent wall boundary condition, which means
that radiation approaching the window can exit, but no radiation from the
surroundings can enter the domain. The latter is anyway negligible.

During the present work, two sets of computational grids were created,
contemplating or not the presence of the window. The domain considered
for both sets has an air injection diameter of ID 16 mm. All the com-
putational grids were first created with tetrahedrons and then converted
into polyhedrons. This operation allows for the reduction of the number of
cells and improvement of convergence and accuracy, because the number of
neighbours is higher than those of tetrahedrons. Particular attention was
paid refining the fuel�air mixing zone (Figure 6.2). Preliminary simula-
tions dealt with the grid independency study, adopting the two set of grids.
The number of cells ranges between 450k to 1300k cells for the case with
window (180° domain) and between 114k to 320k cells for the case without
window (45° domain). For the latter, the cooling surface also incorporates
the energy loss by radiation through the window. The selected grids consist
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of 216k cells for the case without window and 850k cells for the case with
window. They can be considered as a good compromise between accuracy
and computational time. More details are available in Appendix C. A sec-
ond comparison was aimed at understanding the e↵ect of the window on
the reactive zone. The grid without window o↵ers a fair compromise be-
tween accuracy (Appendix C) and computational cost in an area far from
the window, allowing the use of only a 45° section of the geometry (216k
cells instead of 850k). This domain is used hereafter (Figure 6.2).

Figure 6.2: Computational domain and grid resolution fro the selected
grid (case without window).

Boundary conditions and physical model

Di↵erently from combustion air, the fuel pipe is not directly pre-heated
across the heat exchanger. Nevertheless, the fuel lance is immersed in a
high temperature environment, therefore the fuel blend is partially indi-
rectly pre-heated. This increment is of the order of 50-70 K, which has a
marginal e↵ect on the combustion performances considering the ratio be-
tween air and fuel flow rate. To summarize, fuel was assumed to be fed into
the furnace at 343 K. Fuel and air mass flow, as well as inlet air tempera-
ture are taken from Tables 3.3-3.5. The cooling surfaces were modeled using
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a constant negative heat flux condition, whose value is set in accordance
with the furnace energy balance (Table 3.6) and it also incorporates the
energy loss by radiation through the window. Energy loss through the ex-
ternal wall were also imposed according to Table 3.6. Di↵erent turbulence
models were considered in the analysis coupled with enhanced wall func-
tions: standard k-✏, modified k-✏ (C✏1=1.6), realizable k-✏ and Reynolds
stress model (RSM). PaSR was used as combustion model. The chemical
time scale was evaluated from the species formation rate, while a static and
a dynamic approach were both considered for the mixing time scale. Two
kinetic schemes were considered to investigate chemistry accuracy on the re-
sults: GRI-2.11 (31 species and 175 reactions for the version without NOx
chemistry) and KEE (17 species, 58 reactions). In the present work, no
chemiluminescence species sub-models (OH*/CH*) were considered. The
discrete ordinate (DO) radiation model was used, in combination with the
weighted-sum-of-gray-gases (WSGG) model. The WSGG was used in two
ways: via the default approach proposed by ANSYS Fluent, which consid-
ers a grey approximation to solve one spectrally integrated RTE with the
coe�cient proposed by Smith et al. [163] or via a multi bands approach,
which solves an RTE for each of the grey gases. For the latter approach,
the coe�cient proposed by Bordbar et al. [164] were considered (for details
see Section 4.3.1).

6.2.2 Results

This section shows the main findings about modeling reactive structures
and pollutant emissions for methane/hydrogen blends. In particular, three
cases were simulated in details, namely M100H0, M50H50 and M0H100.

M100H0

A first numerical simulation was run with KEE and Cmix=0.5 1 to ensure
the closure and validation of the global energy and mass balances. Fig-
ure 6.3 presents the measured and computed profiles of wall temperatures
along the vertical direction z on the central plane. The averaged relative
error is below 1%. This, together with the validation of the temperature
value at the outlet, reported in Table 6.1 (error below 1%), confirms the
closure of the energy balance. A similar conclusion can be drawn for the

1value suggested from the analysis of Chapter 5



CHAPTER 6. CFD ANALYSIS OF THE ULB FLAMELESS FURNACE 143

mass balance, looking at the O2 and CO2 mass fractions at the outlet (Ta-
ble 6.1).
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Figure 6.3: Comparison of the measured and computed wall temperature
profiles at six di↵erent points along the z coordinate.

Table 6.1: Comparison of the measured and computed temperature, O2

and CO2 (on a dry basis) mole fraction values at the outlet.

Case Tex [K] YO2 [%] YCO2 [%]

Exp 1240 ± 7 4.53 ± 0.2 9.25 ± 0.3

CFD 1233 4.59 8.93

A first sensitivity analysis was aimed at understanding the chemistry ac-
curacy needed to describe the oxidation of pure methane. To this purpose,
Figure 6.4 compares KEE and GRI-2.11 varying the mixing constant value
(Cmix), in terms of temperature profiles obtained at di↵erent axial loca-
tions. Standard k-✏ was used as turbulence model. As already pointed
out in Section 3.2.3, the reactive region is shifted upstream almost in cor-
respondence of the top wall. Indeed, after the reactants are mixed with
the exhaust gases (between 100 and 200 mm), the profiles remain flat and
smooth. A first sign of ignition can be observed at z = 600 mm. Since,
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⌧c � ⌧mix, the mixing constant has no e↵ect on the predictions, as long as
chemistry is accurate enough. Indeed, only GRI-2.11 can catch the tem-
perature increment at z = 600 mm. This peculiar aspect is confirmed by
the contour plot (Figure 6.5) of the volume fraction of the reactive zone
() of PaSR (a) and the Damköhler (Da = ⌧mix/⌧c) distribution (b). The
 parameter is close to unity everywhere, while Da has a maximum value
lower then unity, i.e. 0.02.
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Figure 6.4: Sensitivity of temperature predictions to kinetic scheme and
PaSR constant Cmix for pure methane. (a) z=100 mm, (b)
z=200 mm, (c) z=300 mm, (d) z=400 mm, (e) z=500 mm
and (f) z=600 mm. Averaged experimental uncertainty of 10
K, which is the radius of the marker. M100H0, �=0.8 and
ID16. Std k-✏.

Li et al. [16] proposed an implicit approach for PaSR simulating AJHC
in LES. They showed that imposing  equals to unity, so without closure
model, the results were comparable to the ones obtained computing ⌧mix

and ⌧c. Figure 6.6 compares a static approach (Cmix = 0.5) and an implicit
PaSR, imposing  = 1. No di↵erences can be noticed among the two
formulations. However, di↵erently from LES, in RANS a residence time ⌧⇤

still has to be defined, implying the calculation of the two time scales.

One tool that can be helpful in understanding the nature of the chem-
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Figure 6.5: Contour of  (a), Damköhler number (b) and flame index (c)
for M100H0, �=0.8, ID16. Std k-✏, Cmix=0.5, GRI-2.11.
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Figure 6.6: Sensitivity of temperature predictions to the  parameter for
pure methane. (a) z=100 mm, (b) z=200 mm, (c) z=300 mm,
(d) z=400 mm, (e) z=500 mm and (f) z=600 mm. Averaged
experimental uncertainty of 10 K, which is the radius of the
marker. M100H0, �=0.8 and ID16. Std k-✏.
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istry/turbulence interactions is the so-called normalized flame index, intro-
duced by Yamashita et al. [182] and defined by Knudsen and Pitsch [183]
as:

⇠ =
rYF · rYO

| rYF · rYO | (6.1)

By definition, the index takes the value of ⇠ = +1 for premixed flames and
⇠ = -1 for non-premixed ones. It evaluates if the fuel and oxidizer gradients
are aligned. This tool can be useful to assess the ability of the model to cap-
ture the premixed nature of the combustion process under MILD/flameless
conditions. Figure 6.5 (c) shows that a non-premixed region is almost ex-
clusively restricted to the injection zone, while in the core of the furnace
the index is +1, indicating a premixed region behaviour.

M50H50

As discussed in Chapter 3, hydrogen has a relevant role in reducing the
ignition delay time and increasing the reactivity of the system respect to
pure methane. The aim of this section is to define the key parameters in
investigating a methane-hydrogen blend. Damköhler number (Figure 6.7)
is now one order of magnitude larger (0.2) compare to pure methane, ap-
proaching unity, and  becomes 0.5 in the reactive region. As a results,
an implicit approach ( = 1) can not be used and chemistry and mixing
have both great importance. The flame index (Figure 6.8(a)) shows that,
leaving aside a small non-premixed region at the burner exit, combustion
can be considered as premixed for this particular configuration, in corre-
spondence of the OH region (Figure 6.8(b)). Interestingly, measured OH*
and predicted OH show very good agreement.

A more detailed kinetic mechanism is needed to capture correctly ignition,
(Figure 6.9). Indeed, GRI-2.11 reduces the temperature under-estimation
of KEE at z = 150 mm (relative error from 7% to 2%) and 200 mm (relative
error from 8% to 3%). Indeed, GRI-2.11 o↵ers a higher level of accuracy,
having more intermediate species, a more recent thermodynamic database
and being validated and optimized against a wide database. After the
ignition region, where only thermodynamics and transport are involved,
the two models provide similar results and they are in good agreement
with experimental results (relative error below 1%.

Figure 6.10 o↵ers a sensitivity on the choice of the mixing time scale (⌧mix)
formulation, varying the Cmix among the static version or the scalar dissi-
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Figure 6.7: Contour of  (a), Damköhler number and (b) for M50H50,
�=0.8, ID16. Std k-✏, Cmix=0.3, GRI-2.11.
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pation rate definition among the dynamic ones (“Dyn JM” or “Dyn Som-
mer”). The latter were the best performing models in the AJHC (Chap-
ter 5). The analysis clearly shows that the definition of ⌧mix is crucial to
obtain good results. However, setting a Cmix value requires a priori knowl-
edge about the physics of the system. Indeed, the use of a low mixing
time scale (Cmix = 0.1), closer to the Kolmogorov scale, may slightly im-
prove prediction at z = 100 mm (Figure 6.10a) over-estimating at z = 150
mm (relative error of 13 %), as shown in Figure 6.10b. Moving towards
the integral time scale helps in catching ignition properly. Best results are
achieved with Cmix = 0.3 (relative error below 1% at z = 150 and 200 mm).
A dynamic formulation of ⌧mix would allow to overcome the drawbacks of
choosing a mixing constant a priori. Indeed, it provides an automatic es-
timation of the mixing time scale. The two tested versions provide results
which are in line with Cmix = 0.3 (“Dyn JM”) and Cmix = 0.5 (“Dyn Som-
mer”). Unfortunately, data about in-flame species mass fraction are not
available for this installation. However, considering the results of Chap-
ter 5, it is reasonable to believe that the dynamic models would lead to
an improvement compared to the static models. Furthermore, the scalar
dissipation transport equations proposed by Jones and Musonge [157] and
Sommers et al. [158] are based on analytical considerations assuming ho-
mogeneous turbulence and 2D configurations. These assumptions are likely
violated in the present case, where the flow structure is 3D and turbulence
is shear-driven. As a consequence, the coe�cients used in “Dyn JM” and
“Dyn Sommer” for the scalar dissipation rate transport equation might
not be optimal. An interesting future work may deal with an uncertainty
quantification of these coe�cients.

The e↵ect of the turbulence model was also studied, comparing standard
k-✏, k-✏ with C✏,1=1.6, realizable k-✏ and RSM, while keeping the optimal
Cmix value (0.3). Figure 6.11 shows a comparison in terms of predicted
temperature profiles. The modification of C✏,1 implies an even delayed
ignition, causing major over-prediction at z = 250 and 300 mm. No major
di↵erences can be noticed between the other models, reason why standard
k-✏ was considered hereafter, in light of the lower computational time and
stability.

So far, no model combinations seem to faithfully reproduce the pre-ignition
zone (z = 100 mm), therefore the discrepancies cannot be attributed neither
to turbulence modeling neither to chemistry. At this purpose, a sensitivity
study varying the air inlet turbulence intensity, set as boundary condition
was carried out (Figure 6.12), but without improvement.
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Finally, the formulation of the WSGG model was also put under inves-
tigation (Figure 6.13). Beside the default approach proposed by ANSYS
Fluent, a multi bands formulation was also considered. The former, con-
siders a grey approximation to solve one spectrally integrated RTE with
the coe�cient proposed by Smith et al. [163]. On the contrary, the latter
solves an RTE of each of the grey gases (four plus one clear gas), adopting
the coe�cient proposed by Bordbar et al. [164], which accounts for higher
H2O to CO2 ratios. A multi bands approach helps in improving the per-
formances of the numerical model in the recirculation region (high H2O
to CO2 ratios), with relative error almost negligible, as well as in the pre-
ignition zone (z = 100 mm). However, it over-estimates the temperature
peak with respect to the 1WSGG formulation.

The investigation, reported above, has touched almost every key aspects
of simulating a turbulent combustion flame in a furnace. The author con-
cludes that a RANS approach does not allow to catch the pre-ignition zone
(z = 100 mm) with su�cient accuracy. A further investigation using Large
Eddy Simulations (LES) or Detached Eddy Simulations (DES) might clarify
this aspect, shedding light on the gases flow field and turbulence-chemistry
interactions.

M0H100

As mentioned in Chapter 3, a pure hydrogen flame shows a reaction region
attached to the burner exit and it becomes mixing controlled (⌧c ⌧ ⌧mix).
This aspect is qualitatively confirmed by the contours of Figure 6.14. The
volume fraction of the reactive zone () assumes values much lower com-
pared to methane and its definition can be rewritten as  = ⌧c/(⌧c+⌧mix)
⇡ ⌧c/⌧mix. As a consequence, the Damköhler number is far from unity (22)
and the flame index shows that main core of combustion is non-premixed,
while there is still a small structure premixed on the sides.

Figure 6.15 compares three detailed kinetic schemes using a static Cmix

(0.5): KEE, GRI-2.11. The temperature predictions seem not to be af-
fected by the accuracy in representing chemistry, but di↵erences might arise
in predicting minor species and pollutants. All the schemes over-predict at
z =100 mm (relative error of 7% or 130 K) and they consider a thinner re-
active region compared to experimental data. Nevertheless, ignition starts
upstream, attached to the burner exit, where there are no available data to
compare with.
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Figure 6.14: Contour of  (a), Damköhler number and (b) flame index
for M0H100, �=0.8, ID16. Std k-✏, Cmix=0.5, KEE.
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A comparison between di↵erent definitions for ⌧mix, i.e. static and dy-
namic, is shown in Figure 6.16. Reducing the Cmix constant or adopting
a dynamic approach worsen the over-prediction at z = 100 mm. As for
M50H50, a sensitivity to the turbulence modeling was also conducted (Fig-
ure 6.17). All the investigated models over-predict the first measured points
(Figure 6.17(b)-(c)), while only standard k-✏ and realizable reduce the error
for axial coordinate z < 200 mm. Figure 6.16(a) compares the axial profile
of temperature, also for a region (z < 100 mm) where no experimental data
are available. In this region, all the two-equations models collide on a pro-
file, while RSM predicts slightly lower values. Thus, no under-predictions
can be noticed for the modified k-✏ (C✏1 = 1.6) in the pre-ignition region,
di↵erently from M50H50. This might be due to the fact that ignition occurs
at the burner exit.
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Figure 6.16: Sensitivity of temperature predictions to di↵erent ⌧mix defi-
nitions for M0H100, �=0.8, ID16. (a) z=100 mm, (b) z=150
mm, (c) z=200 mm, (d) z=250 mm, (e) z=300 mm and (f)
z=400 mm. GRI-2.11, std k-✏. Averaged experimental un-
certainty of 10 K, which is the radius of the marker.

Despite the investigated parameters, some aspects of pure hydrogen flame
could not be caught, in the current investigation. More experimental points
might be beneficial in reducing this uncertainty for z < 100 mm. As for
M50H50 case, these discrepancies might be related to the RANS framework,
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z=300 mm. GRI-2.11, Cmix=0.5. Averaged experimental
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therefore additional investigations in LES are required.

NO emissions

Finally, this section also compares di↵erent approaches to quantify NO
emissions for the methane/hydrogen blends. The strategy follows the
methodology already presented by Iavarone et al. [3] for the Adelaide JHC.
First, the ANSYS Fluent post-processing tool was applied considering the
thermal, prompt, N2O and NNH routes, using the best performing Cmix for
each case and the GRI-2.11 (without NOx chemistry). For the NNH route,
the reaction rate for NNH + O = NH + NO proposed by Konnov et al. [7]
and Klippenstein et al. [5] were both used and compared. Beside that, the
complete GRI-2.11 (with NOx chemistry) was also considered. The latter
considers an intermediate reaction rate between Konnov and Klippestein
for the NNH pathway.
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Figure 6.18: Measured and predicted NO emissions on dry basis in the
exhaust gases, using di↵erent methods. PP means post-
processing tool. ID16, �=0.8.

For M100H0 and M75H25, all the predictions are close to the experimental
value (⇡ 1 ppm), while di↵erences start to arise from M50H50. The two
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Figure 6.19: Percentage contribution of each pathway to NO emissions
varying the hydrogen content in the fuel blend using a brute-
force sensitivity analysis. GRI-2.11, ID16.

post-processing methods predict a very similar value (0.7 and 2.3 ppm for
Klippestein and Konnov, respectively) far from the measured one (16.2
ppm). Better performances can be achieved using the full GRI-2.11 for
both M50H50 and M25H75. For pure hydrogen, the two post-processing
methods lead to opposite results: on one hand, the kinetic proposed by
Klippestein et al. [5] under-estimates NO (21 versus 62 ppm), while on the
other hand, the kinetic proposed by Konnov et al. [7] shows a major over-
prediction (150 ppm). To sum up, the higher the hydrogen percentage, the
more important the e↵ect of the uncertainty on the NNH kinetic in a post-
processing framework. The usage of the full GRI-2.11 helps to alleviate
the under-prediction (35 ppm versus 62 ppm for M0H100). A strategy to
further mitigate this under-prediction was also investigated, as tested in
Chapter 5. It consists of an engineering adjustment of the PaSR model
(Iavarone et al. [3]) to account for the di↵erent time scales of the fuel-
oxidizer reactions and NO formation pathways. Accordingly, a di↵erent 
for the NO species was adopted and set equal to 1 in the whole domain.
This adjustment proved to be very e↵ective since the NO predictions are
in excellent agreement with experimental data for pure hydrogen (60 ppm
versus 62 ppm). However, using such an approach introduces an error in
the total mass balance of 0.4 %, as already documented in [3].

Figure 6.19 shows the percentage contribution of each route in forming NO
varying the hydrogen content in the fuel blend. This analysis was conducted
considering the impact of each pathway on the NO formation before and
after taking out the rate-limiting reactions of each pathway from the full
GRI-2.11 scheme, one-at-a-time (brute-force sensitivity). NNH route con-
firms to be the most important in presence of hydrogen. It is responsible for



158 6.3 Ammonia/hydrogen blends

78% of NO emissions for M50H50, 68% for M25H75 and 81% for M0H100.
Thermal NOx starts to be relevant at M25H75 (30%), considering the rise
in temperature observed in Figure 3.16. Even if for M0H100 temperature
continues to rise, the thermal contribution lowers to 18%, considering the
massive growth of NNH route, due to the major presence of radical H. Fi-
nally, N2O route counts 7% for M50H50 and then becomes progressively
negligible.

6.3 Ammonia/hydrogen blends

This section is focused on the influence of existing uncertainties in detailed
kinetic mechanisms on NO predictions in RANS simulations.

A first validation for temperature profiles is presented for case N50H50 ID16
� = 1. Here, a value of 0.5 was employed for Cmix in the PaSR model, to-
gether with standard k-✏ for turbulence. Figure 6.20 shows the comparison
between measured and predicted temperature profiles along the axis (a) and
at di↵erent axial positions (b, c, d). The results from two di↵erent kinetic
mechanisms, developed for ammonia combustion, i.e. Stagni et al. [13] and
Glarborg et al. [4] are reported. Looking at Figure 3.26, the reaction region
(maximum of OH* counts) is located between 110 and 160 mm from the
burner exit. However, the two models predict a late ignition compared to
experimental data, as they under-predict the temperature peak at 100 mm
away from the inlet. The above-mentioned under-prediction corresponds
to a 2% and 1% relative error for Stagni et al. [13] and Glarborg et al. [4]
models, respectively.

Even tough, both mechanisms performed well on temperature profiles,
strong di↵erences were detected for pollutant emissions estimates. Regard-
ing NOx, a pronounced overestimation was observed using both models (see
“Stagni2020-original” and “Glarborg2018” in Figure 6.21). In particular,
for � = 1 (Figure 6.21 left), Glarborg et al. [4] predicts much higher values,
i.e. 13580 and 5300 ppm at N25H75 and N50H50, respectively, versus 9473
and 2851 ppm for the mechanism from Stagni et al. [13]. Anyway, even
using the latter model, predictions are still far from the experimental data
(460 ppm and 160 ppm for N25H75 and N50H50, respectively). For � = 0.8
(Figure 6.21 right), a better agreement with experimental data is observed,
even tough the model under-predicts the NO emissions for N50H50.

In order to verify the major role of an accurate kinetic sub-model in this
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Figure 6.21: Dry NO pollutant emissions predicted using di↵erent kinetic
schemes. The gray area represents the uncertainty propaga-
tion of the LHS study for Stagni et al. [13]. ID16, �=1 (left)
and �=0.8 (right). Relative experimental uncertainty 2%.

chemistry-controlled regime (flameless), a fundamental analysis was carried
out through the WSR network (Section 3.3.2), using the Stagni et al. [13]
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kinetic scheme. In particular, as the adopted kv and ⌧res values, for each
fuel composition, are average quantities extracted from the reactive zone
in RANS simulations, a sensitivity analysis was performed by multiplying
and dividing them by a factor of 2. The model responses are reported in
Figure 6.22 for ID16, where a higher sensitivity to the recirculation degree
than to residence time is observed. Figure 6.22 also shows a much greater
impact on the NO variance due to the kinetic model. For this reason, only
the uncertainty related to kinetic was considered for an uncertainty quan-
tification study. Section 3.3.2 identified reactions R39, R80 and R85 as
the most sensitive to NO emissions and their uncertainty factors are re-
ported in Table 6.2, based on literature information. Thus, these reactions

Table 6.2: Details about identified sensitive reactions.

Index Reaction f Ref.

R39 NH+NH2=H+N2H2 0.18 [184]

R80 NH+OH=HNO+H 0.7 [185]

R85 NH+NO=H+N2O 0.65 [186]

were addressed as random variables, propagating their uncertainty through
the WSR. So, for each combination of operating conditions, NOx emis-
sions were represented as a region, rather then a curve. This was achieved
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using a Latin Hypercube Sampling (LHS) (Iman et al. [187] and Florian
et al. [188]) approach for the pre-exponential factors of the selected reac-
tions, within their estimated uncertainties. The maximum and minimum
pre-exponential factors (Amin and Amax) were calculated considering the
definition of the uncertainty factor f (see Baulch et al. [189]), reported in
Table 6.2:

f = log10
�kmax

kmin

�
= log10

�knom
kmin

�
, (6.2)

where k represents the kinetic rate constant for a certain reaction and
the subscript ”nom” means nominal value. However, considering the pre-
exponential factor as the only uncertain parameter, one could write:

f = log10
�Amax

Amin

�
. (6.3)

Performing a LHS study using RANS simulations would have been pro-
hibitive from a computational point of view. For this reason, the WSR
network was used instead. By analysing the system responses to input vari-
ations, Arrhenius parameters combinations, corresponding to both maxi-
mum and minimum of the NO formation distribution, could be identified
(Figure 6.23). To achieve that, a total number of 500 samples were consid-
ered from the cube shaped by three coordinates, namely the pre-exponential
factors of reactions R39, R80, and R85, which are uncertain random vari-
ables of the kinetic model.

max
NOx

min NOx min NOx

max
NOx

Figure 6.23: Latin Hypercube Sampling samples for reactions R80, R85
and R39. Here, the grey scale represents in black the points
with maximum NO deviation from the nominal mechanism,
in white the points with minimum NO deviation.
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The results from the LHS study on the WSR network were then tested in
CFD simulations. This means performing additional simulations using the
set of kinetic parameters corresponding to the maximum and minimum NO
emissions on the LHS chart (Figure 6.23). The uncertainty propagation as-
sociated with R39-80-85 on the NO emissions is shown in Figure 6.21 (see
“Stagni2020-UQ”). At � = 1, the lower band moves towards the experi-
mental values, allowing a massive reduction compared to the original model
from Stagni et al. [13]. This is true especially for N50H50, where NO emis-
sions decrease from 2851 ppm to 539 ppm. On the contrary, temperature
profiles in the furnace (not shown here) remain almost constant, meaning
that the e↵ect of the kinetic of the three reactions is relevant only for NO.
Much better results were achieved at � = 0.8, where the uncertainty bounds
almost intersects the experimental data region for N10H90 and contains it
for N25H75 and N50H50.

6.4 Summary and conclusion

A detailed numerical analysis was conducted to extend the validation of
an existing turbulence/chemistry interaction sub-model (PaSR), for non-
conventional fuels and conditions. The commercial software ANSYS Fluent
19.3 was used in a framework RANS approach.

For M100H0, it was found that the Damköhler number is well below unity,
implying a decoupling between chemistry and mixing. The flame index
indeed revealed a premixed combustion behaviour. As a consequence, the
choice of the mixing time scale had not impact on the temperature predic-
tions. On the contrary, adopting a more refined kinetic schemes (GRI-2.11
instead of KEE) allowed to catch ignition at z = 600 mm.

If hydrogen (M50H50) is introduced in the fuel blend, the reaction region
is shifted upstream towards the burner exit and the Damköhler number
approach unity. This means that there is a strong interplay between chem-
istry and turbulence. On one side, GRI-2.11 allowed to capture correctly
the ignition, lowering the relative error from 7% to 2% at z = 150 mm and
from 8% to 3% at z = 200 mm compared to KEE. On the other side, the
proper choice of the mixing time scale constant Cmix was paramount to
further reduce these discrepancies. A Cmix = 0.3 was found to be the best
compromise. Beside the static approach, dynamic models were also tested
to automatically define the mixing constant without the need for tuning.
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Results were in line with those obtained by Cmix = 0.3. However, an under-
prediction at z =100 mm was remarked which was not alleviated neither
by the choice of the turbulence modeling neither by boundary conditions
or radiation model. The author believes this is due to RANS limit and an
LES or DES simulation might solve the issue.

Simulating a pure hydrogen flame (M0H100) implies a Damköhler number
well higher unity and a partially non-premixed combustion behaviour as
shown by the flame index. Temperature predictions seemed not to be af-
fected by the accuracy in representing chemistry. Despite the turbulence
models and Cmix values tested, the model over-predicted the first measured
point (z = 100 mm).

Di↵erent approaches were used to evaluate NO molar fraction at the outlet,
comparing the post-processing tool with the complete kinetic scheme (with
NO chemistry). The full GRI-2.11 allowed to reduce the under-prediction
achieved with the post-processing tool. Furthermore, an engineering ap-
proach, considering =1 for NO, allowed to fill the gap between experiments
and prediction for M0H100. Finally, a brute-force sensitivity revealed the
contribution of each pathway to NO emissions. It was found out that NNH
is the most important route, responsible alone for the 81% of NO produc-
tion for M0H100, followed by thermal NOx and the N2O route.

Finally, an equimolar blend of ammonia and hydrogen (N50H50) was val-
idated numerically using the air injector ID16 and �=0.8. The agreement
between temperature measurements and estimations was found to be satis-
factory, and nearly insensitive to the adopted kinetics, i.e. Stagni et al. [13]
and Glarborg et al. [4]. However, in terms of NOx emissions, substantial
di↵erences between predictions with the two mechanisms were observed.
In light of this pronounced di↵erence, the error in pollutant emissions can
be partially attributed to the uncertainties intrinsically embedded in the
kinetic sub-model. In spite of the great over-prediction at � = 1, the mech-
anism from Stagni et al. [13] was found to be more accurate. To reduce
this discrepancy, a Latin Hypercube Sampling (LHS) method was adopted
to propagate the uncertainty of a sub-set of reactions (R39-80-85) to NO
production/emissions using a well-stirred reactor network (WSR). Two ki-
netic mechanisms were determined from Stagni et al. [13], representing the
maximum and the minimum of the NO distribution. At � = 1, the lower
band moves towards the experimental values, allowing a massive reduction
compared to the original model from Stagni et al. [13]. Much better results
were achieved at � = 0.8, where the uncertainty bounds almost intersects
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the experimental data region for N10H90 and contains it for N25H75 and
N50H50. In conclusion, a significant part of the discrepancy between the
measured and predicted pollutant emissions is associated to inherent uncer-
tainties in recent kinetic mechanisms for ammonia/hydrogen combustion.
In fact, the latter were found to be reliable for temperature prediction,
while over-predicting NO emission significantly. Thus, this work indicates
the need to improve existing NH3/H2 models, especially in diluted condi-
tions. In particular, specific reactions (i.e. R39-80-85) need better char-
acterization, to improve models of practical systems. This is particularly
true for stoichiometric conditions, where the discrepancies between numer-
ical models predictions and experiments was found to be most significant.



Chapter 7

Reduced-order model from
CFD simualations

Although CFD tools have significantly progressed in recent years, their use
in real time is still unrealistic. In this context, the availability of physics-
based reduced-order models (ROMs) becomes very attractive, to embed
the critical aspects of a detailed simulations into simplified relationships
between the inputs and outputs that can be used in real time. With this idea
in mind, a first-of-its-kind digital twin for a furnace operating in flameless
conditions is presented in this chapter. It is based on CFD simulations
combining Proper Orthogonal Decomposition (POD) and Kriging. Firstly,
POD is used for data compression and then Kriging is used to find a
response surface for the unexplored operating condition. The influence of
the number of training simulations used for the development of the ROM
has been performed and a leave-k-out analysis has also been carried out to
determine how many and which simulations are needed.

This chapter is partially based on the following publication:

G. Aversano, M. Ferrarotti, A. Parente, “Digital twin of a combustion fur-
nace operating in flameless conditions: reduced-order model development
from CFD simulations”, Accepted for publication in the “Proceedings of
the Combustion Institute” 2020.
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Author’s contribution to the publication The author contributed
in reviewing the relevant literature and in choosing the methodology to
follow. Furthermore, he analysed and selected the most relevant physical
parameters of the ULB furnace, which are the basis for the reduce order
model development. The author optimised the CFD model and conducted
all simulations in ANSYS Fluent 19.0. He also contributed in judging the
physicality of the results obtained with the ROM.
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7.1 Introduction and literature review

Although CFD are becoming more and more reliable, their use in real
time is still unrealistic, especially for combustion regimes such as flame-
less/MILD combustion, whose description requires the use of detailed
kinetic mechanisms and advanced turbulence-chemistry interactions ap-
proaches, as seen in the previous Chapters. In this context, the availability
of physics-based reduced-order models (ROMs) becomes very attractive, to
embed the critical aspects of a detailed simulations into simplified relation-
ships between the inputs and outputs that can be used in real time. The
development of virtual models, also referred to as digital twins, of indus-
trial systems opens up a number of opportunities, such as the use of data
to anticipate the response of a system and brainstorm malfunctioning, and
the use of simulations to develop new technologies, i.e. virtual prototyping.

A definition of digital twins is “an integrated multi-physics, multi-scale,
probabilistic simulation of an as-built system, enabled by digital thread,
that uses the best available models, sensor information, and input data to
mirror and predict activities/performance over the life of its correspond-
ing physical twin” [190]. Combining CFD simulations with experiments
and real-time data coming from sensors of a real industrial system to fore-
see a change in its state is possible only if the prediction of the system’s
state becomes instantaneous [81]. To do so, a set of training simulations
must be generated beforehand, for a wide enough range of possible oper-
ating conditions. A physics-based ROM can be then developed by using
unsupervised learning to extract the key latent features in the data, for
which a response surface is subsequently found by a supervised learning
technique. Once the mapping between inputs and outputs is embedded in
a ROM, the system state can be predicted for new operating conditions,
based on real-time data coming from sensors. Aversano et al. [191] showed
that the combination of an unsupervised data compression method, i.e.
Proper Orthogonal Decomposition (POD), with a supervised interpolation
technique, i.e. Kriging, could be e↵ectively used for the reconstruction
and prediction of two-dimensional laminar methane flames. In the present
work, this methodology was extended and applied to the development of
a first-of-its-kind digital twin for a furnace operating in flameless combus-
tion conditions. The aim is to predict the full state of the furnace (spatial
fields of temperature and main chemical species mass fractions) as well as
of important scalar quantities at locations of interest (wall temperature,
OH peak value and location, flame length and exhaust gas composition
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including pollutants), within a prescribed accuracy. The design space con-
sisted of a design parameter, the air injector diameter, and two measured
inputs, the fuel composition (mixture of H2/CH4 in molar basis) and the
equivalence ratio.

The remainder of this chapter is organized as follows. The methods used for
the ROM development are described in Section 7.2, while the description of
the case study is reported in Section 7.2.3. The sensitivity to the training
data of the data compression process and of POD+Kriging are presented
in Section 7.3.1 and 7.3.2, respectively. The performances of the developed
digital twin are finally discussed in Section 7.4.

7.2 Methods

7.2.1 Proper Orthogonal Decomposition

Consider a snapshot matrix Y of size (m ⇥ n), where each row of Y is
a vectorized 2D or 3D spatial field of some variable of interest such as
temperature, or a concatenation of more than one field, coming from one
CFD simulation. Thus, m is the number of available simulations and n
is the number of grid points times the number of considered variables. In
combustion-related problems, n >> m. Proper Orthogonal Decomposition
(POD) seeks Z of size (m ⇥ k) and A of size (n ⇥ k) with k << n (hence
the reduction), such that the functional f(Z,A) = 1

2 ||Y � ZAT ||2 is mini-
mized, subject to ATA = I, where I is the identity matrix. This problem
can be solved by computing the singular value decomposition (SVD) of
the matrix Y, which corresponds to finding the eigenvectors of the matrix
C = 1

m�1Y
TY. These eigenvectors are the columns of A. A low-rank

approximation of Y is found as follows Y ⇡ ZAT = YAAT , where the
columns of A of size (n⇥k) are the POD modes, also referred to as spatial
shapes or eigenflames [191], and Z of size (m ⇥ k) is the matrix of POD
coe�cients. Each column of Z are the k coe�cients for the retained k POD
modes so that one particular simulation, or row of Y, can be expressed as
a weighted sum of di↵erent data-driven eigenflames: y(x) =

Pk
i=1 aizi(x).



CHAPTER 7. REDUCED-ORDER MODEL FROM CFD SIMUALATIONS 169

7.2.2 Kriging

Kriging is an interpolation method in which every realization z(x) (e.g. the
POD coe�cients) is expressed as a combination of a trend function and a
residual [192]:

z(x) = µ(x) + s(x). (7.1)

The trend function µ(x) is a low-order polynomial regression and provides
a global model in the input space.

The residuals s(x) are modeled by a Gaussian process with a kernel or cor-
relation function that depends on a set of hyper-parameters to be evaluated
by Maximum Likelihood Estimation (MLE) [193, 194].

7.2.3 Data-set

To generate the samples required for development of the furnace ROM,
CFD simulations were carried out using the commercial software Ansys
Fluent 19.0. A constant input power of 20 kW was fixed, while the cooling
flow rate was set to reach a furnace outlet temperature of Tout = 1000 �C.
A 45° degrees angular sector of the 3D geometry of the furnace was con-
sidered, as a result of the symmetry of the problem, without considering
the window. More details about the grid can be found in Chapter 6. The
standard k-✏ turbulence model was used in combination with the PaSR
model [77] for turbulence-chemistry interactions. Following the findings of
Chapters 5 and 6, a Cmix of 0.5 was set to determine the mixing time scale
in PaSR. Keeping in mind the objective of running a large set of CFD
simulations, the KEE kinetic scheme was used as a fair compromise be-
tween accuracy and computational cost. The author is aware that such a
choice penalizes more the cases having an hydrogen molar fraction of about
50%, as shown in Chapter 6. Following the same logic, the NO modeling
was handled by the post-processing tool of ANSYS Fluent, which includes
the thermal, prompt, N2O and NNH pathways as described in Chapters 5-
6. The discrete ordinate (DO) radiation model was used, in combination
with the weighted-sum-of-gray-gases (WSGG) model, using the coe�cients
proposed by Smith et al. [163].

Three input parameters were considered to generate the simulation samples:
fuel composition in mole fractions (mixture of methane/hydrogen), equiva-
lence ratio and air injection geometry. A design of experiments (DoE) was
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established using latin hypercube sampling, varying the input parameters
in the range 0-100 % (H2 molar fraction), 0.7-1 (equivalence ratio �) and
16-20-25 mm (air injector ID size). A total of 45 simulations were car-
ried out. The variables of interest selected for the generation of the furnace
ROM were temperature, major species (CH4, H2, O2, H2O and OH), minor
species (CO and OH), and pollutants (NO).

Before generating a digital twin based on CFD simulations, it is key to
ensure that the numerical simulations are a good representation of reality.
The computational model used in this work was validated in the Adelaide
Jet in Hot Co-flow in Chapter 5, fed with an equimolar methane-hydrogen
mixture, and in the very same furnace in Chapter 6 for similar operating
conditions.

7.3 Reduced order model development

The furnace ROM was developed based on the methodology shown in Fig-
ure 7.1. The approach, introduced by Aversano et al. [191], allows to
distinguish between invariant information, the POD modes, and system-
dependent ones, the POD coe�cients. The POD modes are kept constant,
as they represent the intrinsic system physics. The POD coe�cients, on
the other hand, are used to represent the system variability due to changes
in the boundary conditions. This relationship is modelled by means of non-
linear regression approaches, Kriging in the present case. The accuracy of
the reduced-order model is then dependent on the degree of reduction im-
posed during the POD decomposition as well as on the training data used
to identify the POD modes and coe�cients. These aspects are critically
discussed in the next sections of the present study. The maximum number
of POD modes that could be extracted from the data-set was m� 1, where
m is the total number of available simulations. In the present study, the
data-set related to one particular field (e.g. temperature) consisted of a
matrix of size (m ⇥ l), with m = 45 and l = Nc, where Nc is the number
of cells of the grid1. Thus, a total of 44 POD modes could be identified
and used to encode each simulation (i.e. a vector of 216, 360 real numbers
for ID16) into a set of 44 coe�cients, for which a Kriging response surface
was found. The ROM developed in the present work requires the training
of a reduced set of scalars (from 216, 360 to 44 for ID16) from the POD de-

1216,360 for ID16. It slightly varies in function of the selected air ID.
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composition, for which the supervised Kriging method is used. Once built,
the evaluation of the ROM is almost instantaneous and can be used in real
time, while each of the 45 numerical simulations required 1440 CPU hours
on 20 cores.

Full-order model

POD decomposition

Modes Coefficients

Non-linear 
regression 

(e.g. GPR)

ROM-based Digital Twin

Figure 7.1: Reduced-order model generation: identification of invariant
and system-dependent information.

7.3.1 Reconstruction of test data

The set of training data to be used for the generation of the reduced-order
model out of the 45 available CFD simulations was determined using the
sampling strategy described by Aversano et al. [191], as this method allows
to associate an importance index to each available simulation, based on the
influence they have on the reduced POD basis. To assess the importance of
the training data size on the POD basis and understand if enough data had
been collected for ROM development, a leave-k-out cross validation analysis
was performed, where k was the number of simulations left out from the
overall available training data set. Each time, k simulations were left out
and the error associated to the reconstruction of left-out simulations from
the POD basis was evaluated.

Figure 7.2 shows the average normalized root mean squared errors
(NRMSE) across all the available thermo-chemical variables, for the re-
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Figure 7.2: Leave-one-out reconstruction errors, visualized in the input
parameter space. The sizes of the circles are proportional to
the error. Di↵erent colours are used for the 3 di↵erent values
of the air injector size.

construction of one particular left-out simulation. This corresponds to a
leave-one-out (LOO) analysis. In this case, the total number of possible
design of experiments (DoE) was equal to the number of available simu-
lations, making it possible to visualise the NMRSE in the design space.
Figure 7.2 allows to identify the design points impacting most the POD
reconstruction error. It can be observed that very few design points had
a considerable impact on the quality of the POD reconstruction. When
k > 1, the total number of possible DoE is given by: m!/(m � k)! k!,
where m is the total number of available simulations and k is the number
of simulations to leave out each time. In the present case, m = 45 while k
ranges between 1 and 5, thus leading to a very large number of combina-
tions (exceeding 1 million), for k = 5. Therefore, only a random subset of
all the possible combinations was considered. For a given value of k, the
leave-k-out errors were estimated from random subsets of di↵erent sizes.
Based on a sensitivity study, the size of the subset was chosen to be 250,
as the leave-k-out errors were converging for this value. The analysis was
carried out for an increasing value of k, as reported in Figure 7.3, where
the average NRMSE and its standard deviation for the reconstruction of
the test data are reported. Two observations can be made. First, the aver-
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Figure 7.3: Average NRMSE for the reconstruction of an increasing num-
ber of left-out simulations. Vertical bars represent the stan-
dard deviation of the error associated to di↵erent combina-
tions of k left out simulations.

age reconstruction error increases when more simulations are left out of the
training data, as expected, and converges at a value of roughly 1%, indicat-
ing the ability of the POD basis to reconstruct the test data. Second, the
standard deviation of the reconstruction error decreases when k increased,
indicating that for high values of k the ROM is more sensitive to the size
of the training data than to the location of the training simulations in the
input parameter space.

7.3.2 Prediction of new data

The leave-k-errors for the reconstruction of the left-out data can be used
to identify the most relevant simulations for the definition of a reduced ba-
sis, as shown in the previous section. However, in the context of predictive
ROMs, it is more robust to base the leave-k-out approach on the prediction
of the left-out data in order to assess how the developed ROM generalizes
to new data [195]. Thus, this section presents the leave-k-out errors rel-
ative to the prediction of the left-out data by building a ROM from the
included (not left out) simulations. Figure 7.4 shows the average normal-
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Figure 7.4: Leave-one-out reconstruction errors, visualized in the input
parameter space. The sizes of the circles are proportional to
the error. Di↵erent colours are used for the 3 di↵erent values
of the air injector size.

ized root mean squared errors (NRMSE) associated to the prediction of
each particular simulation (spatial fields of temperature and main chemical
species), when that particular simulation was left out. Although relatively
high prediction errors were observed for simulations that had a low influ-
ence on the POD basis, some of the highest LOO errors were observed for
the prediction of the simulations that had the highest influences on the
POD basis as well. Thus, the evaluation of these influences can be taken
into consideration as a fast preliminary method to assess the quality of the
training data and detect the regions in the input space were more observa-
tions are needed. Figure 7.5 shows the average NRMSE for the prediction
of an increasing number of left-out simulations, similarly to what was done
in Figure 7.3. As the LOO prediction errors of Figure 7.4 indicated the
most influential simulations that should always be included in the training
set, the leave-k-out errors of Figure 7.5 were estimated taking this into ac-
count. Thus, only the simulations whose influence was < 15% with respect
to the most important simulation were taken into consideration as possible
test data. Predictably, the prediction errors were greater for higher values
of left-out simulations, k. Interestingly, as observed for the reconstruction
errors, the standard deviation of the mean prediction NRMSE decreased
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Figure 7.5: Average NRMSE for the prediction of an increasing number
of left-out simulations. Vertical bars represent the standard
deviation of the error associated to di↵erent combinations of
k left out simulations.

when k was increased. In the context of stationary systems, it is of major
interest to look at quantities that can be immediately compared to sensory
data rather than at the full spatial fields. Therefore, leave-k-out errors for
the prediction of scalar and integral quantities such as wall temperature,
flame length and exhaust gas composition are reported in Figure 7.6. The
flame length was estimated as the distance from the inlet (on a vertical
axis) at which the OH mass fraction decreased to less than 5% of its max-
imum value. The wall temperature was measured at the following axial
coordinates z (in mm): 100, 200, 300, 400, 500, 600. Figure 7.6 shows that
the prediction error for the wall temperatures, flame length and OH peak
location slightly increase when increasing k from k = 1 to k = 5. Neverthe-
less, the average NRMSE never exceeds 2%, which is remarkable. Higher
NRMSE were obtained for the prediction of the OH peak value, around
10%, but this can be considered acceptable considering the lower concen-
trations and more localised distribution of OH compared to other scalars.
Similarly to Figure 7.5, the standard deviations in Figure 7.6 decrease for
higher values of k. Low standard deviations for the prediction errors are a
preferable characteristic of a ROM, to guarantee a lower upper bound for
the prediction error. The fact that the developed digital twin can provide
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Figure 7.6: Leave-k-out relative errors for the prediction of scalar quanti-
ties such as wall temperature, flame length, value and location
of the YOH peak. Vertical bars represent standard deviations
of the error associated to di↵erent combinations of k left out
simulations.

access to quantities di�cult to measure with physical sensors is a very in-
teresting feature of the approach and opens a number of opportunities for
the soft-sensing [196] and control of combustion technologies using models,
in this case ROMs.

7.4 ROM developed from the training data-set
determined by leave-k-out analysis

A ROM was developed based on the simulations determined by the leave-
k-out analysis of the previous Section. The errors of Figure 7.6 were con-
sidered relatively low even for k = 4, suggesting that the use of a training
set of size m � 4 , i.e. 41, could lead to satisfactory performances as well,
especially for the prediction of the scalar and integral quantities. Thus, a
value of k = 4 was chosen and all simulations except the four-dimensional
set characterised by the minimum leave-k-out error (simulations 1, 22, 28
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and 39 of Figure 7.7) were employed as training data-set to find both the
reduced POD basis, and train a Kriging model for the prediction of the
POD scores. The left-out simulations were used as test data, to assess the
ROM’s predictive capabilities.

Figure 7.7: List of CFD cases varying the three operating conditions.

Figure 7.8 reports the overall NRMSE for all the variables for the prediction
of the test data. The fields of temperature and the main chemical species
mass fractions and pollutants were predicted with an error below 10%,
whereas higher prediction errors were obtained for CO and OH. This was
expected, considering the order of magnitude (ppm) and the much more
localised distribution of CO and OH with respect to other scalar. Indeed,
a relatively modest error on the location of the peak might become a high
NRMSE, thus representing a more challenging target for the ROM.

Figure 7.9 and Figure 7.10 compare the true temperature and OH field,
respectively, to the ROM predictions, for di↵erent unexplored operating
conditions. It can be observed how the ROM is able to accurately capture
their distribution within the furnace, providing a solution which closely
matches the CFD one, with no evident di↵erence. Table 7.1 reports the
errors for the prediction of di↵erent scalar quantities such as flame length,
position and value of the OH peak and exhaust gas composition, for the
four left-out simulations. Errors on the wall temperatures, flame length and
OH mass fraction peak location are remarkably low, below 5% for all cases,
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Figure 7.8: NRMSE for the prediction of the test data by a ROM based
on POD and Kriging.
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Figure 7.9: (left) True temperature field from CFD simulation for ID16,
60% H2 and �=0.93. (right) Predicted temperature field for
the same operating conditions.

with respect to the true values for the left-out simulations. The prediction
of the OH mass fraction peak location values shows higher prediction errors.



CHAPTER 7. REDUCED-ORDER MODEL FROM CFD SIMUALATIONS 179

0

2.1e-03

1.1e-03

OH[-]

Figure 7.10: (left) True OH field from CFD simulation for ID25, 65%
H2 and �=0.91. (right) Predicted OH field for the same
operating conditions.

Nevertheless the error never exceeds 10%, with respect to the true values.

(Error on) Sim. 1 Sim. 2 Sim. 3 Sim. 4
Twall 0% 3% 1% 0%

flame length 9% 0% 1% 0%
Pos. of YOH peak 2% 0% 0% 0%
Value of YOH peak 9% 5% 7% 1%

YH2O outlet 1% 3% 4% 1%
YCO2 outlet 5% 1% 5% 1%
YCO outlet 3% 0% 0% 1%
YNO outlet 5% 3% 1% 1%

Table 7.1: Digital twin’s prediction errors for di↵erent scalar quantities of
the furnace such as wall temperature, flame length , position
of the peak of YOH , value of the peak of YOH , furnace outlet
mass fractions of H2O, CO2 and CO.
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7.5 Summary and conclusions

In the present work, the first-of-its-kind digital twin for a furnace oper-
ating in flameless combustion conditions was developed and validated. A
reduced-order model (ROM) based on the combination of Proper Orthogo-
nal Decomposition (POD) and Kriging was developed for the prediction of
three-dimensional spatial fields of temperature and chemical species (ma-
jor, minor and pollutants), as a function of three input parameters, the
fuel composition (a mixture of methane and hydrogen from pure methane
to pure hydrogen), the equivalence ratio and the air injector diameter.
Fourty-five three-dimension CFD simulations were carried out to generate
samples for the ROM. Numerical simulations were also validated against
available experimental data on the furnace, for di↵erent fuel mixture com-
positions. During the construction of the ROM, POD was used for data
compression, thus to represent the original data with a reduced number of
features, the POD scores. Kriging was used to find a response surface for
these scores at unexplored operating conditions. The influence of each sim-
ulation on the reduced basis found by POD was estimated, so to identify
the most important simulations to retain as training data for the ROM. The
influence of the number of training simulations used for the development
of the ROM was also assessed. A leave-k-out analysis was carried out to
determine how many and which simulations were needed for the training of
the ROM, and estimate how the developed ROM would generalize to new
data. Results showed that the developed ROM could predict the fields of
temperature and CO2, O2, H2O, CH4 mass fractions, at unexplored oper-
ating conditions, reliably with an overall prediction error lower than 10%.
Higher errors (< 20%) were observed for the prediction of minor species,
e.g. CO, and radicals, e.g. OH radicals. In addition, the prediction of scalar
quantities at specific locations was characterised by even lower reconstruc-
tion errors, below 5%. The latter included wall temperatures, flame length,
OH peak value and location, as well as exhaust gas composition and tem-
perature, proving the potential of the method for soft sensing and real-time
predictions of system change when changing operating conditions.

In the present work, a ROM combining sensor data with CFD simulations
was developed. It was also proved that the RANS-based simulations are
a good representation of reality. Nevertheless, CFD might have di↵erent
level of fidelities, considering LES or RANS with detailed or reduced kinetic
schemes. A future work might combine simulations with di↵erent level of
accuracy to improve the overall ROM predictions. The goal is to model the
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level of discrepancy between these di↵erent type of simulations to build a
ROM able to intrinsically consider the error committed passing from LES
to RANS and from a detailed to a reduced kinetic scheme. Furthermore,
an interesting aspect would involve the extension of the ULB furnace ROM
to other furnaces. Here, the key point is to extract, within the modes,
universal features from the ULB furnace ROM, to be used in di↵erent
systems running a reduced number of ad-hoc simulations. However, at this
purpose, the ROM shall be derived di↵erently, being the modes function of
the grid size.





Chapter 8

Conclusions and future work

In this final chapter, the main conclusions of this PhD thesis are sum-
marised. Special focus is placed on the comparison between the main objec-
tive and the final results. This allows to see which goals have been achieved.
Them, future perspectives and improvement are given.

183
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8.1 Summary and conclusions

In the next years, the world will face a major change to reduce the car-
bon footprint and pollutant emissions. However, a reliable energy storage
should permit a synchronization between energy production and demand.
Power-to-Fuel option or chemical storage can be the key for a sustainable
energy system, creating synthetic “green” fuels, whose composition is a
blend of CH4, H2, CO and NH3. To achieve Power-to-Fuel, the develop-
ment of a high e�ciency technology, coupled with virtually zero pollutant
emissions, stable working conditions with di↵erent load and fuel and sig-
nificant energy saving is required. In the last years, a so-called MILD or
flameless combustion has drawn attention for its ability of meeting the men-
tioned targets. However, the studies available in literature are conducted
on Jet in hot co-flow-like systems or they face conventional fuels, such as
natural gas or methane. The examples using non-conventional fuels are
scarce and limited to few operating conditions.

With this aim in mind, the investigations carried out in this PhD the-
sis tackled the following aspects. On one side, experimentally investigate
the potential use of flameless combustion to burn in an e�cient and low-
pollutant way non-conventional fuels. On the other, the optimization of
an a↵ordable numerical model capable of reproducing the main features of
this combustion mode, such as reaction zone position, maximum tempera-
ture and pollutant emissions. Finally, the development of a reduced order
model or digital twin of the furnace, capable of predicting new operating
condition with almost negligible delay.

A detailed experimental campaign was conducted to analyse the perfor-
mance of the flameless burner with a standard air injector diameter. A
progressive addition of hydrogen in methane enhanced combustion features,
reducing the ignition delay time and increasing the reactivity of the sys-
tem, possibly losing its flameless behaviour. Indeed, this was confirmed
by measured temperature profiles and OH* chemiluminescence imaging. A
threshold of 25% H2 was defined for reaching MILD conditions, even if vis-
ible flame structures were remarked. Pollutant emissions for this fuel blend
were still moderate (25 ppm). This is in line with the goal of introduc-
ing “green” hydrogen into the natural gas pipeline (up to 20%) to reduce
CO2 emissions. A second experimental campaign aimed to reduce temper-
ature peaks and pollutant emissions varying the air injector diameter and
therefore the injection velocity, up to 200 m/s for ID16. This allowed to



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 185

reach very high recirculation degree, kv, up to 28 for pure methane. The
e↵ect was relevant on both the position of the reaction zone and the max-
imum temperature of the system, as well as on pollutant emissions, with
a reduction of 200 K and 84%, respectively, for M50H50 ID16. A further
campaign focused on using a longer fuel injection lance. The fuel lance was
indeed immersed into the furnace for an extra length of 25 mm and 50 mm.
Being the fuel injected further downstream in the furnace, it guarantees
more time to the air stream to be diluted by the exhaust gases, increasing
the recirculation degree. Pollutant emissions were reduced of 87% for pure
hydrogen respect to the case with a standard fuel lance. Minor di↵erences
were found between the two length, meaning that L25 provides already a
good level of dilution. MILD conditions were reached up to M25H75 with no
visible flame structures. Finally, an additional campaign focused on study-
ing pollutant emissions when adopting ammonia/hydrogen blends. This
first-of-its-kind analysis showed that NO increases rapidly when a small
amount of ammonia (10%) is introduced in pure hydrogen, reaching a peak
which varies according to the equivalence ratio. Results suggests also that
stoichiometry has a major impact on NO emissions. An optimal window,
minimizing both NO and NH3-slip emissions can be defined when using
� = 0.9. Di↵erently from the methane/hydrogen cases, higher injection
velocities increases the pollutant emissions drastically. This might be due
to a reduced residence time, which does not allow a su�cient conversion of
NO towards N2. To qualitatively describe the observed trends, a reactors
network, consisting of a well stirred reactor coupled with a mixing unit, was
considered. The analysis highlighted the most important reactions corre-
lated to NO formation and the reason of the NO reduction at stoichiometry
condition.

On the other hand, an existing numerical model based on Partially Stirred
reactor (PaSR) was firstly tested and optimized on a simplified burner,
emulating MILD combustion (Adelaide Jet in Hot Co-flow). First, a set
of RANS simulations were run to investigate di↵erent mixing model for-
mulations: a static model based on a fraction of the integral time-scale,
a fractal-based and a dynamic model based on the resolution of transport
equations for scalar variance and dissipation rate. The proposed approaches
were validated at di↵erent fuel-jet Reynolds numbers (5k, 10k and 20k) and
di↵erent co-flow oxygen dilution levels (3%, 6% and 9%). The dynamic
mixing model outperforms both the static and fractal models, leading to
very accurate predictions in terms of mean temperature, CO and OH mass
fraction for a wide range of conditions. Second, a study about the role of
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combustion models and kinetic mechanisms on the prediction of NO for-
mation was also conducted. Finally, an analysis about the choice of a Heat
Release Rate (HRR) marker for MILD (HM1 flame) and not MILD (HM3
flame) conditions was carried out.

Once having awareness of the capability of the proposed numerical model,
simulations were conducted to define the key aspects in simulating a flame-
less furnace, testing its limits simulating di↵erent fuel blends. For pure
methane, it was found that the Damköhler number is well below unity, im-
plying a decoupling between chemistry and mixing. Indeed, the choice of
the mixing time scale has not impact on the temperature predictions. On
the contrary, adopting a more refined kinetic schemes (GRI-2.11 instead of
KEE) allows to catch ignition. If hydrogen is introduced in the fuel blend,
the reaction region is shifted upstream towards the burner exit and the
Damköhler number approach unity, while flameless/MILD conditions are
still kept. This means that there is a strong interplay between chemistry
and turbulence. A temperature under-prediction at z =100 mm was re-
marked, which was not alleviated neither by the choice of the turbulence
modeling neither by radiation modeling. The author believes this is due to
RANS limits and an LES or DES simulation might solve the issue. Simu-
lating a pure hydrogen flame implies a Damköhler number well higher unity
and the flame index shows that combustion is non-premixed. Temperature
predictions seemed not to be a↵ected by the accuracy in representing chem-
istry. Despite the turbulence models and the mixing time scale formulations
tested, the model over-predicts the first measured point (z=100 mm). Dif-
ferent approaches were used to evaluate NO molar fraction at the outlet,
comparing the post-processing tool with the complete kinetic scheme con-
sidering the NO chemistry. However, an important under-prediction was
remarked for the pure hydrogen case. Finally, an equimolar blend of am-
monia and hydrogen was validated numerically using the air injector ID
16 mm and �=0.8. The agreement between temperature measurements
and estimations was found to be satisfactory, and nearly insensitive to the
adopted kinetics. However, in terms of NOx emissions, substantial di↵er-
ences between predictions with the mechanisms were observed. In light of
this pronounced di↵erence, the error in pollutant emissions can be partially
attributed to the uncertainties intrinsically embedded in the kinetic sub-
models. To reduce this discrepancy, a Latin Hypercube Sampling (LHS)
method was adopted to propagate the uncertainty of a sub-set of reactions
to NO production/emissions using a Well-Stirred Reactor network (WSR).
Two kinetic mechanisms were determined from Stagni et al. [13], represent-
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ing the maximum and the minimum of the NO distribution and tested back
on the CFD simulations, leading to a substantial improvement.

Finally, the first-of-its-kind digital twin for a furnace operating in flameless
combustion conditions was created and validated. A reduced-order model
(ROM) based on the combination of Proper Orthogonal Decomposition
(POD) and Kriging was developed for the prediction of three-dimensional
spatial fields of temperature and chemical species (major, minor and pol-
lutants), as a function of three input parameters, the fuel composition (a
mixture of methane and hydrogen from pure methane to pure hydrogen),
the equivalence ratio and the air injector diameter. Results showed that
the developed ROM could predict, in negligible delay, the fields of tem-
perature and CO2, O2, H2O, CH4 mass fractions, at unexplored operating
conditions, reliably with an overall prediction error lower than 10%.

8.2 Recommendations

The present thesis has made significant progress in testing the fuel flexi-
bility of flameless combustion, both from an experimental and a numerical
perspective. However, there are still some aspects, which deserve a further
understanding. The following recommendations are made to advance this
field beyond the stage reached in this thesis.

Simultaneous imaging of flow field using PIV and temperature field
with two-dimensional Rayleigh imaging or Background Oriented Schlieren
(BOS) would provide both qualitative and quantitative information about
the mixing between fuel, oxidizer and exhaust gases as well as the flame-flow
interactions. In addition OH-PLIF, CH2O-PLIF would provide more infor-
mation to clarify the turbulence/chemistry interactions and the topology
of the autoignition structures. NO-PLIF would increase the understanding
of NO formation for methane/hydrogen blends and about the oxidation of
NH3. Measurement ports closer to the burner exit (z<100 mm) together
with flow field imaging (PIV) might clarify the position of the ignition re-
gion for fuel with very high hydrogen content. This would be beneficial
also for numerical validation.

An experimental campaign might be conducted to investigate extinction
limits for ammonia/hydrogen blends towards pure ammonia. In particu-
lar, it shall consider: pre-heating of the fuel blend and/or reducing the
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thermal power to enhance the reactivity and increase the residence time,
respectively.

From a numerical modeling point of view, a complete Large Eddy Simula-
tion (LES) study of the furnace is needed to add more information about the
flow field and to clarify all doubts about the choice of the turbulence model.
This approach would also allow to overcome the limitations of the RANS
framework remarked simulating the equimolar blend methane/hydrogen
and pure hydrogen.

As clearly stated from the kinetic uncertainty quantification study simulat-
ing ammonia/hydrogen blends, there is a need to improve existing NH3/H2

sub-models, especially in diluted conditions. In particular, specific reac-
tions (i.e. R39-80-85) need better characterization, to improve models of
practical systems.

Finally, a future work developing a ROM might combine simulations with
di↵erent level of accuracy (RANS vs LES) to improve the overall ROM
predictions. The goal is to model the level of discrepancy between these
di↵erent type of simulations to build a ROM able to intrinsically consider
the error committed passing from LES to RANS and from a detailed to a
reduced kinetic scheme. Furthermore, an interesting aspect would involve
the extension of the ULB furnace ROM to other furnaces. Here, the key
point is to extract, within the modes, universal features from the ULB
furnace ROM, to be used in di↵erent systems running a reduced number
of ad-hoc simulations.
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Appendix A

Correlations used to
calculate the furnace energy
balance

This section contains the correlations used in Section 2.4 to quantify the
energy balance of the furnace.

Figure 2.8 shows an idealized sketch to estimate the radiative power trans-
mitted trough the window (Prad). The solution of the problems relies on the
following assumptions: (1) steady-state conditions, (2) furnace interior and
exterior surroundings are large, isothermal surfaces, (3) furnace insulation
layers are adiabatic and di↵use-gray with uniform radiosity. The open-end
ideal surfaces (A1 and A2) and the two sides of the insulation (both named
as AR) form a di↵use-gray enclosure.

The hypothetical areas A1 and A2 behave as black surfaces at the respective
temperatures of the large surroundings to which they are exposed. Since
AR is adiabatic, it behaves as a re-radiating surface and its emissivity has
no e↵ect on the analysis. The net radiation leaving A1 can be finally written
as

Prad =
Eb1 � Eb2

1 � ✏1
✏1A1

+
1

A1F12 + [(1/A1F1R) + (1/A2F2R)]�1
+

1 � ✏2
✏2A2

, (A.1)

where Fij is the view factor between surfaces i and j and ✏i is the emis-

A1



A2

L

H
Furnace 
Interior T1

Surroundings
 T2=300 K

A1

AR

 A2

Figure A1: Idealized problem to quantify the radiative power transmitted
tough the window.

sivity of the surface i 1. Ebi is the black body emissive power �T 4
i , where

� = 5.67 x 10�8 W/m2K4. The view factor F12 can be determined using
the following relation between aligned parallel rectangles [17], as shown in
Figure A2. Using the summation rule on A1, one could finally find:

Figure A2: View factors for aligned parallel rectangles [17].

F1R = 1 � F12, (A.2)

and from symmetry of the enclosure F2R = F1R.

The energy loss trough the walls (Pwalls) considers a natural convection
and radiative heat exchange as:

Pwalls = A(hconv + hrad)(Twalls � Tsur), (A.3)

1✏2 can be assumed equal to 1, being the surrounding
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where A is the external furnace wall surface, Twalls is the external wall
temperature, Tsur is the temperature of the surroundings air and hrad and
hconv are the radiative and convective heat transfer coe�cients, respectively.
The former can be expressed as:

hrad = ✏�F12(Twalls + Tsur)(T
2
walls + T 2

sur), (A.4)

where ✏ is the emissivity of the wall, taken equals to 0.8, � is the Stefan-
Boltzmann constant, F12 is the view factor between the wall and the sur-
rounding (F12 = 1). The convective heat transfer coe�cient hconv is a
function of the Nusselt number (Na) and it is defined di↵erently, consider-
ing vertical walls (Eq. A.5), horizontal walls with hot surface up (Eq. A.7)
or horizontal walls with hot surface down (Eq. A.8), according to [17].

• Vertical walls:

hconv =
k

L
NuL =

k

L

"
0.825 +

0.387Ra1/6L

[1 + (0.492/Pr)9/16]4/9

#
RaL<109,

(A.5)
where Pr is the Prandtl number (µ cp/k), k is the thermal conduc-
tivity, cp the specific heat at constant pressure, µ the viscosity and
L is the characteristic length. The Rayleigh number (RaL) is defined
as a function of the Prandtl and Grashof numbers:

RaL = GrLPr =
g�(Twalls � Tsur)L3

⌫↵
, (A.6)

where g is the gravitational acceleration, � is the volumetric thermal
expansion coe�cient, ⌫ is the kinematic viscosity and ↵ is the thermal
di↵usivity.

• Horizontal walls with hot surface up:

hconv =
k

L
NuL =

k

L
0.15Ra1/3L 107<RaL<1011. (A.7)

• Horizontal walls with hot surface down:

hconv =
k

L
NuL =

k

L
0.27Ra1/4L 105<RaL<1010. (A.8)



Appendix B

Uncertainty quantification

This Appendix contains the uncertainty quantification study performed on
the experimental campaign described in Section 2.5. Quantify the uncer-
tainty on experimental data is also very important to determine reliable
boundary conditions for CFD simulations. A further study might further
investigate this aspect. The study follows the recommendations suggested
by Pochet et al. [109].

In a first step, only the uncertainties of the furnace measurands that do
not need post-processing techniques to be derived are investigated. After-
wards, the uncertainty quantification methodology is applied to the furnace
measurands that cannot be used directly, but that require post-processing
techniques, see Figure B1.

Inlet flow rate uncertainties In this furnace the fuel and air flow rates
are controlled by MFCs. Being the control device of a continuous flow, in
addition to a measuring device, a MFC do not o↵er repeated measurements
of the same physical quantity, hence no Type A uncertainties are available
for them. Therefore, each MFC flow uncertainty, uṅ,x will be composed
of the manufacturer-provided Type B uncertainties. MFCs are manufac-
tured by Brooks, and their uncertainties are accuracy, repeatability, and
temperature-pressure-age drift, as reported in the summary in Table B1.
The xth MFC uncertainty is obtained as:

uṅ,x =
q

u2
lin + u2

drift,p + u2
drift,T span + u2

drift,T zero + u2
repeat. (B.1)
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Figure B1: Graphical visualization of the measurand uncertainties that
need post-processing.

Table B1: MFC uncertainty data summary. SP set-point, FS full-scale.

MFC (Brooks SLA-585XX) Uncertainty

Linearity ± 0.9% SP

Linearity ± 0.18% FS1

Repeatability ± 0.2% FS

Temperature zero drift ± 0.05% FS/K

Temperature span drift ± 0.05% FS/K

Pressure drift ± 0.429% SP/bar
1 if SP<20% FS.

The total flow entering the burner and related uncertainty is obtained from
the MFC flows and uncertainties:

ṅ =
MFCsX

x

ṅx, uṅ =

vuut
MFCsX

x

u2
ṅx

. (B.2)
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However, the composition of each MFC flow is uncertain: the MFCs are
hooked up to bottled gas of below 100% purity. If a bottle is of Pu% purity,
it means that it contains at least Pu% of the prescribed gas. Therefore, to
translate that in terms of uncertainty, there is a given probability distribu-
tion of the gas purity between Pu% and 100%. The uncertainty on its real
content becomes therefore uPu = (100 - Pu)/

p
3 %. The total uncertainty

on the species flow delivered by the MFC is:

uṅ,x,tot =
q

u2
ṅ,x + u2

Pu. (B.3)

For the gases mentioned in Chapter 3, the bottle purity is the following:
99.5% for CH4, 99.9% for H2 and 99.99% for NH3.

Focusing only on the cooling air and the combustion air flow rates, addi-
tional uncertainty sources must be considered. Indeed, the two fans supply
the furnace with outdoor air, therefore the dry air composition and air
moisture content might influence the measure. Precise dry air composition
is 78.08% N2, 20.95% O2, 0.93% Ar and 0.04% CO2 in molar percentages.
Compared to the generally assumed 79% N2 - 21% O2, the only di↵er-
ence for oxygen is 0.05% molar. Argon and carbon dioxide being inert, it
does not induce any combustion error to consider them as nitrogen. Con-
sidering a false composition of 79% N221% O2 instead of 79.05%-20.95%
is equivalent as using a 100% purity nitrogen bottle and a 99.52% purity
oxygen bottle, as this impurity englobes the possibility of having the real
concentration of 79.05%-20.95%.

The fans supply air at 300 mbarg and it is directly sent to the furnace at
a temperature that can vary seasonally between 20-30� for combustion
air and between 30-40�for cooling air. The experimental campaigns were
conducted during winter with an outdoor temperature between 4-13 �. An
averaged outdoor temperature of 10� and a relative humidity of 70% are
considered for this study. This represents a partial water vapour pressure
of 850 Pa. Considering a polytropic compression with a compression ratio
of 1.3, the partial water vapour pressure ramps up to 1100 Pa, while the
saturation pressure is 4200 Pa at 30� (combustion air), while it is 7390 Pa
at 40� (cooling air). As a consequence, water does not condense and it
represents the 0.84% content in air in molar basis. Therefore, it is take in
into account in the uncertainty analysis as an impurity of 0.84%.

The final uncertainty formulation for cooling and combustion air can be
re-written considering the mass flow rate (uṅ,air), the dry air composition
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(ucomp) and the moisture content (umoist) uncertainties as:

U95,air = 1.96
q

u2
ṅ,air + u2

comp + u2
moist. (B.4)

Table B2 reports the uncertainty on fuel and air mass flow rates with a
95% probability interval (U95,x = 1.96 · ux), referred to equivalence ratio
�=0.8. Uncertainty related to hydrogen are lower compared to methane,
considering a much higher purity level. This is qualitatively visible from
the Figure B2. On the other hand, the combustion air total uncertainty
lowers going towards pure methane, considering the higher flow rate.

Table B2: Uncertainty quantification for the fuel, combustion air and
cooling air, varying the H2 content. Flow rates in Nm3/h.

Case Fuel Ufuel (%) Air Uair (%) Cool Ucool (%)

100% H2 5.01 0.87 14.89 1.64 20.15 1.83

50% H2 2.30 0.74 17.25 1.54 20.15 1.83

0% H2 1.51 1.05 17.95 1.52 20.15 1.83

Flow rates uncertainty 
• Fuel stream

Bottle impurities uPu = (100 � Pu)/
p

3%

MFCs

100% CH4 1.60 Nm3/h ± 1.05% 85%

Bottles

87%

100%

MFC

100% H2 5.01 Nm3/h ± 0.87% 100%

Figure B2: Relative impact of MFC and impurities on the final fuel un-
certainty. For sake of clarity only the pure component cases
are reported.

Figure B3 shows the relative impact on the final uncertainty for combustion
air (100% H2 and 100% CH4) and cooling air (identical in the two cases). It
appears clear that the uncertainties related to temperature drift (zero and
span) as well as the component related to the air moisture are not negligible
for both combustion air and cooling air. In the latter, considering air enters
at a higher temperature (40�) the drift sources are the 43% of the total
MFC uncertainty. This suggests some improvement that might be done
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on the facility to alleviate those uncertainties. For instance introducing a
cooler after the fans to reduce the temperature down to 15 �, partially
condensing the water vapour.

80%

MFC Comp

Moisture

55%

Linearity

Rep

Zero

Span

Cooling 
Air 20.15 Nm3/h± 1.83%

5% 15%

25% 18%

(a)

(b)

73%

MFC Comp

Moisture

70%

Linearity

Rep

Zero

Span

Combustion  
Air 14.89 Nm3/h± 1.64%

8% 19%

15% 12%

(a)

(b)

100% H2

70%

MFC Comp

Moisture

63%

Linearity

Rep

Zero

Span

Combustion  
Air 17.95 Nm3/h± 1.52%

10% 20%

18% 16%

(a)

(b)

100% CH4

Figure B3: Relative impact of MFC, dry air composition and air moisture
(a) on the final combustion air and cooling air uncertainties.
(b) Relative impact of each sources of Table B1 on the MFC
uncertainty. Two examples are reported for combustion air
(100% H2 and 100% CH4).

Equivalence ratio Chapter 3 shows the importance of the equivalence
ratio on the pollutant emissions, especially for mixture ammonia/hydrogen.
As a consequence, it is really important to reduce its uncertainty. The latter
can be quantify considering the general formula for variables that cannot be
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measured directly (Eq. 2.18), referring to the equivalence ratio definition
(Eqs. 2.6-2.5). It follows that the nominal value has an uncertainty of
⇡1.8% (� = 0.80 ± 0.02).

Air inlet temperature As seen in Chapter 2, the air inlet temperature
cannot be measured directly, but it is evaluated based on an energy balance
on the heat exchanger, based on Eq. 2.10. The heat exchanger e�ciency
was considered as 0.90 ± 0.05. The JANAF tables were used to quantify
the specific heat at constant pressure cp:

cp = R ·
⇣ a1

T 2
+

a2
T

+ a3 + a4T + a5T
2 + a6T

3 + a7T
4
⌘
. (B.5)

However, the coe�cient ai were considered with no uncertainty. Applying
Eq. 2.18, one could retrieve an uncertainty for the inlet air U95 varying be-
tween 3.2% and 3.4% (⇡ 30 K) for the di↵erent methane/hydrogen blends.

Energy balance This section aims to quantify the uncertainty on the
powers involved in the energy balance of the furnace and shown in Chap-
ter 2. The values were reported in Table B3 for di↵erent methane/hydrogen
blends. Eq. 2.18 was applying on the equations Eq. 2.4 for Pth, Eq. 2.8 for
Pcool and Pexh, Eq. 2.11 for Prad and Eq. 2.13 for Pwalls. To solve those
equations, uncertainties were only considered on the measured tempera-
tures, flow rates and e�ciency of the heat exchanger. The final values
containing uncertainty information are reported in Table B3. The uncer-
tainty on the thermal input power follows the trend already observed for
the fuel mass flow rate uncertainty, varying between 0.7% and 1.1%. The
cooling and walls losses are characterised by an uncertainty of 2.2% and
5.9%, respectively. For the latter, the major source comes from the radia-
tive heat exchange. An increasing uncertainty is observed for the enthalpy
of the exhaust gases, being the 4.1% for pure methane and the 4.4% for
pure hydrogen. Finally, the radiative heat exchange through the window
su↵ers from the biggest uncertainty 7.6%, due to the dependence on the
fourth power of temperature.
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Table B3: Energy balance with uncertainty quantification (U95) for the
investigated cases.

Power [kW] 0% H2 50% H2 100% H2

Pth 15.00 ± 0.17 15.00 ± 0.11 15.00 ± 0.13

Pcool 5.10 ± 0.11 5.10 ± 0.11 5.10 ± 0.11

Pwalls 4.11 ± 0.26 4.13 ± 0.26 4.14 ± 0.26

Prad 2.79 ± 0.21 2.91 ± 0.21 2.91 ± 0.22

Pexh 3.00 ± 0.12 2.86 ± 0.12 2.52 ± 0.11

�P 0.0 ± 0.40 0.0 ± 0.40 0.33 ± 0.40



Appendix C

Additional information
about numerical modeling

Computational grid Due to the presence of the window in only one
side of the furnace, a faithful computational domain should consider half
domain, as a result of the symmetry of the problem. The window prop-
erties can be included in ANSYS Fluent imposing a semi-transparent wall
boundary condition, which means that radiation approaching the window
can exit, but no radiation from the surroundings can enter the domain. The
latter is anyway negligible. During the present work, two sets of computa-
tional grids were created, contemplating or not the presence of the window.
The domain considered for both sets an air injection diameter of ID 16
mm. All the computational grids were first created with tetrahedrons and
then converted into polyhedrons. This operation allows for the reduction of
the number of cells and improvement of convergence and accuracy, because
the number of neighbours is higher than those of tetrahedrons. Particular
attention was paid refining the fuel�air mixing zone (Figure 6.2). Prelimi-
nary simulations dealt with the grid independency study adopting the two
set of grids. The number of cells ranges between 450k to 1300k cells for
the case with window (180° domain) and between 114k to 320k cells for the
case without window (45° domain). For the latter, the cooling surface also
incorporates the energy loss by radiation through the window. The simula-
tions considered a 40%-60% CH4-H2 fuel blend at stoichiometric condition.
Figure C1 o↵ers a comparison between the set of grids without window,
based on temperature predictions for ID16. The selected grids consist of
216k cells for the case without window (45° domain) and 850k cells for
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Figure C1: Predicted temperature profiles for the coarse, medium and
fine grids, varying the axial location (a) z=100 mm, (b)
z=200, (c) z=300 mm and (d) z=400 mm for a 40%-60%
CH4-H2 fuel blend and �=1. ID16, case without window.

the case with window (180° domain). They can be considered as a good
compromise between accuracy and computational time.

A second comparison was aimed at understanding the e↵ect of the window
on the reactive zone. Figure C2-C3 compare CFD temperature predictions
for the cases with and without window. The grid without window o↵ers a
fair compromise between accuracy (maximum relative error of 4% at z = 200
mm) and computational cost in an area far from the window, allowing the
use of only a 45° domain (216k cells instead of 850k). The main di↵erences
are located only in the area close to the window, where there is a sudden
temperature drop, due to the localised heat loss (Figure C3).

PaSR residence time formulation In Chapter 4, the author defined
the PaSR residence time as the minimum between ⌧c and ⌧mix to account
for high reactivity cases (⌧c ⌧ ⌧mix). Indeed, the reactants would actually
stay in the reactive structure as long as it is needed, which is the minimum



APPENDIX C. ADDITIONAL INFORMATION ABOUT NUMERICAL MODELING C3

 800

 1200

 1600
(a)

T
[K

]

 

 

 
(b)

 800

 1200

 1600

0 50 100

(c)

T
[K

]

x[mm]
0 50 100

(d)

x[mm]

180° Window
45° No-window

Figure C2: Predicted temperature profiles for the case with window and
without window, varying the axial location (a) z=100 mm, (b)
z=200 mm, (c) z=300 mm and (d) z=400 mm for a 40%-60%
CH4-H2 fuel blend and �=1. ID16.

of the two time scales. This formulation extends the work of Chomiak [77],
who defined the residence time ⌧⇤ as the mixing time scale (⌧mix). This
section aims at validate such an assumption on two test cases, such as the
AJHC (Chapter 5) and the ULB furnace (Chapter 6).

On one hand, no di↵erences can be notices between the two formulations of
⌧⇤ (min(⌧c, ⌧mix) or ⌧mix) simulating the AJHC for temperature, CO and
OH mass fractions (Figure C4).

On the other hand, considering the local minimum between ⌧c and ⌧mix)
helps in alleviating the temperature under-prediction simulating the ULB
furnace for M50H50 at z = 150 mm and z = 200 mm (Figure C5). The e↵ect
is even more relevant for M0H100 (Figure C6), proving that defying ⌧⇤ as
min(⌧c, ⌧mix) is more e↵ective than the definition proposed by Chomiak [77]
for cases where the chemical time scale is locally lower than the mixing time
scale.
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Figure C3: Contour of temperature for a 45° domain without window
(left) and a 180° domain with window (right) on the symmetry
plane. Case 40%-60% CH4-H2 fuel blend and �=1. ID16.
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Figure C4: Comparison between two di↵erent formulations of ⌧⇤ based on
mean temperature, mean CO and OH mass fraction profiles.
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Appendix D

Additional experimental
studies for CH4-H2

The goal of this section is to o↵er additional experimental studies performed
with methane/hydrogen blends.

D.1 E↵ect of equivalence ratio

A further study (Test-case T4 of Table 3.2), varying the equivalence ra-
tio for an equimolar case (M50H50) CH4-H2, is here presented in terms of
OH* chemiluminscence imaging and pollutant emissions for the air injector
ID16. Two aspects appear clear looking at Figures D1-D2. The reactive
region is shifted close to the burner exit and it is more stretched at stoichio-
metric condition. The pollutant emissions reache a maximum for � = 0.8.
Increasing the air excess (lower equivalence ratio) might enhance the NO
formation from thermal, N2O and NNH pathways, because of the intensi-
fied O radical pool. Nevertheless, global temperature decreases inside the
furnace, decreasing the reactivity as well. The global result is a decreasing
trend increasing the air excess. On the other side, the mentioned pathways
are less enhanced going towards stoichiometry, where prompt route seems
not to be particularly relevant.

D1



D2 D.1 E↵ect of equivalence ratio

Figure D1: Averaged OH* distribution varying the equivalence ratio.
Test-case T4. Units in mm and counts.
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D.2 Dilution e↵ect on a pure hydrogen flame

A last campaign (Test-case T7 of Table 3.2) focused on reducing pollutant
emissions for hydrogen flames. The most e↵ective set-up, i.e. ID16 and
a longer fuel lance (L25) was used coupled with a dilution of the fuel. A
pure nitrogen dilution was imagined to reduce the reactivity of hydrogen
and increase the recirculation degree. This was an attempt to reproduce a
real Exhaust Gas Recirculation (EGR). Indeed, for hardware limits, it was
not possible to physically recirculate those gases into the air stream, as it
happens for gas turbine or piston engine. As a consequence, nitrogen was
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Figure D3: Pollutant emissions in function of the nitrogen dilution level.
Test-case T7.

added to the fuel stream, being aware that this would increase the fuel flow
rate and therefore the fuel velocity, a↵ecting the mixing with air. Figure D3
shows the pollutant emissions and the exhaust temperature1 in function of
the nitrogen dilution level. The first e↵ect of dilution is to reduce the outlet
temperature (keeping the same cooling power) and most probably to reduce
the in-flame temperature peak, smoothing its distribution. On the other
hand, NO emissions are drastically reduced (reduction of 35% with 15% of
N2 dilution) up to single digit for a dilution level higher then 40%. Indeed,

1before entering the heat exchanger
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this is related to the lower temperatures involved and the lower local molar
fraction of radicals involved in forming NO, i.e. H for the NNH pathway.
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