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Abstract— With the growing concerns over public safety, the importance of crowd monitoring is being realized by various 

security and event management agencies worldwide. Estimation of crowd dynamics can help such agencies in prevention of 

any unanticipated accidents or issues. Research on crowd monitoring has been underway since the past few decades. Con-

ventional crowd monitoring systems mainly rely on computer vision approach. Due to predominant use of videos/ image 

sequences, the existing techniques may raise data privacy concerns. This has led to development of new crowd monitoring 

techniques which are privacy preserving and require minimum public participation. This paper aims to serve as a single and 

sufficient source of information to the concerned researchers on various aspects of crowd monitoring and also provide future 

directions which can be helpful in developing advanced crowd monitoring techniques.  
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1. INTRODUCTION

Crowding is a common phenomenon observed during major 

events such as concerts, festivals, sports, games, and 

entertainment. There is a potential risk to public safety 

during such large scale gatherings. Recent examples include 

the mishaps during 2006 Mecca pilgrimage in Saudi Arabia 

and 2010 Love Parade in Germany [1]. Crowd monitoring 

helps in estimation of crowd dynamics; which can help in 

better event management and ensuring public safety. It is 

therefore, imperative for the event organizers to monitor the 

crowd, detect/predict possible risks and take possible 

mitigative measures. Besides, crowd monitoring has various 

added advantages, such as: 

• It can help in better layout of the venue of event. For 

example, well-designed food points, shopping points, 

entries, and exits can prevent overcrowding during an 

event. 

• Analysis of crowd behaviour can help in preparing 

crowd management strategies in overcrowded events 

such as concerts, Olympics, and demonstrations. 

• When used at a micro-level (e.g. facial recognition), it 

can help in tracking and apprehending suspects. 

• It can be useful in developing intelligent technologies 

for automated crowd assistance in large-scale events. 

• Crowd monitoring can also give ideas for virtual 

simulation and testing of crowd behaviour. 

The early research has mainly focused on crowd monitoring 

systems using image or video sequences (vision based 

approach) [2]. However, there is limited possibility of using 

such systems for real-time situational awareness [3]. Efforts 

have also been made to identify and define parameters 

associated with crowd dynamics. Parameters like crowd 

density, velocity, and flow direction can be crucial in risk 

analysis [4]-[6]. With the technological advancements, the 

research is being gradually redirected from vision based 

approach towards sensor based crowd monitoring systems. 

Modern technologies like Smartphone, GPS and Bluetooth 

have already been proposed for estimation of crowd 

location, density, and dynamics during major events [7]-

[10]. However, even the recent crowd monitoring 
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technologies might become obsolete with the emergence 

data privacy laws. Thus, there is a need to develop new 

methods which are less intrusive yet more efficient. A 

Scopus database search with the keyword ‘crowd 

monitoring’ in all categories, shows 1009 published 

documents till the time of writing this paper. The surge in 

the published documents over the past decade (Fig. 1), 

clearly shows a rising interest in crowd monitoring. Only 

those publications are used in this review which have made 

unique theoretical or experimental contributions to the field.  

This paper starts with a generalized idea of a crowd 

monitoring system in Section 2. Section 3 provides a 

discussion on the features and parameters which are useful 

for crowd characterization. Sections 4 and 5 provide 

discussions on crowd recognition and tracking, 

respectively. Possible use cases are described at the 

beginning of sections 3, 4, and 5. For the ease of reading, 

sections 4 and 5 are divided into vision and non-vision 

categories. Section 6 provides an insight of various crowd 

modeling and inference techniques divided into vision and 

non-vision categories. The paper provides additional useful 

information in Section 7 and ends with future directions in 

Section 8. 

2. CROWD MONITORING SYSTEM 

A crowd monitoring system can be realized as a 

combination of image/signal data, storage database, 

learning and decision support, modeling and analysis. Fig. 2 

shows a generalized representational model of a crowd 

monitoring system for the purpose of explanation. Initially, 

the crowd data is directly/ indirectly acquired using devices 

such as camera, smartphones, sensors, Bluetooth, WiFi, 

GPS, etc. The crowd data can be an image, sequence of 

images, or signals. Data pertaining to crowd is usually 

stored using several identification factors (location, device 

number, time-stamp, etc.), so that it can be easily retrieved 

as and when required [11]. A pre-processing may be 

required based on the data type. For example, sampling and 

noise filtering may be required in case of images [12]. 

Additionally, the data might need sorting or segregation 

based on the identification factors for ease of analysis. The 

next stage involves image/ signal processing which help in 

extracting key features or parameters pertaining to the 

crowd. Lin et al. in [13] estimated the crowd size by 

employing Haar wavelet for image processing. Similarly, 

Fourier-Fractal analysis was used for crowd density 

estimation in [14] and Kalman filter was used for 

background removal in [15]. Crowd features and 

parameters provide important information pertaining to 

crowd. For example, too many people per in a given area 

might signify high crowd density and need for immediate 

attention. Such information can be utilized for crowd 

analysis and inference. Crowd modeling is an optional 

aspect of crowd analysis [16]. It just helps in providing a 

better inference of dynamic crowd behaviour using 

mathematical models. However, the necessity of modeling 

depends on the objective of crowd analysis. If the objective 

is as simple as inferring the level of crowd density, it can be 

done using crowd features and supervised learning. 

Intelligent systems can additionally be employed for 

learning and decision support. Such systems can help in 

crowd recognition, risk prediction, and mitigation. Authors 

in [13], utilize trained support vector machines to estimate 

the crowd size in test images. Marana et al. in [17], have 

classified image pixels into different textures using self-

organizing neural networks and thus estimated the crowd 

density. Factors such as occlusion, huge data handling, cost 

of implementation and privacy concerns inhibit the 

possibility of using vision based crowd monitoring systems 

for real-time situational awareness [3]. An insight into new 

technologies shows WiFi sensors being the popular choice 

[18]. Possible reasons for this is that WiFi systems are not 

only free from occlusion, but are also non-intrusive and 

more cost effective [19]. Some relevant applications of 

WiFi technology include counting pedestrians in urban 

traffic [20], indoor counting system [21], crowd speed 
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Fig. 2. Generalized representational model of a crowd monitoring system. 
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estimation [22], and occupancy based lightning control in 

smart buildings [23]. 

3. CROWD CHARACTERIZATION 

A crowd can be characterized by the features or parameters 

associated with it. This section provides an overview of the 

features/ parameters which can be useful in crowd 

characterization. The motivation for this discussion comes 

from the various uses of crowd characterization. Some use 

cases for crowd characterization may include behaviour 

analysis, ascertaining crowd simulation environment, better 

event management, personal assistance, and turbulence 

detection. Crowd parameter is a measurement or estimation 

which helps in inference of crowd dynamics, whereas a 

crowd feature can be considered as the distinctive attribute 

of a crowd which is used to compute crowd parameter. 

Various parameters found in the literature are as follows: 

crowd count, crowd density, crowd velocity, crowd 

turbulence, crowd pressure. Out of these parameters, crowd 

count and crowd density have been most extensively 

researched, given their prominence in vision based crowd 

monitoring. The empirical connections are not intended to 

be at the forefront of this paper. But to ensure that a correct 

and context based usage is adopted by the researchers, 

following articles are recommended as an introduction [24] 

and [25]. Crowd count and density are empirically similar 

because both signify the estimation of number of people in 

a crowded scenario. Crowd density is slightly different in 

the sense that it is estimated as the ratio of number of 

people per unit area (e.g. pedestrian) or number of people 

detected per segment (in an image). Chan et al. [26] 

presented a privacy preserved crowd monitoring technique 

which used 28 features (based on segment, edge, and 

texture) extracted from image segments for crowd counting. 

Though the given approach does not focus on an 

individual’s identity, but it cannot be considered privacy 

preserved approach because it ultimately uses crowd images 

for training and testing. A similar approach to crowd 

counting is also reported in [27], where segment, structure, 

and local texture based features have been extracted from 

crowd images. Xi et al. in [18] use Grey theory to study the 

effect of moving people on wireless channel state 

information. Crowd count is estimated through aggregation 

over all the receivers associated to channel. This approach 

is truly non-intrusive but has a limited scope due to limited 

range of WiFi devices. Authors in [12] have counted crowd 

using a group of image sensors. Each sensor distinguishes 

the foreground objects from background. The actual count 

is obtained by aggregating resulting silhouettes for all 

sensors in the network. An algorithm is also implemented in 

each sensor to check false counts of the number of people 

and locations. As already mentioned, crowd density is 

another way of perceiving the number of attendees in an 

event. Authors in [28] measure crowd density in terms of 

number of pedestrians per unit area. Based on this, the 

crowd flows have been classified as: free, restricted, dense, 

and jammed. Such a classification can be useful in 

necessary follow up by the event organizers. A lot of 

researchers have used pixel analysis or background removal 

to estimate crowd density in vision based crowd 

monitoring. In [29], classification of the image pixels into 

background and people has been used as a basis for crowd 

density estimation. Authors in [30] have used background 

removal and proposed a geometric correction to derive a 

relation between the pixel and persons. It must be noted that 

these mathematical relations between pixel and persons do 

not account for occlusion and are thus unreliable. This 

problem has been addressed in [31], where global shape 

features obtained via Fourier descriptors are directly 

mapped on different human configurations. Marana et al. 

[32] showed that there is a direct relation between the 

image texture and crowd density, such that coarse texture 

corresponds to low density and fine texture corresponds to 

high density. Wavelet transform based image processing 

can also give useful features for crowd density estimation, 

such as: image energy [12], edge and colour [33]. A 

representation of crowd parameters through heat maps 

using GPS based information can be found in [10]. The 

authors have provided mathematical expressions for 

estimation of crowd density, velocity, pressure, and 

turbulence. Those definitions are case specific and there are 

further possibilities to define crowd parameters in general 

context. For further information on crowd characterization 

and underlying parameters,  the readers may refer to 

references [34] and [35]. 

4. CROWD RECOGNITION 

This section elaborates on the techniques used to recognize 

individuals in crowd or the crowd as a single entity. For 

example, recognizing an individual through body features 

or recognizing a crowd en masse by fingerprinting based 

density estimation. Some use cases for crowd recognition 

may include crowd counting, preparing crowd time series, 

forecasting crowd count/ density, checking abnormal 

densities, evacuation, crowd control, crowd modeling,  

identifying crowd attributes, and image labelling. While this 

section may not necessarily include references directly 

addressing crowd recognition, it does discuss the idea of 

crowd recognition possible through various approaches.  

4.1. Vision based crowd recognition 

In vision based approach, it is easier to simply count the 

number of people with the help of image processing and 

learning techniques. Face is the most distinctive feature of 

people in a crowded scenario and is thus it has been 

extensively studied in the literature. Most of the work have 

employed supervised learning techniques to train a learner 

on different faces obtained from open access datasets. 

However, the demerit of this approach is that the face is a 

unique feature and in order to deliver good performance the 

learners must be trained on an excessively large number of 

images; which takes considerable amount of time. Even 
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after a significant amount of training, high accuracy cannot 

be guaranteed. Authors in [36] use genetic algorithm for 

image segmentation and recognition. A mean image is used 

for the training whereas testing has been performed on 

random images. A texture based recognition strategy has 

been demonstrated in [37]. Jones et al. in [38] present a fast 

technique for classification of viewpoints using decision 

tree. Authors in [39], have offered the advantages of both 

speed and accuracy in detection of pose and perspective of 

individuals by employing width-first search mechanism in a 

decision tree. Another way of head recognition is proposed 

in [40], where scale-adaptive filtering, spurious clue 

suppression, and mean-shift algorithm have been utilized. 

In general, most of the crowd recognition techniques in 

computer vision exploit the texture, color and shape in 

images. A critical issue in crowd recognition is occlusion, 

which occurs due to high cluttering. Wu et al. [41] have 

tackled partial occlusion by employing edgelet features for 

body part detection. The detection results are then utilized 

to prepare a likelihood model for inter-occluded 

individuals. Appearance and spatial distribution have been 

utilized to prepare a crowd model in [42]. A 2D translation 

and occlusion reasoning is used for recognition thereafter. 

Leibe et al. [43] have utilized iterative evidence integration 

for pedestrian recognition in occluded conditions. Another 

challenge in recognition is identifying individuals in a 

moving crowd. A coarse detection may be useful in such 

cases, attained through image processing under assumed 

features of a human body [44]. Heisele et al. [45] suggested 

that a moving pedestrian can be recognized by analyzing 

their motion of legs parallel to the image plane. Each image 

is segmented into several pixels having colour/ position 

information. This serves as a feature space for a classifier, 

which ultimately helps in pedestrian recognition. A 

functional and architectural breakdown of pedestrian 

detection system is presented in [46], which breaks down 

single classification problem into several individual 

classification stages. Situational features and stationary 

objects have also been focused upon in this work. Some 

researchers have also highlighted the importance of spatio-

temporal cues in crowd recognition. Authors in [47] 

demonstrate a probabilistic grouping (based on space-time 

proximity and trajectory coherence) of image features into 

clusters which can recognize individual movements. Spatio-

temporal cues can also be exploited for detection of 

direction of movement, as shown in [48]. Herein, a 

probability density function is calculated for each direction 

of motion. 

4.2. Non-vision based crowd recognition 

Among sensor based monitoring systems, WiFi has been 

more popular recently. Crowd recognition in these systems 

is based on fingerprinting. Channel state information (CSI) 

and received signal strength indicator (RSSI) can help in 

macroscopic level crowd recognition, whereas probe re-

quests (PRs) help in both recognition of both, individuals 

and crowd as a whole. It is however important to mention 

that, crowd recognition in fingerprinting (WiFi and Blue-

tooth) based approach can be easily affected by the fact that 

not all of the crowd will have WiFi switched ON on their 

phones and certainly the majority will have Bluetooth 

switched OFF. Some notable research on channel state in-

formation (CSI) based recognition can be found in [18] and 

[49]. The CSI approach estimates the presence of crowd by 

quantifying its impact on the channel state. Though this 

approach has the merit of being non-intrusive, it does not 

assert the technical aptness for large scale public events, 

where the crowd density surges during peak hours. Authors 

in [50] have used RSSI based approach for occupancy esti-

mation (recognizing crowd as a single entity) in indoor and 

outdoor environments, but the crowd size was very small. A 

more robust way of crowd count estimation is to utilize 

probe requests (PRs). PRs help a smartphone (or any WiFi 

enabled device) in searching nearby access points (APs). 

Authors in [19] and [20] have used this method to estimate 

pedestrian density /count. These works show that a PR con-

tains device address and AP address. In PR based crowd 

counting, it is important to be aware of variable PR fre-

quency in devices. As mentioned in [51] and [52], it can be 

tackled by having two or more sensors separated by up to 

100 meters for efficient crowd counting. Though PRs can 

provide more accurate crowd count estimation, it could also 

lead to privacy concerns. Authors in [52], give a solution 

for preserving privacy in terms of SHA256 encrypted media 

access control (MAC) addresses. Weppner et al. [53] used 

31 scanners to monitor a motor show for 13 days based on 

sensing of WiFi /Bluetooth enabled devices. The collected 

data was utilized only to create heat maps, which does not 

give a quantitative representation and recognition of the 

crowd. Besides, there is no discussion on the possibility of 

duplicate counts arising due to same MAC address being 

picked up by multiple sensors at the same time [54]. Some 

works also try to utilize crowd recognition for crowd pre-

diction. Authors in [55] use WiFi signal detectors for crowd 

counting to estimate shopper volume in a store. Another 

work on indoor crowd queuing time estimation is presented 

in [56]. The authors used WiFi positioning data and statisti-

cal time series analysis to predict the queuing time. A recent 

and reliable approach for estimating and forecasting crowd 

counts using WiFi sensors in large-scale events is shown in 

[57]. Concerns like overestimation of crowd counts and 

privacy are duly addressed.  

5. CROWD TRACKING  

Crowd tracking may be comprehended as recognition of 

an individual through consecutive image frames or a 

continuous localization in time and space. Some possible 

use cases for crowd tracking could be individual tracking, 

surveillance, security, parameter breach detection, crowd 

learning pedestrian flows, and estimation of crowd 

velocity. 

5.1. Vision based crowd tracking 
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Much like recognition, tracking also faces severe issues 

due to occlusion. Authors in [58] present two approaches 

to perceive occlusion, merge-split and straight-through. 

The former focuses on re-detection of an object post-

occlusion, whereas the latter considers continuous 

tracking of subject at all times. Colour, edge, and 

geometry based features are very popular in crowd 

tracking, since they can be helpful in tackling occlusion 

related problem. Authors in [58] and [59] demonstrate that 

salient features of an image and the interest points 

obtained using a colour detector can be very helpful in 

tracking under occlusion. Zhao et al. [60], [61] developed 

3D human models and Bayesian model for detection and 

tracking. Authors in [62] have used edgelet features for 

body part detection and a probabilistic data association for 

tracking. Some publications have shown that accounting for 

interpersonal interactions in a crowd model can enhance the 

tracking performance [63], [64]. A motion model based 

joint tracker has been developed in [64] which tracks target 

identity throughout an interaction to enhance tracking 

efficiency.  Interactions may also take place, such that an 

individual departs from or enters in a crowd. A two-step 

solution is proposed in [65] to address this issue. The first 

step tracks active region using spatio-temporal details, 

whereas the second step involves recursive labelling of 

detected segments using Bayesian network based statistical 

model. Another solution is given in [66], where background 

subtraction removes shadows and unreliable cues; and 

colour information accounts for occlusions, depth, and 

position. Sullivan et al. [67] associated the targets with 

trajectories. Interaction of targets is signified by the end of a 

trajectory. This proposition is suitable for offline crowd 

analysis but requires huge storage for the resulting 

trajectories. Large crowds may require multi-camera setup 

with a multi-angle view for precise tracking. Mittal et al. 

[68] presented a multiple synchronized camera system 

named M2Tracker, for tracking multiple people in a 

cluttered scene. A combination of static and pan-tilt-zoom 

(PTZ) cameras is used in [69]. Special techniques have also 

been developed for multi-angle tracking, normally a planar 

homography constraint would be included. For example in 

[70], a contiguous spatio-temporal region is formed by feet 

positions belonging to the same person and is clustered as 

the movement track. In [71], ground points associated with 

a target are located and a multi-hypothesis framework using 

particle filter is developed for tracking. For proper 

understanding and modeling of pedestrian dynamics, 

reliable empirical data are necessary for analysis and 

verification. Authors in [72], have presented a software 

based strategy for time-efficient automatic extraction of 

accurate pedestrian trajectories, which is capable of 

tracking people on planar and uneven terrain without 

markers. Convolutional neural networks (CNN) have 

recently gained popularity in vision based crowd 

monitoring. Though there might be resolution issues in 

density maps generated by CNN, authors in [73] show that, 

tracking performance can be improved through a fusion of 

kernel correlation filters (KCF) and crowd density maps. A 

broader perspective on the degree of difficulty raised by a 

crowd dataset toward tracking tasks is presented in [74]. 

The proposed measures highlight in a compact way the 

motion as well as the appearance variability of the data, in 

the form of local and global entropy measures. These 

entropies can help in understanding crowd homogeneity and 

isotropy, which are essential indicators of behaviour.  

5.2. Non-vision based crowd tracking 

Recently, efforts have also been made to develop scalable 

systems for WiFi based detection and tracking [75]. In this 

study, the researchers have shown that unregistered 

smartphones with an active screen, send probe requests 

more frequently as compared to registered smartphones 

with or without active screen, leading to better detection 

rates. It is also shown that, detection and tracking is 

affected negatively by the speed of walking. A good 

description of WiFi based tracking systems is also 

presented in [52]. Wireless systems acquire information on 

a smartphone’s MAC using wireless sniffing and uses an 

RSSI based localization method for positioning. The 

purpose of this system is to monitor pedestrian traffic and 

monitor the density of people based on tracking 

smartphones in a street and explain how this information 

can be used to improve the service provided to people. 

Authors in [53] share three different approaches to tracking. 

First, where user’s mobile devices scan the environment for 

signals from stationary beacons such as WiFi access points 

or Bluetooth iBeacons. Second are systems where users 

mobile devices are used to detect the presence of other 

mobile devices. This approach has been widely used for the 

tracing social interactions. Third case has stationary 

scanners detecting, counting, and tracking mobile beacons 

carried by the users. Such mobile beacons can either be 

dedicated devices or the WiFi or Bluetooth interfaces of 

Table 1. Comparative assessment of Tracking Systems [75] 
 

Tracking  

Criteria 

Computer  

vision 

Global Positioning 

System 
Radar/ Lidar Sensor fusion WiFi sensor Network 

Indoor tracking Yes No Yes Yes Yes 

Large scale tracking No Yes No Yes Yes 

Trajectory accuracy Low High Low Low High 

Tracking latency High Low Low High Low 

System complexity High Low Low High Low 
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standard mobile devices. A comparative summary of the 

tracking systems is provided in Table 1. Note that the 

comparison is based on state-of-the-art detection and 

tracking system proposed in [75], tested in both indoor/ 

outdoor environments. Crowd trajectories are formulated as 

a sequence of IDs which correspond to time-synchronized 

wireless gateway nodes. The number of people moving 

along a particular trajectory is obtained by using longest 

common subsequence (LCS) algorithm.  

6 . MODELING AND INFERENCE 

Modeling is not a pre-requisite for crowd inference. Crowd 

dynamics can be inferred even without modeling, but it 

requires some prior knowledge about the crowd and event. 

Given the dynamic nature of crowd, modeling can be used 

for better interpretation of the changes in crowd behaviour 

at different instances. The modeling and inference 

techniques can be divided into two main categories, which 

are discussed hereafter. 

6.1. Vision based models 

In this category, the crowd models can be developed using 

the information extracted from processed visual data. 

Crowd models based on motion and foreground information 

were proposed in [76], [77], and [78]. These models 

involved two types of probability density functions, 

occurrence and orientation, which help in inferring the 

preferred crowd path. Andrade et al. in [79], [80], [81] used 

optimal flow and unsupervised feature extraction to model 

crowd motion patterns and recognize irregularities in crowd 

flow. The feature information can not only help in crowd 

modeling, but also help in analyzing crowd involvements. 

A complete review on application of image processing to 

crowd monitoring can be found in [82]. Boghossian et al. 

[83] have used vision based techniques for crowd path and 

direction estimation and thus improve crowd inference. A 

detection, tracking, and monitoring system for crowd and 

vehicles has been proposed in [84]. It utilizes optical flow 

based detection of pedestrians, crowd, and vehicles. 

Cupillard et al. in [85] and [86] present a model which uses 

multi-camera setup and is capable of tracking and detection 

of low level motion and behaviour related crowd scenarios. 

A method for detection of complex events is described in 

[87], which relies on constraints based on appearance, 

kinematics, and a hypothetic event model. Such methods 

usually rely on certain assumptions, which indicates that 

apriori knowledge of event conditions is necessary for 

crowd inference. These techniques can be fast, efficient, 

and economic, because the inference procedure is relatively 

simpler. 

6.2. Non-vision based models 

Crowd models focus on prediction and apprehension of 

crowd behaviour by identifying feature correlations. These 

models can be useful in quantitative analysis of crowd dy-

namics. Ref. [88] classifies crowd models in three different 

types: (i) microscopic- where pedestrians are treated as dis-

crete individuals, (ii) macroscopic- where crowd is consid-

ered as a single entity, (iii) mesoscopic- where characteris-

tics of pedestrians and crowd are collectively considered. 

This section highlights some unique non-vision based 

crowd models inspired from various sources [16]. The first 

set of models are inspired from physics. Helbing [89] gave 

different formulations analogous to each type of crowd 

model: stochastic (microscopic), gas kinetic (mesoscopic), 

and fluid dynamic (macroscopic). A social field theory 

based model was also given in [90], which explores the 

factors for crowd behaviour. This model was later used to 

analyze collective patterns of motion in [91]. Authors in 

[92] have explored the factors behind uneven information 

propagation in a crowd. Another macroscopic model study-

ing the goal-oriented behaviour of pedestrians is presented 

in [93]. Physics inspired crowd models have wide possibili-

ties of analyzing crowd behaviour from different perspec-

tives, e.g. effect of robots on crowd [94] and modeling of a 

historical event [95]. Forecasting crowd densities is also a 

macroscopic task which models crowd count as a time se-

ries. Authors in [55] use WiFi signal detectors for crowd 

count estimation and an autoregressive integrated moving 

average (ARIMA) model for forecasting. Another work on 

indoor crowd queuing time estimation is presented in [56]. 

The authors used WiFi positioning data and nonstandard 

autoregressive (NAR) model to predict the queuing time. 

The next set of models are agent based, where fuzzy meth-

ods are used to describe crowd motion and associated fac-

tors. For example, emotional parameters have been ex-

plored in [96] to analyze the behaviour of an individual in a 

goal-oriented crowd. Pan et al. [97] have modelled an agent 

to analyze non-adaptive or destructive behaviour that a 

crowd may face in adverse conditions. Authors in [98] de-

velop a model assuming that collocated individuals undergo 

similar psychological and environmental influences. Com-

mercial version of some agent based models are also avail-

able [99], [100] which simulate the crowd behaviour in dif-

ferent environments. Another variant of crowd model is 

based on cell theory, where a crowded area is perceived as a 

collection of cells. Each cell represents the minimum occu-

pancy area for an individual. The movement of individuals 

within the cells is guided by a set of rules. A commercially 

available product based on this model is EGRESS [101]. A 

hybrid model using the concept of floor field and agents in 

presented in [102]. In this model a static floor field contains 

exit distance information, a dynamic floor field is associat-

ed with crowd motion, and the last field keeps track of dis-

tance from cell to adjacent wall. The last category of non-

vision model is inspired from nature. In these models, the 

cognitive and transitive crowd behaviours are perceived 

through auxiliary models which closely resemble a human 

crowd. For example, the emotional ant model in [103] stud-

ies the psychological behaviour using biologically inspired 

ant agents as crowd. Authors in [104] have studied the in-
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teraction between the pedestrians using the concept of 

chemotaxis. The simulation of the evacuation is also pre-

sented to show the ability of the model to represent differ-

ent types of crowd behaviours. A detailed review about 

crowd motion simulation models in presented in [105] 

which might be a useful reference for readers. A general 

guidance for developing computer based building evacua-

tion models can be found in [106].  

7. ADDITIONAL INFORMATION 

This section provides some additional information related to 

crowd monitoring, which can serve as a quick reference for 

the readers. 

• Learning Algorithms: Intelligent learning algorithms 

are being used for counting and density estimation 

since the inception of crowd monitoring.  Such 

algorithms involve training of a classifier on features 

extracted from an image. During crowd counting or 

density estimation, test images are classified using the 

trained learner. The ratio of correctly classified density 

labels (e.g. low, medium, high) to the total number of 

tested images gives the classification accuracy. A 

neural network has been trained on edge and colour 

features for crowd density estimation in [33]. The 

authors used a hybrid least-square and global learning 

algorithm which does not get trapped in a local minima 

and offers quick convergence. A better performance is 

claimed in [12], where support vector machines trained 

on wavelet based statistical features are used for crowd 

estimation. The classifier was designed using three 

different kernels: polynomial, Gaussian radial basis 

function (RBF), and a multilayer perceptron. Chan et 

al. [26] used a Gaussian regression to estimate the 

number of people per segment. To account for the 

linearity and non-linearity in extracted features, the 

authors combined a linear and a squared exponential 

RBF kernel. Most of the techniques either use a single 

regressor for global crowd counting or use multiple 

regressors for localized crowd counting, which requires 

extensive training. A single multi-output regression 

model utilizing global and local features for crowd 

counting is presented in [27], as a solution to the above 

problem. A k-nearest neighbour based crowd 

classification approach is presented in [107]. In case of 

crowd counting the learners are trained on number of 

people instead of density labels. Alternatively, crowd 

count can also be achieved by formulating a time series 

forecasting problem. In this approach an artificial 

intelligence technique such as neural networks can be 

employed to learn crowd counts at specific time 

intervals; and then crowd counts for future time values 

can be predicted for a particular time horizon. A recent 

work on WiFi and deep learning based crowd 

forecasting is available in [57], which has been used for 

crowd count forecasting at a large scale public event. In   

fact, there is much more focus use of deep learning 

techniques in crowd monitoring as they provide better 

learning and prediction accuracy. While preparing a 

crowd forecasting model, it is important to consider the 

influence of factors such as traffic and weather on the 

crowd behaviour. Authors in [108] have developed a 

Support Vector Regression and Adaptive Particle 

Swarm Optimization (APSO-SVR) based forecasting 

algorithm for predicting pedestrian flows in Tiananmen 

Square. Crowd influencing factors like holidays, rain, 

wind, temperature, relative humidity, and air quality 

index have been considered in problem formulation.  

• Devices: A wide range of devices have been utilized in 

crowd monitoring, with vision based devices being the 

most popular ones. The monitoring approach and 

underlying mathematical models depend on the 

choiceof device. Therefore, it is necessary to be aware 

of the device capabilities and type of crowd data 

acquired with a particular device. Static CCTV camera 

can provide visual information of a location over a 

range of time [33]. Multi-view [68] and PTZ cameras 

[69] can provide multi-angular visual information for 

better recognition and tracking. Bluetooth [9] and WiFi 

[18] sensors can help in estimation of crowd count via 

probe requests. Cell-phones [7] can provide crowd 

count or even location information based on the 

granted permissions. GPS [8, 9] can help in inferring 

position and velocity information of individuals in 

crowd, which can eventually help in crowd count/ 

density estimation. A high-level comparison between 

the capabilities of some monitoring devices is shown in 

Table 2 [109, 110]. The values specified for accuracy 

and coverage are given in form of intervals wherein 

most approaches reside. The coverage is to be regarded 

as the direct measuring range of an unextended 

implementation, i.e. the spatial scalability which many 

system approaches offer has not been taken into 

account (eg. deployment of additional sensor nodes). 

Thus, there are many exceptions exceeding these 

intervals. Similarly, only the main measuring principles 

are mentioned in the table. 

• Datasets: Open access datasets can be very useful in 

training and testing of crowd monitoring techniques. 

Almost all the available datasets in crowd monitoring 

are based on vision approach of crowd estimation. It is 

notable that despite the rise in sensor based crowd 

monitoring, there is almost no open access datasets 

available. The researchers working in this domain must 

come forward and contribute more to sensor based 

open access datasets on crowd monitoring. It is 

important to mention the role of synthetic/ simulated 

datasets, which can not only compensate for lack of 

publicly available datasets and annotated data, but also 

provides diverse testing environments. Table 3 gives 
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detailed information on crowd monitoring datasets. The 

authors have made best efforts to include all the 

publicly available datasets to serve as a single-point 

reference for researchers in this domain. A lot more 

work has been done in sensor based crowd monitoring, 

but the works could not be included in the table due to 

inaccessibility of datasets. The publications related to 

datasets can be found via the referenced links.  

• Privacy: As acknowledged in the introduction, privacy 

is a big concern for this field. The focus on privacy in 

existing research, has already been highlighted to some 

extent in Table 3. It is evident that not much effort has 

been dedicated towards privacy-preserved and non-

intrusive crowd monitoring. With the implementation 

of recent and more definitive guidelines like those in 

General Data Protection Regulation (GDPR) in the 

European Union and Data Protection Act 2018 in 

United Kingdom; it is expected that the emerging 

crowd monitoring techniques will be obliged to be 

privacy preserving. While this means that the existing 

monitoring techniques might become obsolete, it will 

also accelerate the research in crowd monitoring. 

Different monitoring techniques have different data 

requirements and thus different privacy concerns. This 

leads to the issues related to public consent, when 

being monitored. Vision based monitoring captures 

videos and images of individuals. Specially with the 

PTZ cameras [69] and facial recognition technology, it 

might compromise individual identities. However, this 

type of intensive surveillance is generally needed by 

security agencies, which will need prior approval from 

the Government. An example of this can be found in 

recent report on trial of live facial recognition 

technology  by London Metropolitan Police [126], 

where data collection is only approved for safety and 

security purpose. From perspective of research ethics, 

someone avoiding the cameras is an indication that 

they are exercising their entitlement not to be a part of 

particular trial or are protecting their own right to 

privacy. From a policing perspective, this same 

behaviour may acquire a different meaning and serve 

as an indicator of suspicion. In case of WiFi and 

Bluetooth based monitoring, the device MAC 

addresses are the point of privacy concern [9, 52, 54]. 

From the research perspective, it can be ensured that 

individual identities are protected through data 

encryption before data storage. Obtaining a 

certification for compliance with local privacy laws, is 

also advisable. In any case, prior notice should be 

given related to system deployment. In case of a mobile 

app based tracking/ monitoring, user should be well 

informed and permissions should be taken for data 

logging. Other lesser used but relevant techniques like 

infrared, sound,  and RFID based monitoring systems 

[109], also pose similar concerns, and should adhere to 

the recommended practices.  

8. FUTURE DIRECTIONS 

Various aspects of crowd monitoring were discussed in this 

paper. The most notable point is the exceptional research on 

vision based crowd monitoring techniques. Important 

observations and suggestions with respect to future research 

is as follows: 

Table 2. Comparison between some commonly used monitoring devices [109, 110] 
 

Device/ Technology Typical 

accuracy 

Typical 

coverage [m] 

Measurement principle Use cases in monitoring  

Cameras 0.1mm – dm 1 – 10   Image metrology Facial recognition, counting, detection, 
tracking, trajectory estimation, surveillance, 
behaviour analysis. 

 

Infrared cm – m 1 – 5  Thermal imaging, active 
beacons 

Detection, tracking, counting  

Tactile/ Polar Systems µm – mm 3 – 2000  Mechanical, interferometry Automotive, metrology  

Sound  cm 2 – 10  Echo reflection Speech recognition, tracking, hospitals  

WLAN/ WiFi m 20 – 50  Fingerprinting Counting, detection, trajectory tracking, 
location based services 

 

Bluetooth m 1-10 Fingerprinting Counting, detection  

RFID dm – m 1 – 50  Proximity, fingerprinting Detection, location finding, contact discovery  

Ultra-Wideband cm – m 1 – 50  Reflection, time of arrival Robotics, automation  

Global Navigation 
Satellite System 
(GNSS) 

10 m Global Parallel correlation, 
assistant GPS 

Location based services, navigation, tracking  

Pseudolites cm – dm 10 – 1000  Carrier phase ranging Positioning, navigation  

Other radio frequencies m 10 – 1000  Proximity, fingerprinting Detection, tracking  

Inertial navigation 1% 10 – 100  Dead reckoning Pedestrian navigation   

Magnetic systems mm – cm 1 – 20  Fingerprinting, ranging Detection, positioning, healthcare  

Infrastructure systems cm – m Building Fingerprinting, capacitance Detection, assisted living  
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• In order to address the privacy laws, focus needs to be 

shifted to less-intrusive and privacy preserving crowd 

monitoring techniques. Both, vision and non-vision 

techniques can compromise the privacy of an 

individual, either by facial recognition or by tracking 

device signatures. While security-oriented technologies 

might have permissions to identify and track 

individuals, general crowd monitoring techniques need 

to focus more on intrusion and privacy. Automatic 

Table 3. Description of Crowd Monitoring Datasets 
 

Dataset Ref. Synthesis Privacy 

emphasis 

Description Use case tags 

UCSD/ PETS2009 [111] Camera Yes Grayscale videos Modeling, clustering, segmentation 

Mall [112] Public webcam No Large scale, video 
frames 

Crowd counting,  profiling, crowd 
density, feature mining 

BEHAVE [113] Camera, 
simulations 

No Real and simulated video 
frames 

Crowd behaviour classification, anomaly 
detection 

CBE [114] Camera, 
simulations 

No Simulations based on 
real video segments 

Crowd simulation, crowd behaviour, 
tracking, trajectory 

CUHK-SYSU [115] Camera No Pedestrian images Person search, crowd counting 

CUHK Person Re-
identification 

[115] Camera No Pedestrian images Person re-identification, crowd counting 

CUHK Occlusion [115] Camera No Images from 6 different 
cities/ research groups 

Pedestrian detection, mobile scene 
analysis, feature extraction, classification 

Immediacy [115] Camera No Large scale, interaction 
images 

Immediacy prediction, pose/ interaction/ 
posture analysis 

CUHK Square [115] Camera No 1 hour video sequence Pedestrian detection, traffic scene 
analysis, surveillance, classification 

Shanghai World Expo’10 [115] Camera No Large scale, video 
sequences/ images  

Crowd counting, crowd behaviour 
analysis, feature extraction, classification 

WWW Crowd Attribute [115] Camera, 
Assorted 

No Large scale, 10000 
videos, 8257 scenes, 94 
crowd-related attributes 

Crowd scene analysis, attribute learning 
(who, where, why) 

MIT Traffic [115] Camera No 1.5 hour video, 20 clips Crowd detection, activity perception, 
traffic analysis 

Train Station [115] Camera No Video, trajectories Crowd behaviour classification, velocity 
& position prediction, behaviour & 
trajectory modeling 

MIT Trajectory [115] Single/ multi-
cam view 

No Videos, activity/ motion 
simulations 

Crowd trajectory, activity modeling/ 
learning, anomaly detection 

CelebA [115] Web, Assorted No Celebrity images Face attribute recognition, face 
detection,  

CUHK Face Sketch [115] Assorted No Facial images from 
existing databases 

Face recognition, facial feature analysis, 
face sketch recognition 

CityStreet [116] Multi-view 
camera, assorted 

No Wide area city street 
scenes, collection of 3 
datasets 

Crowd counting, crowd density mapping  

CityUHK-X [116] Camera No Images with extrinsic 
camera parameters 

Crowd counting, image deconvolution, 
crowd density map based learning 

Line Counting  
 

[116] Camera No Collection of UCSD, 
Grand Central and LHI 
datasets 

Line counting, crowd velocity 
estimation, segmentation, parameter 
breach detection 

MADS [116] Multi-view 
camera 

No Multi-view human pose 
videos/ images 

Activity recognition, discriminative 
tracking, 3D human modeling 

Highway Traffic [116] Camera No Traffic videos Time series based video clustering, 
crowd scene segmentation 

YACVID  [117] Camera, sensor-
fusion 

Only in few 
cases 

Huge repository of  
global videos/ images  

Crowd detection/ classification, tracking, 
surveillance, behaviour analysis, 
segmentation, crowd attributes. 

TRANCOS [118] Camera No Traffic images Object detection, vehicle counting 

Daimler [119] Stereo camera No Pedestrian videos/ 
images  

Crowd detection, segmentation, path 
prediction, classification 

WiAR [120] WiFi (cards) Yes RSSI & CSI signatures Activity attributes and recognition 

Winter Wonders 2018-19 [121] WiFi (sensor 
network) 

Yes RSSI based counts Crowd counting, time series based 
forecasting 

ShanghaiTech [122] Camera, 
Assorted 

Yes Images from Internet & 
Shanghai streets 

Foreground segmentation, density map, 
crowd counting 

UCF-QNRF [123] Web, Assorted No High resolution, dense 
crowd images 

Crowd counting, density map estimation, 
localization 

UMN-MHA [124] Camera  No Videos for activity 
monitoring 

Event detection, real-time tracking, 
action recognition, pattern learning, 
behavioral analysis 

GCC [125] Simulations Yes Large scale, simulated 
crowd images 

Synthetic data, pre-trained crowd 
counting models, diverse environments 
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facial blurring in images and SHA encryption for 

device addresses should be used before uploading data 

on the server. These techniques have been already used 

by some researchers.  

• Sensor fusion has a great potential, where the synergy 

of different technologies can be used to develop an 

advanced and robust crowd monitoring system. For 

example, the pros and cons of WiFi and cellular 

networks (cost, coverage, and data quality) are 

complimentary to each other. Therefore, the use of 

sensor fusion and multi-fidelity networks must be 

considered in developing future monitoring systems. 

This will ensure that any shortcoming of one system is 

fulfilled by the other.   

• Crowd monitoring is an important research area and in 

order to develop effective technologies, it is necessary 

to test the newly proposed techniques in different 

crowd scenarios. However, the possibility of getting 

real life scenarios for testing is either limited or biased 

with assumptions. Emulation software like Autodesk 

3ds Max, can be really useful to evaluate the 

performance of developed techniques under such 

conditions.  

• Applications of artificial intelligence (AI) to crowd 

monitoring has mainly witnessed the usage of 

supervised learning algorithms. The performance of 

these algorithms heavily depends on the type of 

features used and the amount of training. Therefore, the 

consistency of performance in such techniques is not 

guaranteed. Fast paced advancements in deep learning, 

multiagent systems, knowledge representation and 

explainable AI  must be actively utilized in anomaly 

detection, activity recognition and behaviour analysis. 

• There is a need to focus on the forecasting aspect in 

addition to crowd counting and classification. This can 

help in predicting critical crowd scenarios and possibly 

(with the implementation of decision support systems) 

alert the security agencies to take precautionary actions 

in due time. Crowd forecasting can also help in making 

timely arrangements at large-scale public events. 

• Despite the huge potential of learning-based 

intelligence, there are still some major challenges to 

their application in crowd monitoring, such as: poor 

data quality, insufficient data and imbalanced training 

data. For example, data with missing values and 

outliers is likely to cause incorrect and unreliable 

decision making or analysis. Therefore, research must 

also be focussed on data diagnosis and synthesis.  

• Lastly, there is a need to encourage the availability of 

datasets, especially the ones corresponding to non-

vision based crowd monitoring techniques so that 

research can be accelerated further. 
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