Properties of ground states of nonlinear Schrödinger equations under a weak constant magnetic field
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Abstract

We study the qualitative properties of ground states of the time-independent magnetic semilinear Schrödinger equation

\[-(\nabla + iA)^2u + u = |u|^{p-2}u \quad \text{in } \mathbb{R}^N\]

where the magnetic potential A induces a constant magnetic field. When the latter magnetic field is small enough, we show that the ground state solution is unique up to magnetic translations and rotations in the complex phase space, that ground state solutions share the rotational invariance of the magnetic field and that the presence of a magnetic field induces a Gaussian decay. In this small magnetic field regime, the corresponding ground-energy is a convex differentiable function of the magnetic field.

Résumé

Nous étudions les propriétés qualitatives des états fondamentaux de l’équation de Schrödinger stationnaire

\[-(\nabla + iA)^2u + u = |u|^{p-2}u \quad \text{in } \mathbb{R}^N\]

où le potentiel magnétique A induit un champ magnétique constant. Lorsque ce champ magnétique est suffisamment petit, nous montrons que l’état fondamental est...
1. Introduction

We are interested in the \textit{time-independent magnetic semilinear Schrödinger equation}

\[-\Delta Au + u = |u|^{p-2}u \quad \text{in } \mathbb{R}^N,\]

in dimension \(N \geq 2\), with a \textit{linear magnetic potential} \(A \in \text{Lin}(\mathbb{R}^N, \wedge^1 \mathbb{R}^N)\) which allows to define the \textit{magnetic Laplacian} operator as

\[-\Delta_A := -\Delta - 2i A \cdot \nabla - i \text{div } A + |A|^2,\]

and a subcritical power \(p\) in the nonlinearity, i.e. \(2 < p < \frac{2N}{N-2}\).

Ground state solutions and infinitely many bound state solutions have been constructed for the magnetic nonlinear Schrödinger equation (1) in the seminal work of Esteban and Lions [30]. Since then the non-autonomous case, that is, when the electric potential and the magnetic field is not constant, has been the object of numerous studies in the last decade, see for example [2,6–10,14–18,20–25,27,28,37,46].

In the present work we are interested in the qualitative properties of the \textit{ground states (or least-energy solutions)} of the autonomous problem (1), which can be obtained and characterized as minimizers of the variational problem

\[
\inf \{ \mathcal{I}_A(u) : u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \text{ and } \mathcal{I}'_A(u) = 0 \}.
\]

Here the \textit{magnetic Sobolev space} \(H^1_A(\mathbb{R}^N, \mathbb{C})\) is a \textit{real} Hilbert space given by

\[H^1_A(\mathbb{R}^N, \mathbb{C}) := \{ u \in L^2(\mathbb{R}^N, \mathbb{C}) : D_A u \in L^2(\mathbb{R}^N) \},\]

and the action functional \(\mathcal{I}_A : H^1_A(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}\) is defined for each function \(u \in H^1_A(\mathbb{R}^N, \mathbb{C})\) by

\[\mathcal{I}_A(u) := \frac{1}{2} \int_{\mathbb{R}^N} (|D_A u|^2 + |u|^2) - \frac{1}{p} \int_{\mathbb{R}^N} |u|^p,\]

where the \textit{magnetic covariant derivative} is defined by

\[D_A u = Du + iAu.\]

Critical points of the functional \(\mathcal{I}_A\) correspond to weak solutions of the equation (1). For more details about those objects, we refer to §2.

The aim of this work is to understand the \textit{symmetry properties} of the ground states of the magnetic nonlinear Schrödinger equation (1), their \textit{asymptotic decay at infinity} and their \textit{dependence on the magnetic field} \(B = dA \in \wedge^2 \mathbb{R}^N\). In order to alleviate the statement of the results, we recall how the problem can be simplified by gauge fixing, that is, by choosing a specific gauge and how the problem is invariant under magnetic translations.
The gauge invariance of the magnetic Hamiltonian means that if for some function \( \psi \in C^1(\mathbb{R}^N) \), we set
\[
\tilde{A} = A + d\psi \quad \text{and} \quad \tilde{u} = e^{-i\psi}u, \tag{2}
\]
then
\[
D\tilde{A}\tilde{u} = e^{-i\psi}DAu.
\]
In particular, if \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), then \( \mathcal{I}_{\tilde{A}}(\tilde{u}) = \mathcal{I}_A(u) \) and therefore solutions of the equation (1) with \( A \) and \( \tilde{A} \) can be related to each other using the relation (2). Since \( d\tilde{A} = dA \) and \( |\tilde{u}| = |u| \), the gauge invariance means that only the magnetic field \( dA \) plays a role in the physical behavior of the solutions of (1). When, as in the present work, the magnetic field \( dA \) is constant, one of the simplest gauge choice is to assume that \( A \) is linear and skew-symmetric. Equivalently, this means that \( A \) is represented by an antisymmetric matrix. If \( A \) is linear, such a choice can be made by setting \( \psi(x) = -A(x)[x]/2 \) in (2). This choice is equivalent to the choice of the Coulomb gauge with a transversal boundary condition at infinity (or, equivalently, divergence free with a Neumann boundary condition at infinity), that is,
\[
\begin{aligned}
\text{div} \ A &= 0 \quad \text{in} \ \mathbb{R}^N, \\
\frac{A(x)[x]}{|x|^2} &\rightarrow 0 \quad \text{as} \ |x| \rightarrow \infty.
\end{aligned}
\tag{3}
\]
In particular, if \( B \in \bigwedge^2 \mathbb{R}^N \) is a constant skew-symmetric form, there exists a unique \( A \in \text{Lin}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N) \) satisfying \( dA = B \) and (3). This potential \( A \) is defined for each \( x \in \mathbb{R}^N \) and \( v \in \mathbb{R}^N \) by
\[
A(x)[v] = \frac{1}{2}B[x, v].
\tag{4}
\]
As \( \mathcal{I}_{\tilde{A}}(\tilde{u}) = \mathcal{I}_A(u) \) when (2) holds, the precise choice (4) allows to define the ground-energy function
\[
\mathcal{E} : \bigwedge^2 \mathbb{R}^N \rightarrow \mathbb{R}
\]
by
\[
\mathcal{E}(B) = \mathcal{E}(dA) := \inf \{ \mathcal{I}_A(v) : v \in H^1_A(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \text{ and } \mathcal{I}_A'(v) = 0 \}.
\tag{5}
\]
Because of the presence of the magnetic potential, the magnetic nonlinear Schrödinger equation (1) is not invariant under translations in \( \mathbb{R}^N \). However, it is still invariant under magnetic translations with respect to the connection \( DA \). For \( a \in \mathbb{R}^N \) and \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), this magnetic translation is defined by
\[
\tau^A_a u(x) = e^{-iA(a)[x]}u(x - a).
\]
This definition depends on the gauge fixing made above. This magnetic translation commutes with the covariant derivative \( DA \), that is, \( DA \circ \tau^A_a = \tau^A_a \circ DA \). Together with multiplications by complex numbers in the unit circle, the magnetic translations form a Lie group. This will be explained in more details in §2.1.3.

Our starting point to study the properties of the ground states is to establish that, when the magnetic field \( dA \) is sufficiently small, then the ground state of (1) is unique up to the action of the Lie group that we have described.

**Theorem 1 (Uniqueness up to magnetic translations and multiplications by a complex phase of ground states).** For every \( N \geq 2 \) and \( p \in (2, \frac{2N}{N-2}) \), there exists \( \varepsilon > 0 \) such that if \( A \in \text{Lin}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N) \) satisfies \( |dA| \leq \varepsilon \), if \( u \) and \( v \) are solutions of (1) satisfying \( \mathcal{I}_A(u) \leq \mathcal{E}_0 + \varepsilon \) and if \( \mathcal{I}_A(v) \leq \mathcal{E}_0 + \varepsilon \), then \( u = e^{i\theta} \tau^A_a v \) for some \( a \in \mathbb{R}^N \) and \( \theta \in \mathbb{R} \).
The main idea of the proof of Theorem 1 in §4 is to take advantage of the well-known uniqueness and non-degeneracy of the solutions of (1) under a vanishing magnetic potential $A = 0$, see for example [38,52], and to extend the uniqueness by an implicit function argument. The main difficulty in this proof consists in the fact that the natural function space $H^1_0(\mathbb{R}^N, \mathbb{C})$ for the functional $I_A$ depends on the magnetic field: the norm and the elements of the space differ in general for different magnetic fields. This rules out a straightforward application of classical implicit function theory. Instead, we prove the uniqueness by relying on the arguments of the uniqueness part of the proof of the implicit theorem. Those do not rely on the completeness of the function space and spares us with the study of completeness across the scale of the spaces $H^1_0(\mathbb{R}^N, \mathbb{C})$.

A first consequence of Theorem 1 is that the solutions inherit the symmetries of the magnetic potential in a sense explained below.

**Theorem 2** *(Symmetry and monotonicity of ground states).* Let $N \geq 2$, $p \in (2, \frac{2N}{N-2})$ and $\varepsilon > 0$ be as in Theorem 1. If $A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N)$ is skew-symmetric and satisfies $|dA| \leq \varepsilon$ and if $u$ is a solution of (1) such that $I_A(u) \leq E(0) + \varepsilon$, then there exists $a \in \mathbb{R}^N$ such that for every linear isometry $R$ of $\mathbb{R}^N$ satisfying $|A \circ R|^2 = |A|^2$, one has

$$u(R(x + a) - a) = e^{i A(a)[R(x+a)-(x+a)]} u(x).$$

Moreover, the function $|u|$ is nonincreasing along any ray starting from the point $a$.

Since the magnetic semilinear Schrödinger equation (1) is invariant under magnetic translations, see §2.1.3, Theorem 2 implies the existence of a unique ground state $u$ such that its conclusion holds with $a = 0$, that is, for every linear isometry $R$ of $\mathbb{R}^N$ such that $|A \circ R|^2 = |A|^2$, one has $u \circ R = u$.

Alternatively, Theorem 2 states that a ground state can be translated in such a way that it only depends monotonically on the norms of the projections on the eigenspaces of the quadratic form $|A|^2$. Also, because of the antisymmetric structure of $A$, the group of isometries such that $|A \circ R|^2 = |A|^2$ can be written, up to an isometry of the Euclidean space, as a product of orthogonal groups $O(2n_1) \times O(2n_2) \times \cdots \times O(2n_k) \times O(N-2n_1-2n_2-\cdots-2n_k)$, with $n_1, n_2, \ldots, n_k \in \mathbb{N}$; when $N = 3$ and $A \neq 0$, it is always of the form $O(2) \times O(1)$, corresponding to a decomposition in the transversal and longitudinal directions with respect to the magnetic field.

Whereas this answers positively the question about the symmetry of ground states of the magnetic nonlinear Schrödinger equation (1) when the magnetic field $|dA|$ is small, the question about the symmetry of ground states for an arbitrary large magnetic field $|dA|$ remains completely open. In the planar case $N = 2$, when the magnetic field $|dA|$ is small, the ground states of (1) correspond to the ground states of the decoupled equation (22), which are non-degenerate [47, Section 7.3]. This implies that no symmetry breaking can appear by bifurcation from the radial ground state.

In order to prove Theorem 2, we first exploit the uniqueness of the solution to prove symmetry with respect to a large subgroup of symmetries. Next, we note that in view of this partial symmetry, the solutions can be viewed as ground states of a nonlinear Schrödinger equation without a magnetic field and with a quadratic electric potential $(1 + |A|^2)$ (a nonlinear harmonic oscillator) and we deduce the symmetry and the monotonicity by applying classical tools for such problems.

In general, the ground states of the nonlinear Schrödinger equation in the absence of a magnetic field are known to decay exponentially to 0 at infinity. By the Kato inequality, if $u$ is a solution to the magnetic nonlinear Schrödinger equation (1), then its modulus $|u|$ is a subsolution to the nonlinear Schrödinger equation without a magnetic field and decays thus at least exponentially. One can in fact expect a better
decay at infinity. In the two-dimensional case $N = 2$, the solutions have in fact a Gaussian decay, see for example [29,48], similarly to Landau levels in a symmetric gauge.

Our next result is that in any dimension and for a small magnetic field, solutions have an improved decay rate that can be related to an exterior problem with a quadratic potential $(1 + |A|^2)$.

**Theorem 3 (Asymptotics of ground states at infinity).** Let $N \geq 2$, $p \in (2, \frac{2N}{N-2})$ and $\varepsilon > 0$ be as in Theorem 1. If $A \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N)$ is skew-symmetric and satisfies $|dA| \leq \varepsilon$ and if $u$ is a solution of (1) such that $\mathcal{I}_A(u) \leq \mathcal{E}(0) + \varepsilon$, then there exists $a \in \mathbb{R}^N$ such that

$$0 < \liminf_{|x| \to \infty} \frac{|u(x)|}{v(x-a)} \leq \limsup_{|x| \to \infty} \frac{|u(x)|}{v(x-a)} < +\infty,$$

where $v \in C^2(\mathbb{R}^N \setminus B_R)$ is a positive solution to

$$
\begin{align*}
-\Delta v(x) + (1 + |A(x)|^2)v(x) &= 0 \text{ for } x \in \mathbb{R}^N \setminus B_R, \\
v(x) &\to 0 \text{ as } x \to \infty.
\end{align*}
$$

In particular, when $N = 2$, if $A(x)[v] = \frac{B}{2}x \wedge v$, if $|B| \leq \varepsilon$ (given in Theorem 1) and if $u$ is a solution of (1) such that $\mathcal{I}_A(u) \leq \mathcal{E}(0) + \varepsilon$, then there exist $a \in \mathbb{R}^2$ and $c \in \mathbb{C} \setminus \{0\}$ such that, as $|x| \to \infty$,

$$u(x) = \frac{\exp\left(\frac{|B|x-a|^2}{4}\right)}{|x-a|^2 \left(1 + |B||x-a|\right)^{\frac{1}{2} + \frac{1}{|B|^2}}}(c + o(1)).$$

This refines for a constant magnetic field and a vanishing electric field the Gaussian decay that was already known in [29,48]. The Gaussian decay is reminiscent of the decay of Landau states.

In higher dimensions, the linear problem is in general anisotropic and we do not hope having such an explicit expression of the asymptotics. Theorem 3 allows however to obtain some Gaussian asymptotic upper bounds. For example in the three-dimensional case $N = 3$, we have for any small magnetic field $B \in \mathbb{R}^3 \simeq \mathbb{R}^2 \mathbb{R}^3$,

$$u(x) = O\left(\exp\left(-\frac{|B \times (x-a)|^2}{4|B|}\right)\right),$$

where the typical Gaussian decay of Landau states can again be recognized. These estimates are far from optimal: they do not enforce any decay in the $B$-direction whereas it follows also from Theorem 3 that $u$ decays at least exponentially in all the directions. Theorem 3 follows by looking at the solutions of (1) as solutions to a modified problem without magnetic field and analyzing the decay with comparison arguments.

The last question that we consider is the dependence of the ground-energy function $\mathcal{E}$ (see (5)) on the magnetic field $B$ and in particular its monotonicity and convexity.

**Theorem 4.** If $N \geq 2$ and $p \in (2, \frac{2N}{N-2})$, then the ground-energy function $\mathcal{E}$ is continuously differentiable and convex in a neighborhood of 0, where it achieves a global minimum. Moreover,

$$\mathcal{E}(B) = \mathcal{E}(0) + \frac{|B|^2}{4N} \int_{\mathbb{R}^N} |x|^2 |u_0(x)|^2 \, dx + o(|B|^2),$$

where $u_0$ is a radial ground state of (1) with $A = 0$. 

While it is clear from the diamagnetic inequality (see (9) below) that $\mathcal{E}(tB) \geq \mathcal{E}(0)$, the monotonicity is much more subtle. Theorem 4 shows this monotonicity for a small field. Indeed, by convexity we have $\mathcal{E}(tB) \leq (1 - t)\mathcal{E}(0) + t\mathcal{E}(B)$ and therefore $\mathcal{E}(tB) \leq \mathcal{E}(B)$ for all $t \in [0, 1]$.

The asymptotic expansion in Theorem 4 also shows that for small magnetic fields in large dimensions, that is, $N \geq 4$, the different components of the magnetic field $B$ simply add up their contributions.

In a work about the semiclassical limit of nonlinear Schrödinger equation in the strong magnetic field régime, it had been shown that the ground-energy was subdifferentiable and that it had a subdifferential that was allowing to recover the Lorentz electromagnetic force acting on a magnetic dipole [27, Proposition 3.5] (see also [31,32]). Theorem 4 reinforces this analysis.

We prove Theorem 4 by applying a direct argument to show the differentiability of the solutions with respect to variations of the magnetic field.

The article is organized as follows. In §2, we recall some definitions about the magnetic Sobolev spaces, for which we prove some general theorems. We also give in more details the definition of the ground states of (1), with and without magnetic field, and we recall some of their known properties. In §3, we prove the continuity of the ground-energy function $\mathcal{E}$. The uniqueness (Theorem 1) is proved in §4 and the symmetry (Theorem 2) in §5. The asymptotics of ground states (Theorem 3) are studied in §6 whereas the properties of the function $\mathcal{E}$ in a neighborhood of 0 are studied in §7.

2. Preliminaries

2.1. Magnetic Sobolev spaces

In this section we begin by reviewing the definitions of covariant derivative, magnetic Sobolev spaces, diamagnetic inequality and magnetic translations. We then study the problem of convergence of sequences of functions taken in varying magnetic Sobolev spaces.

2.1.1. Definition of magnetic Sobolev spaces

Magnetic Sobolev spaces are a natural framework for the magnetic semilinear Schrödinger equation (1). If $A \in L^{2}_{\text{loc}}(\mathbb{R}^{N})$, which is the case for $A \in \text{Lin}(\mathbb{R}^{N}, \Lambda^{1}\mathbb{R}^{N})$, for $u \in W^{1,1}_{\text{loc}}(\mathbb{R}^{N}, \mathbb{C})$, the covariant derivative is defined by

$$D_{A}u := Du + iAu : \mathbb{R}^{N} \rightarrow \text{Lin}(\mathbb{R}^{N}, \mathbb{C}) \simeq \mathbb{C} \otimes \Lambda^{1}\mathbb{R}^{N}.$$ 

We define for $F : \mathbb{R}^{N} \rightarrow \mathbb{C}^{N}$ the covariant divergence by

$$\text{div}_{A} F := \text{div} F + iA[F],$$

that is, for every $x \in \mathbb{R}^{N}$ and $z \in \mathbb{C},$

$$(z|\text{div}_{A} F(x)) = (z|\text{div} F(x)) + (z|iA(x)[F(x)]).$$

Here and in the sequel $\langle \cdot, \cdot \rangle$ denotes the canonical real scalar product of vectors in $\mathbb{C}$ (on the left-hand side) and in $\text{Lin}(\mathbb{R}^{N}, \mathbb{C})$ (on the right-hand side). We note that $D_{A}u \in L^{1}_{\text{loc}}(\mathbb{R}^{N})$ is characterized by the fact that, for every test function $\varphi \in C_{c}^{1}(\mathbb{R}^{N}, \mathbb{C}^{N})$, the following integration by parts formula is satisfied

$$\int_{\mathbb{R}^{N}} (D_{A}u|\varphi) = -\int_{\mathbb{R}^{N}} (u|\text{div}_{A} \varphi). \quad (7)$$

The magnetic Sobolev space $H^{1}_{A}(\mathbb{R}^{N}, \mathbb{C})$, defined as
\[ H^1_A(\mathbb{R}^N, \mathbb{C}) := \{ u \in L^2(\mathbb{R}^N, \mathbb{C}) : D_A u \in L^2(\mathbb{R}^N) \}, \]

is a Hilbert space endowed with the Euclidean norm

\[ \|u\|^2_{H^1_A(\mathbb{R}^N, \mathbb{C})} = \int_{\mathbb{R}^N} |D_A u|^2 + |u|^2, \]

deriving from the real scalar product

\[ (u|v)_{H^1_A(\mathbb{R}^N, \mathbb{C})} = \int_{\mathbb{R}^N} (D_A u|D_A v) + (u|v). \]

Finally, if \( L^2_{\text{loc}}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) the space of compactly supported smooth functions \( C^\infty_0(\mathbb{R}^N, \mathbb{C}) \) is dense in the magnetic Sobolev space \( H^1_A(\mathbb{R}^N, \mathbb{C}) \), see e.g. [40, Theorem 7.22; 30, Proposition 2.1].

2.1.2. Diamagnetic inequality

We first recall that the connexion \( D_A \) is compatible with the Euclidean norm on \( \mathbb{C} \). Indeed, if \( A \in L^2_{\text{loc}}(\mathbb{R}^N) \) and \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), then \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^N, \mathbb{C}) \), and by the chain rule for vector-valued functions [3],

\[ D|u| = (\text{sign}(u)|D_A u|), \quad (8) \]

where the sign of a complex number \( z \in \mathbb{C} \) is defined by

\[ \text{sign}(z) = \begin{cases} \frac{z}{|z|} & \text{if } z \neq 0, \\ 0 & \text{if } z = 0. \end{cases} \]

In particular the identity (8) implies the diamagnetic inequality

\[ |D|u|| \leq |D_A u|, \quad (9) \]

with equality if and only if \( D_A u = \text{sign}(u)D|u| \), see for example [40, Theorem 7.21].

2.1.3. Magnetic translations

The magnetic translations correspond to a parallel transport with respect to the connection \( D_A \). If \( A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) is skew-symmetric, then, for every \( x, v \in \mathbb{R}^N \), \( A(x)[v] = -A(v)[x] \), and if \( u : \mathbb{R}^N \to \mathbb{C} \), we have

\[ \tau^A_a u(x) := e^{-iA(a)[x]}u(x-a). \]

The magnetic translations are compatible with the connection, that is, for every \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), Leibnitz’s product rule implies

\[ D_A(\tau^A_a v)(x) = e^{-iA(a)[x]}(Dv(x-a) - iA(a)v(x-a) + iA(x)v(x-a)) \\
= e^{-iA(a)[x]}(Dv(x-a) + iA(x-a)v(x-a)) \\
= \tau^A_a D_A v(x), \]

for every \( x \in \mathbb{R}^N \), so that
We observe that in general, magnetic translations do not commute with each other. Indeed, one has
\[
\tau^A_b \circ \tau^A_a = e^{iA(b)} \tau^A_{a+b} = e^{iA(a)} \tau^A_{a+b} = e^{iA(b)+iA(a)} \tau^A_{a+b}.
\]
for each \( x \in \mathbb{R}^N \) and therefore
\[
\tau^A_b \circ \tau^A_a = e^{iA(a)[b]} \tau^A_{a+b}.
\] (10)

If we consider the space \( \mathbb{R}^N \times \mathbb{R} \), endowed with the product \( \ast \) defined for \( (a,t), (b,s) \in \mathbb{R}^N \times \mathbb{R} \) by
\[
(b,s) \ast (a,t) = (a+b, t+s + A(a)[b]),
\]
we see that \((a,t) \mapsto e^{it} \tau^A_a \) defines a group action whose kernel is \( \{0\} \times 2\pi \mathbb{Z} \). This group is isomorphic to \( \mathbb{H}^k \times \mathbb{R}^{N-2k} \), where \( \mathbb{H}^k \) is the \( 2k+1 \)-dimensional \( k \)-th order Heisenberg group and \( 2k \) is the rank of the matrix \( A \). In particular, for every \( s, t \in \mathbb{R} \),
\[
\tau^A_{sa} \circ \tau^A_a = \tau^A_{(t+s)a},
\]
so that the translations in the same direction form a group.

2.1.4. Convergence across magnetic Sobolev spaces

In this section, we develop some counterparts of classical results in Sobolev spaces to study convergence of sequences of maps belonging to different magnetic Sobolev spaces. The common assumption of the next statements is that the sequence of vector potentials converges for example in \( L^2_{\text{loc}}(\mathbb{R}^N) \).

**Lemma 2.1 (Weak closure across magnetic Sobolev spaces).** Assume that for every \( n \in \mathbb{N} \), \( u_n \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \), where \( (A_n)_{n \in \mathbb{N}} \) is a sequence in \( L^2_{\text{loc}}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \). If \( A_n \rightarrow A \) strongly in \( L^2_{\text{loc}}(\mathbb{R}^N) \), if \( u_n \rightharpoonup u \) weakly in \( L^2(\mathbb{R}^N) \), and if \( D_{A_n} u_n \rightharpoonup g \) weakly in \( L^2(\mathbb{R}^N) \) as \( n \rightarrow \infty \), then \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \) and \( D_A u = g \).

**Proof.** By definition of the weak covariant derivative \( D_{A_n} u_n \), for every \( \varphi \in C_c^\infty(\mathbb{R}^N, \mathbb{C}^N) \) and \( n \in \mathbb{N} \), in view of (7), we have
\[
\int_{\mathbb{R}^N} (D_{A_n} u_n) \varphi = -\int_{\mathbb{R}^N} (u_n \text{ div}_{A_n} \varphi).
\]
Since \( \text{div}_{A_n} \varphi \rightarrow \text{div}_A \varphi \) as \( n \rightarrow \infty \) in \( L^2(\mathbb{R}^N, \mathbb{C}) \), because of the strong convergence of \( A_n \) to \( A \) in \( L^2_{\text{loc}}(\mathbb{R}^N) \), and using the facts that \( u_n \rightharpoonup u \) and \( D_{A_n} u_n \rightharpoonup g \) as \( n \rightarrow \infty \) in \( L^2(\mathbb{R}^N) \), we conclude that
\[
\int_{\mathbb{R}^N} (g) \varphi = -\int_{\mathbb{R}^N} (u \text{ div}_A \varphi) = \int_{\mathbb{R}^N} (D_A u) \varphi,
\]
where the last equality follows again from (7). This shows that \( g = D_A u = Du + iAu \), using [30, Proposition 2.1]. □

The next lemma deals with bounded sequences in distinct magnetic Sobolev spaces.
Lemma 2.2 (Weak sequential compactness across magnetic Sobolev spaces). Assume that for every \( n \in \mathbb{N} \), \( u_n \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), where \((A_n)_{n \in \mathbb{N}}\) is a sequence in \( L^2_{loc}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \). If \( A_n \to A \) strongly as \( n \to \infty \) in \( L^2_{loc}(\mathbb{R}^N) \) and if

\[
\liminf_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2 < +\infty,
\]

then there exist \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \) and a subsequence \((n_\ell)_{\ell \in \mathbb{N}}\) such that \( u_{n_\ell} \rightharpoonup u \) weakly in \( L^2(\mathbb{R}^N) \) and \( D_{A_{n_\ell}} u_{n_\ell} \to D_A u \) weakly in \( L^2(\mathbb{R}^N) \) as \( \ell \to \infty \).

**Proof.** This follows from the standard weak sequential compactness criterion in Hilbert spaces and Lemma 2.1. \( \square \)

Weakly converging sequences across Sobolev spaces converge strongly in Lebesgue spaces on compact subsets.

Lemma 2.3 (Rellich’s Theorem across magnetic spaces). Assume that for every \( n \in \mathbb{N} \), \( u_n \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), where \((A_n)_{n \in \mathbb{N}}\) is a sequence in \( L^2_{loc}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \). If \( A_n \to A \) strongly in \( L^2_{loc}(\mathbb{R}^N) \), and if \( u_n \rightharpoonup u \) weakly in \( L^2(\mathbb{R}^N) \), if \( D_{A_n} u_n \rightharpoonup D_A u \) weakly in \( L^2_{loc}(\mathbb{R}^N) \), then \( u_n \to u \) strongly in \( L^p_{loc}(\mathbb{R}^N) \), for every \( 1 \leq p < \frac{2N}{N-2} \).

**Proof.** Let \( R > 0 \). First, we will prove the strong convergence of \( u_n \) to \( u \) in \( L^p(B_R) \), for every \( p \in [1, \frac{N}{N-1}] \). Since \( A_n \to A \) strongly in \( L^2(B_R) \) and \( u_n \rightharpoonup u \) weakly in \( L^2(B_R) \) as \( n \to \infty \), the sequence \((A_n u_n)_{n \in \mathbb{N}}\) is bounded in \( L^1(B_R) \). Thus, since \( D_{A_n} u_n \rightharpoonup D_A u \) weakly in \( L^2(B_R) \), we have that \((D u_n)_{n \in \mathbb{N}}\) is also bounded in \( L^1(B_R) \). Therefore, Rellich’s compactness theorem in \( W^{1,1}(B_R) \) tells us that \( u_n \to u \) strongly in \( L^p(B_R) \), for every \( 1 \leq p < \frac{N}{N-1} \), as \( n \to \infty \).

Next, if \( 1 \leq q \leq \frac{2N}{N-2} \), there exists a constant \( C > 0 \) such that for every \( n \in \mathbb{N} \), in view of the diamagnetic inequality (9) and of the classical Sobolev embedding,

\[
\left( \int_{B_R} |u_n|^q \right)^{\frac{2}{q}} \leq C \int_{B_R} |D u_n|^2 + |u_n|^2 \leq C \int_{B_R} |D_{A_n} u_n|^2 + |u_n|^2.
\]

Then, \((u_n)_{n \in \mathbb{N}}\) is bounded in \( L^q(B_R) \), for \( q \in [1, \frac{2N}{N-2}] \). By a standard interpolation argument, we conclude that \( u_n \to u \) as \( n \to \infty \) in \( L^p(B_R) \), for every \( p \in [1, \frac{2N}{N-2}] \). \( \square \)

In the case of the strong convergence of a sequence of maps \((u_n)\) across Sobolev spaces, the moduli converge also strongly in a Sobolev space.

Lemma 2.4 (Continuity of the modulus across Sobolev spaces). Assume that for every \( n \in \mathbb{N} \), \( u_n \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \), where \((A_n)_{n \in \mathbb{N}}\) is a sequence in \( L^2_{loc}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \). If \( A_n \to A \) strongly in \( L^2_{loc}(\mathbb{R}^N) \), if \( u_n \rightharpoonup u \) strongly in \( L^2(\mathbb{R}^N) \) and if \( D_{A_n} u_n \rightharpoonup D_A u \) strongly in \( L^2_{loc}(\mathbb{R}^N) \) as \( n \to \infty \), then \(|u_n| \to |u|\) strongly in \( H^1(\mathbb{R}^N) \) as \( n \to \infty \).

**Proof.** It is clear that \(|u_n| \to |u|\) in \( L^2(\mathbb{R}^N) \). For the derivative, observe that, by (8),

\[
D|u_n| = (\text{sign}(u_n))|D_{A_n} u_n|.
\]

Since \( u_n \rightharpoonup u \) in \( L^2(\mathbb{R}^N) \) and \( D_A u = 0 \) almost everywhere on \( u^{-1}\{0\} \), we conclude that
\[ D|u_n| = (\text{sign}(u_n)|D_{A_n}u_n|) \to (\text{sign}(u)|D_Au|) = D|u| \]
in measure. By the diamagnetic inequality (9), we know that
\[ |D|u_n|^2 \leq |D_{A_n}u_n|^2. \]

This last inequality together with the strong convergence of \((D_{A_n}u_n)_{n \in \mathbb{N}}\) in \(L^2(\mathbb{R}^N)\) implies that \(D|u_n| \to D|u|\) in \(L^2(\mathbb{R}^N)\) as \(n \to \infty\) by Lebesgue’s dominated convergence theorem. \(\square\)

The next lemma shows that the strong convergence across magnetic Sobolev spaces implies the convergence in the Lebesgue spaces in which the magnetic Sobolev spaces are embedded. When \(A_n = A\) for all \(n \in \mathbb{N}\), this follows from the classical scalar Sobolev embedding and the diamagnetic inequality, see [48, Lemma 3.1].

**Lemma 2.5** (Continuous Sobolev embedding across magnetic Sobolev spaces). Let \((u_n)_{n \in \mathbb{N}}\) be a sequence in \(H^1_{A_n}(\mathbb{R}^N, \mathbb{C})\), where \((A_n)_{n \in \mathbb{N}}\) is a sequence in \(L^2_{\text{loc}}(\mathbb{R}^N, \mathbb{R}^N)\). If \(A_n \to A\) strongly in \(L^2_{\text{loc}}(\mathbb{R}^N)\), if \(u_n \to u\) strongly in \(L^2(\mathbb{R}^N)\) and if \(D_{A_n}u_n \to D_Au\) strongly in \(L^2(\mathbb{R}^N)\), then \(u_n \to u\) strongly in \(L^p(\mathbb{R}^N)\) for \(2 \leq p \leq \frac{2N}{N-2}\), as \(n \to \infty\).

**Proof.** We first observe that by Lemma 2.3, \(|u_n - u|^p \to 0\) locally in measure as \(n \to \infty\). In view of Lemma 2.4, \(|u_n| \to |u|\) in \(H^1(\mathbb{R}^N)\) and thus, by the Sobolev embeddings, \(|u_n| \to |u|\) in \(L^p(\mathbb{R}^N)\), for \(2 \leq p \leq \frac{2N}{N-2}\), and \(|u_n|^p \to |u|^p\) in \(L^1(\mathbb{R}^N)\) as \(n \to \infty\). Moreover, we have that
\[ |u_n - u|^p \leq 2^p (|u_n|^p + |u|^p). \]
Applying Lebesgue’s dominated convergence theorem, we infer that \(|u_n - u|^p \to 0\) in \(L^1(\mathbb{R}^N)\) and we therefore conclude that \(u_n \to u\) in \(L^p(\mathbb{R}^N)\), as \(n \to \infty\). \(\square\)

2.2. Ground states

Here we recall the known properties of the ground states of the nonlinear Schrödinger equation (1), with or without magnetic potential.

2.2.1. Existence of ground states and characterization of the ground-energy

A function \(u \in H^1_*(\mathbb{R}^N, \mathbb{C})\) is a weak solution of the nonlinear Schrödinger equation (1) if, for every \(v \in H^1_A(\mathbb{R}^N, \mathbb{C})\),
\[
\int_{\mathbb{R}^N} (D_Au|D_Av) + (u|v) = \int_{\mathbb{R}^N} |u|^{p-2}(u|v).
\]
This follows from the integration by parts formula (7) and from the identity,
\[-\Delta_Au = -\text{div}_A \nabla_A u,\]
where the magnetic gradient \(\nabla_A u : \mathbb{R}^N \to \mathbb{C}^N\) is defined so that for every \(x \in \mathbb{R}^N\), \(v \in \mathbb{R}^N\) and \(z \in \mathbb{C}\)
\[
(\nabla_A u(x)|zv) = (z|D_A u(x)[v]),
\]
where the scalar product on the left-hand side is the canonical real scalar product on \( \mathbb{C}^N \) and the scalar product on the right-hand side is the canonical scalar product on \( \mathbb{C} \). Weak solutions of the nonlinear Schrödinger equation (1) are also critical points of the functional \( \mathcal{I}_A \) defined for each \( u \in H^1_\Lambda(\mathbb{R}^N) \) by

\[
\mathcal{I}_A(u) := \frac{1}{2} \int_{\mathbb{R}^N} \left( |D_A u|^2 + |u|^2 \right) - \frac{1}{p} \int_{\mathbb{R}^N} |u|^p.
\]

We recall that the ground-energy function \( \mathcal{E} : \Lambda^2(\mathbb{R}^N) \to \mathbb{R} \) is defined by (5). Since for any constant \( B \in \Lambda^2 \mathbb{R}^N \) there is a unique skew-symmetric \( A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) such that \( dA = B \), the function \( \mathcal{E} \) is well-defined.

The function \( u \in H^1_\Lambda(\mathbb{R}^N, \mathbb{C}) \) is a ground state or a least-energy solution of the magnetic nonlinear Schrödinger equation (1) if \( u \) is a weak solution of the equation (1) such that

\[
\mathcal{I}_A(u) = \mathcal{E}(dA).
\]

The next lemma is standard, we sketch the proof for completeness.

**Lemma 2.6 (Existence and characterization of ground states).** For every magnetic potential \( A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \), there exists \( u \in H^1_\Lambda(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \) such that

\[
\mathcal{I}_A(u) = \mathcal{E}(dA) \quad \text{and} \quad \mathcal{I}'_A(u) = 0.
\]

Moreover,

\[
\mathcal{E}(dA) = \left( \frac{1}{2} - \frac{1}{p} \right) \inf_{v \in H^1_\Lambda(\mathbb{R}^N, \mathbb{C}) \setminus \{0\}} \mathcal{Q}_A(v)^{\frac{p}{p-2}},
\]

where the functional \( \mathcal{Q}_A : H^1_\Lambda(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \to \mathbb{R} \) is defined by

\[
\mathcal{Q}_A(v) := \frac{\int_{\mathbb{R}^N} |D_A v|^2 + |v|^2}{\left( \int_{\mathbb{R}^N} |v|^p \right)^{\frac{2}{p}}}.
\]

**Proof.** The existence of a minimizer of \( \mathcal{Q}_A \) has been proved by M. Esteban and P.-L. Lions [30, Theorem 3.1]. By homogeneity, this minimizer can be chosen to satisfy the condition \( \mathcal{I}'_A(v) = 0 \), or equivalently, the magnetic nonlinear Schrödinger equation (1).

Finally, if \( v \in H^1_\Lambda(\mathbb{R}^N, \mathbb{C}) \) satisfies \( \mathcal{I}'_A(v) = 0 \), then

\[
\mathcal{Q}_A(v) = \left( \frac{2p}{p-2} \mathcal{I}_A(v) \right)^{\frac{p-2}{p}}.
\]

We can then conclude that

\[
\mathcal{E}(dA) = \left( \frac{1}{2} - \frac{1}{p} \right) \inf_{v \in H^1_\Lambda(\mathbb{R}^N, \mathbb{C})} \mathcal{Q}_A(v)^{\frac{p}{p-2}}. \quad \Box
\]

The following lemma gives us some basic properties of the ground-energy. First, for any constant \( B \in \Lambda^2 \mathbb{R}^N \), \( A \in \Lambda^1 \mathbb{R}^N \), and for any linear isometry \( R \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N) \), we recall that the pull-back of \( B \) and \( A \) by \( R \) are given respectively by
\[ R_\# B[v, w] = B[R(v), R(w)], \]

and

\[ R_\# A(x)[v] = A(R(x))[R(v)], \]

for \( x, v, w \in \mathbb{R}^N \).

**Lemma 2.7 (Invariance under isometries of \( \mathcal{E} \)).** Let \( B \in \bigwedge^2 \mathbb{R}^N \) be constant. If \( R \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N) \) is an isometry, then

\[ \mathcal{E}(R_\# B) = \mathcal{E}(B). \]

**Proof.** Assume that \( A \in \text{Lin}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N) \) is antisymmetric and \( dA = B \). The invariance under isometries follows from the fact that

\[ D_{R_\# A}(u \circ R)(x)[v] = Du(R(x))[R(v)] + iu(R(x))A(R(x))[R(v)] \]

\[ = (DAu)(R(x))[R(v)] = R_\# (DAu)(x)[v]. \]

2.2.2. Ground states without a magnetic field

We recall some well established results for the problem without a magnetic field

\[ -\Delta u + u = |u|^{p-2}u, \quad \text{in } \mathbb{R}^N. \]  

(11)

This problem is a natural limit for (1) when \( A \to 0 \). The next result states that the ground state of (11) in \( H^1(\mathbb{R}^N, \mathbb{C}) \) is unique up to rotations in \( \mathbb{C} \) and translations in \( \mathbb{R}^N \).

**Proposition 2.8 (Uniqueness up to rotations in \( \mathbb{C} \) and translations in \( \mathbb{R}^N \)).** If \( u, v \in H^1(\mathbb{R}^N, \mathbb{C}) \) satisfy \( I_0(u) = \mathcal{E}(0) \) and \( I_0'(u) = 0 \), then there exist \( \theta \in \mathbb{R} \) and \( a \in \mathbb{R}^N \) such that \( v = e^{i\theta}r_a^0 u \).

**Proof.** We first observe by the diamagnetic inequality (8) that

\[ I_0(|u|) \leq I_0(u) \]

with equality if and only if \( Du = \text{sign}(u)D|u| \). In view of the characterization of the ground state of Lemma 2.6, we have that \( I_0(|u|) = I_0(u) = \mathcal{E}(0) \), and therefore \( Du = \text{sign}(u)D|u| \) almost everywhere in \( \mathbb{R}^N \). The function \( |u| \) is thus a real positive solution of the equation

\[ -\Delta |u| + |u| = |u|^{p-1}. \]

By classical regularity theory, \( |u| \in C^2(\mathbb{R}^N) \) and by the strong maximum principle \( |u| > 0 \). Therefore, \( |u|^{-1} \in L^\infty_{\text{loc}} \) so that \( \text{sign}(u) \in H^1_{\text{loc}}(\mathbb{R}^N, \mathbb{C}) \). We can then compute its derivative

\[ D\text{sign}(u) = \frac{Du - \text{sign}(u)D|u|}{|u|}. \]

Since \( Du = \text{sign}(u)D|u| \), we conclude that \( D\text{sign}(u) = 0 \) almost everywhere in \( \mathbb{R}^N \). Hence, there exists a real number \( \varphi \in \mathbb{R} \) such that \( \text{sign}(u) = e^{i\varphi} \) almost everywhere in \( \mathbb{R}^N \), so that \( u = e^{i\varphi}|u| \). Similarly for the function \( v \), there exists \( \psi \in \mathbb{R} \) such that \( v = e^{i\psi}|v| \). Since \( |u| \) and \( |v| \) are positive solutions of the semilinear problem (1), by the uniqueness up to translations of such solutions \([26,38,42] \), there exists \( a \in \mathbb{R}^N \) such that \( |v| = r_a^0|u| \). We have thus proved that \( v = e^{i(\psi-\varphi)}r_a^0 u \). \( \square \)
It clearly follows from the previous proposition that there exists a unique real, positive and radially symmetric ground state of (11), that we denote by \(u_0\). The next proposition states the non-degeneracy property due to M. I. Weinstein [52] and Y.-G. Oh [45].

**Proposition 2.9** *(Non-degeneracy of the ground states in absence of magnetic field).* Assume that \(u \in H^1(\mathbb{R}^N, \mathbb{C})\) satisfies \(I_0(u) = \mathcal{E}(0)\) and \(I_0'(u) = 0\). If \(w \in H^1(\mathbb{R}^N, \mathbb{C})\) satisfies

\[
-\Delta w + w = |u|^{p-2}w + (p-2)|u|^{p-4}(u|w)u, \tag{12}
\]

then there exist \(y \in \mathbb{R}^N\) and \(\lambda \in \mathbb{R}\) such that

\[
w = Du[y] + \lambda iu. \tag{13}
\]

In particular if \(u\) is a solution of the equation (11) and if \(w\) is a solution of its linearised problem (12) given by (13), then \(u\) and \(w\) are orthogonal in the space \(H^1(\mathbb{R}^N, \mathbb{C})\), i.e.

\[
\int_{\mathbb{R}^N} (Du|Dw) + (u|w) = 0. \tag{14}
\]

This can be either deduced from Proposition 2.9 or proved directly, by testing the equation (11) of a ground state \(u\) on \(w\) and (12) against on \(u\), namely

\[
\int_{\mathbb{R}^N} (Du|Dw) + (u|w) = \int_{\mathbb{R}^N} |u|^{p-2}(u|w),
\]

and

\[
\int_{\mathbb{R}^N} (Dw|Du) + (w|u) = (p-1) \int_{\mathbb{R}^N} |u|^{p-2}(w|u).
\]

Since \(p > 2\), the orthogonality identity (14) follows.

For every ground state \(u \in H^1(\mathbb{R}^N, \mathbb{C})\) of (1), we can rewrite equation (12) as an eigenvalue equation in the following way

\[
L_u w = \lambda w, \quad w \in H^1(\mathbb{R}^N, \mathbb{C}),
\]

where the operator \(L_u : H^1(\mathbb{R}^N, \mathbb{C}) \rightarrow H^1(\mathbb{R}^N, \mathbb{C})\) is given by

\[
L_u w := (-\Delta + 1)^{-1}(|u|^{p-2}w + (p-2)|u|^{p-4}(u \otimes u)[w]),
\]

with

\[
(u \otimes u)[w] := (u|w)u. \tag{15}
\]

It is standard that the operator \(L_u\) is compact. Indeed, it is known that the ground states \(u\) of (11) decays as \(|x|^{-(N-1)/2}\exp(-|x|)\), see e.g. [5, p. 332], so that they are in \(L^q(\mathbb{R}^N)\) for every \(q \geq 1\). For completeness Lemma 4.1 below gives a more general result including the one above.

It is also standard, see for example [4, Remark 4.2], to check directly that the ground state \(u\) is the first eigenfunction of eigenvalue \(\lambda_1(L_u) = (p-1) > 1\), while the functions \(w\) given in (13) are the following eigenfunctions corresponding to the eigenvalues \(\lambda_i(L_u) = 1, i = 2, \ldots, N+2\). Finally, \(\lambda_i(L_u) < 1\) for \(i > N+2\).
3. Continuity of the ground-energy

In this section we study the continuity of the ground states with respect to $A$ (or equivalently with respect to $B$ since we choose $A$ to be skew-symmetric).

3.1. Palais–Smale type condition across magnetic spaces

Our crucial tool will be a Palais–Smale type condition across magnetic Sobolev spaces. We recall that we assume $A$ to be skew-symmetric.

**Lemma 3.1 (Palais–Smale condition across magnetic spaces).** Let $(u_n)_{n \in \mathbb{N}}$ be a sequence in $H^1_{A_n}(\mathbb{R}^N, \mathbb{C})$, where $(A_n)_{n \in \mathbb{N}}$ is a sequence in $L^2_{\text{loc}}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N)$. If $A_n \to A$ strongly in $L^2_{\text{loc}}(\mathbb{R}^N)$ as $n \to \infty$, and if $u_n$ satisfies

$$\lim_{n \to \infty} \|\mathcal{I}'_{A_n}(u_n)\|_{(H^1_{A_n}(\mathbb{R}^N, \mathbb{C}))'} = 0 \quad \text{and} \quad \limsup_{n \to \infty} \mathcal{I}_{A_n}(u_n) < +\infty,$$

then there exist $u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \setminus \{0\}$, $(a_n)_{n \in \mathbb{N}}$ in $\mathbb{R}^N$ and a subsequence $(n_\ell)_{\ell \in \mathbb{N}}$ such that $\tau_{a_{n_\ell}}^A \circ u_{n_\ell} \to u$, $D_{A_{n_\ell}}(\tau_{a_{n_\ell}}^A \circ u_{n_\ell}) \to DAu$ weakly in $L^2(\mathbb{R}^N)$ as $\ell \to \infty$ and

$$\lim_{\ell \to \infty} \mathcal{I}_{A_{n_\ell}}(u_{n_\ell}) \geq \mathcal{I}_A(u).$$

Moreover, if $\mathcal{I}_A(u) \geq \limsup_{\ell \to \infty} \mathcal{I}_{A_{n_\ell}}(u_{n_\ell})$, the convergences are strong in $L^2(\mathbb{R}^N)$.

First, we note that the convergence $A_n \to A$ in $L^2_{\text{loc}}(\mathbb{R}^N)$ is equivalent to the convergence $dA_n \to dA$ in the finite-dimensional space $\Lambda^2 \mathbb{R}^N$. In this statement, the standard choice of the norm on $(H^1_{A_n}(\mathbb{R}^N, \mathbb{C}))'$ is essential

$$\|\mathcal{I}'_{A_n}(u_n)\|_{(H^1_{A_n}(\mathbb{R}^N, \mathbb{C}))'} = \sup \left\{ \langle \mathcal{I}'_{A_n}(u_n), v \rangle : v \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \text{ and } \int_{\mathbb{R}^N} |D_{A_n}v|^2 + |v|^2 \leq 1 \right\},$$

where

$$\langle \mathcal{I}'_{A}(u), v \rangle = \int_{\mathbb{R}^N} (DAu|DAv) + (u|v) - |u|^{p-2}(u|v).$$

**Proof of Lemma 3.1.** The proof will be divided into four claims.

**Claim 1.** The sequence is bounded, i.e.

$$\limsup_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n}u_n|^2 + |u_n|^2 < +\infty.$$
Proof of the claim. By direct computation and by our assumptions we have
\[
\left(\frac{1}{2} - \frac{1}{p}\right) \int_{\mathbb{R}^N} |D_A u_n|^2 + |u_n|^2 = I_{A_n}(u_n) - \frac{1}{p} \langle T'_{A_n}(u_n), u_n \rangle \\
= O(1) + o\left(\sqrt{\int_{\mathbb{R}^N} |D_A u_n|^2 + |u_n|^2}\right).
\]

Since \( p > 2 \), the conclusion follows. \( \diamond \)

Claim 2. There exist a sequence \( (a_n)_{n \in \mathbb{N}} \) in \( \mathbb{R}^N \), \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \) and a subsequence \((n_t)_{t \in \mathbb{N}}\) such that \( \tau_{a_n}^n u_{n_t} \rightharpoonup u \) and \( D_{A_{n_t}}(\tau_{a_n}^n u_{n_t}) \rightharpoonup D_A u \) weakly in \( L^2(\mathbb{R}^N) \) as \( t \to \infty \). Moreover, \( I_A(u) = 0 \).

Proof of the claim. By an inequality of P.-L. Lions, see e.g. [41, Lemma I.1; 44, Lemma 2.3; 50; 53, Lemma 1.21], and by the diamagnetic inequality (9), for every \( n \in \mathbb{N} \),
\[
\int_{\mathbb{R}^N} |u_n|^p \leq C \left( \sup_{y \in \mathbb{R}^N} \int_{B_1(y)} |u_n|^p \right)^{1-\frac{2}{p}} \int_{\mathbb{R}^N} |D|u_n|^2 + |u_n|^2 \\
\leq C \left( \sup_{y \in \mathbb{R}^N} \int_{B_1(y)} |u_n|^p \right)^{1-\frac{2}{p}} \int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2.
\]

On the other hand,
\[
\int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2 = \int_{\mathbb{R}^N} |u_n|^p + \langle T'_{A_n}(u_n), u_n \rangle = \int_{\mathbb{R}^N} |u_n|^p + o\left(\sqrt{\int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2}\right).
\]

Putting the two previous contributions together, we get
\[
\int_{\mathbb{R}^N} |u_n|^p \leq C \left( \sup_{y \in \mathbb{R}^N} \int_{B_1(y)} |u_n|^p \right)^{1-\frac{2}{p}} \left( \int_{\mathbb{R}^N} |u_n|^p + o\left(\sqrt{\int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2}\right) \right).
\]

Since \( p > 2 \), this leads to
\[
\liminf_{n \to \infty} \left( \sup_{y \in \mathbb{R}^N} \int_{B_1(y)} |u_n|^p \right)^{1-\frac{2}{p}} > 0.
\]

Therefore there exists a sequence \( (a_n)_{n \in \mathbb{N}} \) in \( \mathbb{R}^N \) such that
\[
\liminf_{n \to \infty} \int_{B_1(a_n)} |u_n|^p > 0.
\]

With this first result, we deduce that there is no evanescence of the sequence \( u_n \), up to a translation by \( a_n \). Because of the presence of the magnetic potential we cannot consider the translation alone, we have to take in consideration the magnetic translation \( \tau_{a_n}^{A_n} \) compatible with the connexion \( D_A \). We then have
\[
\liminf_{n \to \infty} \int_{B_1(0)} |\tau_{a_n}^{A_n} u_n|^p > 0,
\]
and by Claim 1

\[
\liminf_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n}(\tau_{a_n}^n u_n)|^2 + |\tau_{a_n}^n u_n|^2 = \liminf_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2 < +\infty.
\]

By Claim 1 and the weak compactness Lemma across magnetic spaces of Lemma 2.2, we conclude that there exist \( u \in H_A^1(\mathbb{R}^N, \mathbb{C}) \) and a subsequence \( (n_\ell)_{\ell \in \mathbb{N}} \) such that, as \( \ell \to \infty \), \( \tau_{a_{n_\ell}}^n u_{n_\ell} \rightharpoonup u \) and \( D_{A_{n_\ell}}(\tau_{a_{n_\ell}}^n u_{n_\ell}) \rightharpoonup D_A u \) weakly in \( L^2(\mathbb{R}^N) \). Moreover, applying the compactness across magnetic Sobolev spaces of Lemma 2.3, we infer that

\[
\int_{B_1(0)} |u|^p = \lim_{\ell \to \infty} \int_{B_1(0)} |\tau_{a_{n_\ell}}^n u_{n_\ell}|^p \geq \liminf_{n \to \infty} \int_{B_1(a_n)} |u_n|^p > 0,
\]

so that \( u \neq 0 \).

Finally, since, for every \( \varphi \in C^1_c(\mathbb{R}^N, \mathbb{C}) \), we have \( D_{A_n} \varphi \to D_A \varphi \) in \( L^2(\mathbb{R}^N) \), we deduce from the compactness property (Lemma 2.3) that

\[
0 = \lim_{\ell \to \infty} \int_{\mathbb{R}^N} (D_{A_{n_\ell}}(\tau_{a_{n_\ell}}^n u_{n_\ell})|D_{A_{n_\ell}} \varphi) + (\tau_{a_{n_\ell}}^n u_{n_\ell}|\varphi) - |\tau_{a_{n_\ell}}^n u_{n_\ell}|^{p-2}(\tau_{a_{n_\ell}}^n u_{n_\ell})\varphi
\]

\[
= \int_{\mathbb{R}^N} (D_A u|D_A \varphi) + (u|\varphi) - |u|^{p-2}(u|\varphi).
\]

This means that \( I_A'(u) = 0 \). \( \diamond \)

**Claim 3.** One has

\[
I_A(u) \leq \liminf_{\ell \to \infty} I_{A_{n_\ell}}(u_{n_\ell}).
\]

**Proof of the claim.** For every \( n \in \mathbb{N} \),

\[
I_{A_n}(u_n) = \left( \frac{1}{2} - \frac{1}{p} \right) \int_{\mathbb{R}^N} |u_n|^p + \frac{1}{2} \langle I_A'(u_n), u_n \rangle.
\]

Therefore, since by assumption

\[
\|I_A'(u_n)\|_{(H^1_{A_n}(\mathbb{R}^N, \mathbb{C}))'} \to 0
\]

and the sequence \( \|u_n\|_{H^1_{A_n}(\mathbb{R}^N, \mathbb{C})} \) is bounded by Claim 1, we have that

\[
\liminf_{n \to \infty} I_{A_n}(u_n) = \left( \frac{1}{2} - \frac{1}{p} \right) \liminf_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^p.
\]

Moreover, by weak lower semi-continuity, we deduce that

\[
\int_{\mathbb{R}^N} |u|^p \leq \liminf_{\ell \to \infty} \int_{\mathbb{R}^N} |\tau_{a_{n_\ell}}^n u_{n_\ell}|^p = \liminf_{\ell \to \infty} \int_{\mathbb{R}^N} |u_{n_\ell}|^p,
\]

and by Claim 2
We conclude that
\[
\liminf_{\ell \to \infty} I_{A_{n\ell}}(u_{n\ell}) \geq I_A(u).
\]

**Claim 4. If moreover**
\[
\limsup_{\ell \to \infty} I_{A_{n\ell}}(u_{n\ell}) \leq I_A(u),
\]
then \(\tau_{n\ell}^A u_{n\ell} \to u\) and \(D_{A_{n\ell}} \tau_{n\ell}^A u_{n\ell} \to D_A u\) strongly in \(L^2(\mathbb{R}^N)\).

**Proof of the claim.** By assumption, we have \(\limsup_{\ell \to \infty} I_{A_{n\ell}}(u_{n\ell}) \leq I_A(u)\) so that in view of Claim 3 we conclude that \(\lim_{\ell \to \infty} I_{A_{n\ell}}(u_{n\ell}) = I_A(u)\). Then, since
\[
(\frac{1}{2} - \frac{1}{p}) \int_{\mathbb{R}^N} |D_{A_{n\ell}}(\tau_{n\ell}^A u_{n\ell})|^2 + |\tau_{n\ell}^A u_{n\ell}|^2 = I_{A_{n\ell}}(u_{n\ell}) - \frac{1}{p} (I'_{A_{n\ell}}(u_{n\ell}), u_{n\ell})
\]
and
\[
(\frac{1}{2} - \frac{1}{p}) \int_{\mathbb{R}^N} |D_A u|^2 + |u|^2 = I_A(u),
\]
we conclude that \(\tau_{n\ell}^A u_{n\ell} \to u\) and \(D_{A_{n\ell}}(\tau_{n\ell}^A u_{n\ell}) \to D_A u\) strongly in \(L^2(\mathbb{R}^N)\).

The proof of the lemma then follows from the previous claims. \(\square\)

### 3.2. Continuity of ground states

We are now ready to state and prove the main result of this section.

**Proposition 3.2 (Continuity of \(E\) and of the ground states).** The ground-energy function \(E: \bigwedge^2 \mathbb{R}^N \to \mathbb{R}\) is continuous. Moreover, if \((A_n)_{n \in \mathbb{N}}\) is a sequence in \(L^2_{\text{loc}}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N)\) such that \(A_n \to A\) in \(L^2_{\text{loc}}(\mathbb{R}^N)\) as \(n \to \infty\) and if the sequence \((u_n)_{n \in \mathbb{N}}\) in \(H_A^1(\mathbb{R}^N, \mathbb{C})\) satisfies \(I'_{A_n}(u_n) = 0\) and \(I_{A_n}(u_n) = E(dA_n)\), then there exist \(u \in H_A^1(\mathbb{R}^N, \mathbb{C})\) with \(I_A(u) = E(dA)\) and \(I'_A(u) = 0\), a sequence \((a_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^N\) and a subsequence such that \(\tau_{n\ell}^A u_{n\ell} \to u\) and \(D_{A_{n\ell}}(\tau_{n\ell}^A u_{n\ell}) \to D_A u\) strongly in \(L^2(\mathbb{R}^N)\) as \(\ell \to \infty\).

**Proof.** We first prove the upper semicontinuity of \(E\). For this, we observe that, by density of \(C^1_c(\mathbb{R}^N, \mathbb{C})\) in \(H_A^1(\mathbb{R}^N, \mathbb{C})\) (see for example [40, Theorem 7.22]) and by the characterization of Lemma 2.6, we have
\[
E(dA) = (\frac{1}{2} - \frac{1}{p}) \inf_{v \in C^1_c(\mathbb{R}^N, \mathbb{C}) \setminus \{0\}} \left( Q_A(v) \right)^{\frac{2}{p-2}}.
\]
Since for every \(v \in C^1_c(\mathbb{R}^N, \mathbb{C})\), the function \(A \mapsto Q_A(v)\) is continuous, \(E\) is upper semicontinuous as an infimum of upper semicontinuous functions.

Let us now prove that \(E\) is lower semicontinuous. By Lemma 2.6, there exists \(u_n \in H_A^1(\mathbb{R}^N, \mathbb{C})\) such that \(I_{A_n}(u_n) = E(dA_n)\) and \(I'_{A_n}(u_n) = 0\). By Lemma 3.1, there exist \(u \in H_A^1(\mathbb{R}^N, \mathbb{C}) \setminus \{0\}\) with \(I'_{A}(u) = 0\),
a sequence \((a_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^N\) and a subsequence \((n_\ell)_{\ell \in \mathbb{N}}\) in \(\mathbb{N}\) such that \(\tau_{an_\ell}D_{A_n}u \to u\), \(D_{A_n}(\tau_{an_\ell}u_{n_\ell}) \to Da\) weakly in \(L^2(\mathbb{R}^N)\) as \(\ell \to \infty\) and
\[
\lim_{\ell \to +\infty} \mathcal{I}_{A_n}(u_{n_\ell}) = \lim_{n \to \infty} \mathcal{I}_{A_n}(u_n) \geq \mathcal{I}_A(u),
\]
if we choose well the subsequence. Since \(\mathcal{I}_A(u) \geq \mathcal{E}(da)\), it follows that the function \(\mathcal{E}\) is lower semicontinuous. Moreover, since \(\mathcal{E}\) is upper semicontinuous, we conclude that \(\tau_{an_\ell}u_{n_\ell} \to u\) and \(D_{A_n}(\tau_{an_\ell}u_{n_\ell}) \to Da\) strongly in \(L^2(\mathbb{R}^N)\) as \(\ell \to \infty\). \(\square\)

4. Uniqueness up to magnetic translations and rotations in \(\mathbb{C}\) of the ground states

In this section, we prove that when the magnetic field \(da\) is small enough, the ground state of the magnetic nonlinear Schrödinger equation (1) is essentially unique. Uniqueness holds up to the invariances of the problem, namely magnetic translations \(\tau_{a}A\) and rotations in \(\mathbb{C}\). To deduce this result, we start from the case \(A = 0\), for which we know that there is uniqueness of the ground state up to translations and rotations in \(\mathbb{C}\), as proved in Proposition 2.8, and we analyse the problem when \(da\) is small as a perturbation of it.

A natural tool to perform this perturbation analysis is the implicit function theorem. However, an application of the implicit function theorem would face the difficulty of finding the right framework to work in variable magnetic Sobolev spaces. We rely instead on a spectral approach that consists in proving directly the uniqueness by a sort of local injectivity theorem reminiscent of Bonheure, Bouchez, Grumiau and Van Schaftingen, see [13] (see also [12]). Compared to their work, we face the additional difficulty that the linear operator acts on variable functional spaces.

4.1. Spectral theory across magnetic Sobolev spaces

Our main tool is to prove the stability of the spectrum of a magnetic operator under perturbations of the potentials. If the magnetic potential is constant, this is quite classical. The difficulty when the magnetic potential varies is that its variations are not controlled globally in any norm.

We first study the spectrum of the sequence of linear operators
\[
L_n : H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \to H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) : v \mapsto L_nv := (-\Delta_{A_n} + 1)^{-1}W_n[v],
\]
where

\[(H_1)\quad (A_n)_{n \in \mathbb{N}}\) is a sequence in \(L^2_{loc}(\mathbb{R}^N),\)
\[(H_2)\quad (W_n)_{n \in \mathbb{N}}\) is a sequence in \(L^q(\mathbb{R}^N, \text{Lin}(\mathbb{C}, \mathbb{C}))\) with \(q \geq \frac{N}{2}\) and \(q > 1\),
\[(H_3)\quad W_n\) is self-adjoint and \(W_n \geq 0\) on \(\mathbb{R}^N\), that is \((z|W_n[z]) \geq 0\) for every \(z \in \mathbb{C}\).

The next lemma is given with a proof for completeness.

**Lemma 4.1.** If the assumptions \((H_1)-(H_3)\) hold, then the operator \(L_n\) is self-adjoint and compact.

**Proof.** The fact that \(L_n\) is self-adjoint is clear. To prove the compactness, assume that \((v_k)_{k \in \mathbb{N}}\) is a bounded sequence in \(H^1_{A_n}(\mathbb{R}^N, \mathbb{C})\). Therefore there exists a weak limit \(v \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C})\). We write \(w_k = L_n(v_k)\). For each \(k \in \mathbb{N}\), the function \(w_k \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C})\) satisfies the equation
\[
-\Delta_{A_n}w_k + w_k = W_n[v_k].
\]
Therefore
\[
\int_{\mathbb{R}^N} |D_{A_n} w_k|^2 + |w_k|^2 = \int_{\mathbb{R}^N} (w_k |W_n| v_k) \leq \int_{\mathbb{R}^N} |W_n|_{\text{Lin}(\mathbb{C}, \mathbb{C})} |v_k| |w_k|.
\]

Using the boundedness of $W_n$ in $L^q(\mathbb{R}^N)$ and Sobolev embeddings, we deduce that $(w_k)_k$ is bounded in $H^1_{A_n}(\mathbb{R}^N, \mathbb{C})$. This implies the existence of a weak limit $w \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C})$. For every $\varepsilon > 0$, there exists a compact set $K_\varepsilon$ such that
\[
|||W_n|_{\text{Lin}(\mathbb{C}, \mathbb{C})}||_{L^q(K_\varepsilon)} \leq \frac{\varepsilon}{\sup_k (||v_k||, ||w_k||)}
\]
so that
\[
\left| \int_{K_\varepsilon} (w_k |W_n| v_k) - (w |W_n| v) \right| \leq \varepsilon.
\]

This estimate combined with local compactness yields
\[
\int_{\mathbb{R}^N} (w_k |W_n| v_k) \to \int_{\mathbb{R}^N} (w |W_n| v).
\] (17)

By testing the equation of $w_k$ on $w$ and using in order the weak convergence $w_k \rightharpoonup w$ and (17), we conclude that
\[
\int_{\mathbb{R}^N} |D_{A_n} w|^2 + |w|^2 = \lim_{k \to \infty} \int_{\mathbb{R}^N} (w |W_n| v_k)
\]
\[
= \lim_{k \to \infty} \int_{\mathbb{R}^N} (w_k |W_n| v_k) = \lim_{k \to \infty} \int_{\mathbb{R}^N} |D_{A_n} w_k|^2 + |w_k|^2,
\]
so that the convergence is strong in $H^1_{A_n}(\mathbb{R}^N, \mathbb{C})$. □

Lemma 4.1 and the positivity of $W_n$ imply that $L_n$ has a nonincreasing sequence of positive eigenvalues converging to 0 and by Fischer’s min–max principle, see for example [39, Theorem 28.4], one has
\[
\lambda_k(L_n) = \sup_{E \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C}), \dim E = k} \inf_{v \in E} \frac{\int_{\mathbb{R}^N} (v |W_n| v)}{\int_{\mathbb{R}^N} |D_{A_n} v|^2 + |v|^2}.
\] (18)

We now turn to the convergence of those eigenvalues when $A_n$ and $W_n$ have strong limits.

**Proposition 4.2** (Convergence of eigenvalues and eigenfunctions). Assume that (H1)–(H3) hold. If $A_n \to A$ strongly in $L^2_{\text{loc}}(\mathbb{R}^N)$ and $W_n \to W$ strongly in $L^q(\mathbb{R}^N)$ as $n \to \infty$, then
\[
\lambda_k(L_n) \to \lambda_k(L),
\]
where $\lambda_k(L_n)$, $\lambda_k(L)$ are respectively the $k$-th eigenvalues of $L_n$, $L$, and $L : H^1_{A}(\mathbb{R}^N, \mathbb{C}) \to H^1_{A}(\mathbb{R}^N, \mathbb{C})$ is defined as
\[ Lv = (-\Delta_A + 1)^{-1}W[v]. \]

Moreover, if \( u_n \in H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \) is an eigenfunction of \( L_n \) satisfying
\[ L_n u_n = \lambda_k(L_n) u_n \]
and
\[ \int_{\mathbb{R}^N} |D_{A_n} u_n|^2 + |u_n|^2 = 1, \]
then there exist \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \) and a subsequence \( (u_{\ell})_{\ell \in \mathbb{N}} \) such that \( u_{n_{\ell}} \rightarrow u \) and \( D_{A_{n_{\ell}}} u_{n_{\ell}} \rightarrow D_A u \) strongly in \( L^2(\mathbb{R}^N) \).

**Proof.** We assume that \( W \neq 0 \). Then, in particular, \( \lambda_k(L) > 0 \) for every \( k \in \mathbb{N}_+ := \{1, 2, \ldots\} \). Since \( C^1_c(\mathbb{R}^N, \mathbb{C}) \) is dense in \( H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \), Fischer’s min–max principle (18) also yields
\[
\lambda_k(L_n) = \sup_{E \subset C^1_c(\mathbb{R}^N, \mathbb{C})} \inf_{\dim E = k} \frac{\int_{\mathbb{R}^N} (v|W_n[v])}{\int_{\mathbb{R}^N} |D_{A_n} v|^2 + |v|^2}. \tag{19}
\]

The advantage of (19) over (18) is that the distinct magnetic spaces do not appear anymore in the set over which the supremum is taken.

**Claim 5.** For every \( k \in \mathbb{N}_0 \),
\[
\lim_{n \to +\infty} \inf \lambda_k(L_n) \geq \lambda_k(L).
\]

**Proof of the claim.** If the linear subspace \( E \subset C^1_c(\mathbb{R}^N, \mathbb{C}) \) has finite dimension, we have
\[
\int_{\mathbb{R}^N} (v|W_n[v]) \rightarrow \int_{\mathbb{R}^N} (v|W[v]) \quad \text{and} \quad \int_{\mathbb{R}^N} |D_{A_n} v|^2 + |v|^2 \rightarrow \int_{\mathbb{R}^N} |D_A v|^2 + |v|^2,
\]
uniformly in \( v \in E \). The convergence holds because of the strong convergences \( W_n \rightarrow W \) in \( L^q(\mathbb{R}^N) \) and \( A_n \rightarrow A \) in \( L^2_{\text{loc}}(\mathbb{R}^N) \), while the uniformity follows from the finiteness of the dimension of \( E \). The claimed inequality is now obvious since \( \lambda_k(L_n) \) is characterized in (19) by a supremum on \( k \)-dimensional spaces in \( C^1_c(\mathbb{R}^N, \mathbb{C}) \). \( \diamond \)

It remains to prove the converse inequality and the convergence of the eigenfunctions. Let the sequence \((v^k_n)_{k \in \mathbb{N}}\) be an orthonormal basis in \( H^1_{A_n}(\mathbb{R}^N, \mathbb{C}) \) of eigenvectors of \( L_n \), that is,
\[
\int_{\mathbb{R}^N} |D_{A_n} v^k_n|^2 + |v^k_n|^2 = 1, \quad \int_{\mathbb{R}^N} (v^k_n|W_n[v^k_n]) = \lambda_k(L_n),
\]
and, if \( j \neq k \),
\[
\int_{\mathbb{R}^N} (v^k_n | W_n | v^j_n) = \int_{\mathbb{R}^N} (D_{A_n} v^k_n | D_{A_n} v^j_n) + (v^k_n | v^j_n) = 0.
\]

From the weak compactness property across magnetic spaces of Lemma 2.2, and going to a subsequence \((n_\ell)_{\ell \in \mathbb{N}}\), we can assume that

\[
\lambda_k(L_{n_\ell}) \to \lambda^*_k := \limsup_{n \to +\infty} \lambda_k(L_n)
\]

and there exists a function \(v^k \in H^1_A(\mathbb{R}^N, \mathbb{C})\) such that \(v^k_{n_\ell} \rightharpoonup v^k\) and \(D_{A_{n_\ell}} v^k_{n_\ell} \rightharpoonup D_A v^k\) weakly in \(L^2(\mathbb{R}^N)\) as \(\ell \to +\infty\).

**Claim 6.** For every \(k \in \mathbb{N}_0\), we have \(\lambda^*_k = \lambda_k(L)\), \(L v^k = \lambda_k(L) v^k\) and the convergences \(v^k_{n_\ell} \rightharpoonup v^k\) and \(D_{A_{n_\ell}} v^k_{n_\ell} \rightharpoonup D_A v^k\) are strong in \(L^2(\mathbb{R}^N)\).

**Proof of the claim.** We first proceed similarly as in the proof of Lemma 4.1. Applying Theorem 2.3 and Sobolev inequalities together with the diamagnetic inequality (9), we infer that \(v^k_{n_\ell} \otimes v^j_{n_\ell} \rightharpoonup v^k \otimes v^j\) weakly in \(L^{q/(q-1)}(\mathbb{R}^N)\) as \(\ell \to +\infty\). Then, since \(W_n \to W\) in \(L^q(\mathbb{R}^N)\), we have

\[
\lambda_k(L) \leq \liminf_{n \to +\infty} \lambda_k(L_n) \leq \lambda^*_k = \lim_{\ell \to +\infty} \int_{\mathbb{R}^N} (v^k_{n_\ell} | W_n | v^k_{n_\ell})
= \int_{\mathbb{R}^N} (v^k | W[v^k]) \leq \int_{\mathbb{R}^N} |D_A v^k|^2 + |v^k|^2
\]

where we have used Claim 5, the weak lower semi-continuity of the norm and the normalization of the eigenfunctions, and if \(j \neq k\),

\[
\int_{\mathbb{R}^N} (v^k | W[v^j]) = \lim_{\ell \to +\infty} \int_{\mathbb{R}^N} (v^k_{n_\ell} | W_n | v^j_{n_\ell}) = 0.
\]

We now proceed by induction. For \(k = 1\), since \(v^1 \in H^1_A(\mathbb{R}^N, \mathbb{C})\) is a competitor, we have

\[
\int_{\mathbb{R}^N} (v^1 | W[v^1]) \leq \sup_{v \in H^1_A(\mathbb{R}^N, \mathbb{C})} \int_{\mathbb{R}^N} (v | W[v]) = \int_{\mathbb{R}^N} |D_A v^1|^2 + |v^1|^2 = \lambda_1(L).
\]

Therefore, (20) implies \(L v^1 = \lambda_1(L) v^1\) and \(\lambda^*_1 = \lambda_1(L)\). Moreover, we deduce that

\[
\lambda_1(L) \geq \lambda_1(L) \int_{\mathbb{R}^N} |D_A v^1|^2 + |v^1|^2 \geq \int_{\mathbb{R}^N} (v^1 | W[v^1]) \geq \liminf_{n \to +\infty} \lambda_1(L_n) \geq \lambda_1(L),
\]

which implies that \(D_{A_{n_\ell}} v^1_{n_\ell} \to D_A v^1\) and \(v^1_{n_\ell} \to v^1\) strongly in \(L^2(\mathbb{R}^N)\).

Now, assume the claim holds true for \(j \in \{1, \ldots, k - 1\}\). Then, one has the orthogonality relations

\[
\int_{\mathbb{R}^N} (D_A v^k | D_A v^j) + (v^k | v^j) = \int_{\mathbb{R}^N} (v^k | W[v^j]) = 0, \quad j = 1, \ldots, k - 1.
\]
We therefore deduce from the variational characterization of eigenvalues of a compact symmetric operator that
\[
\frac{\int_{\mathbb{R}^N} (v^k | W[v^k])}{\int_{\mathbb{R}^N} |D_A v^k|^2 + |v^k|^2} \leq \lambda_k(L).
\]

Then (20) implies \( L v^k = \lambda_k(L) v^k \) and \( \lambda^*_k = \lambda_k(L) \). Finally, as for \( \lambda_1(L) \), we observe that
\[
\lambda_k(L) \geq \lambda_k(L) \int_{\mathbb{R}^N} |D_A v^k|^2 + |v^k|^2 = \frac{1}{\int_{\mathbb{R}^N} (v^k | W[v^k])} \geq \liminf_{n \to +\infty} \lambda_k(L_n) \geq \lambda_k(L).
\]

Again this implies \( v^k_{n} \to v^k \) and \( D_{A_{n}} v^k_{n} \to D_{A} v^k \) strongly in \( L^2(\mathbb{R}^N) \).

The proof of the proposition follows now directly from the claims. \( \square \)

4.2. Proof of the local uniqueness

To prove the local uniqueness of the solutions, up to magnetic translations \( \tau^A_n \) and rotations in \( \mathbb{C} \), we assume by contradiction the existence of two distinct ground states \( u_n \) and \( v_n \) of (1) with \( A_n \).

In the Claim 7 of the proof, we aim to show that we can assume that both entire sequences \( u_n \) and \( v_n \) converge strongly to the same ground state \( U \) of the limit problem (11). This relies on the uniqueness up to translations and rotations in \( \mathbb{C} \) of the limit problem, see Proposition 2.8, which allows to adjust the sequences using convenient magnetic translations and multiplications by complex phases.

In Claim 8, we prove that, by modifying slightly the phase and the magnetic translation \( \tau^A_n \) used in Claim 7 (keeping the strong convergence to the limit function), \( u_n \) and \( v_n \) are asymptotically orthogonal in \( H^1 \) (in a sense that is clarified below) to the tangent space of \( U \) given by the \( w \) in (13), for large \( n \).

In Claim 9, we prove that \( u_n - v_n \) is the eigenfunction of a compact operator. At the limit, the equation satisfied by \( u_n - v_n \) approaches (12), which we know to be satisfied by the elements of the tangent space of \( U \) only.

Heuristically, the combination of the two last claims shows that for large \( n \), \( u_n - v_n \) is orthogonal to the functions in the tangent space of \( U \), and in the same time \( u_n - v_n \) is almost in the tangent space of \( U \), so that the only possibility is \( u_n = v_n \) for \( n \) large. The end of the proof relies on the spectral decomposition in eigenvalues greater, equal or smaller than 1 of the limit operator (see § 2.2.2).

**Proof of Theorem 1.** We first assume that \( dA_n \to 0 \) as \( n \to +\infty \), that is \( A_n \to 0 \) in \( L^2_{\text{loc}}(\mathbb{R}^N) \) as \( n \to +\infty \) since \( A_n \) is skew-symmetric, and that \( u_n \) and \( v_n \) are ground states solutions of (1) with \( A_n \). Our aim is to show that there exist \( \theta_n \in \mathbb{R} \) and \( a_n \in \mathbb{R}^N \) such that \( u_n = e^{i\theta_n} \tau^{A_n}_{a_n} v_n \) for \( n \) large enough.

Let \( U \) be a solution of the limit problem (11). By Proposition 2.8, \( U \) is unique up to rotations in \( \mathbb{C} \) and translations in \( \mathbb{R}^N \).

**Claim 7.** There exist sequences \( (\tilde{\theta}_n)_{n \in \mathbb{N}} \) in \( \mathbb{R} \) and \( (\tilde{a}_n)_{n \in \mathbb{N}} \) in \( \mathbb{R}^N \) such that
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n}(e^{i\tilde{\theta}_n} \tau^{A_n}_{\tilde{a}_n} u_n) - DU|^2 + |e^{i\tilde{\theta}_n} \tau^{A_n}_{\tilde{a}_n} u_n - U|^2 = 0.
\]
Proof of the claim. By Proposition 3.2, there exist a sequence \((b_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^N\), a subsequence \((n_\ell)_{\ell \in \mathbb{N}}\) in \(\mathbb{N}\) and a function \(V \in H^1(\mathbb{R}^N, \mathbb{C})\) such that \(\tau_{b_{n_\ell}}^{-} u_{n_\ell} \rightarrow V\) and \(D\tau_{b_{n_\ell}}^{-} u_{n_\ell} \rightarrow DV\) strongly in \(L^2(\mathbb{R}^N)\). Because of the uniqueness up to translations and rotations in \(\mathbb{C}\) of the solution of (11), there exist \(b \in \mathbb{R}^N\) and \(\omega \in \mathbb{R}\) such that \(V = e^{i\omega \tau_b^0 U}\). We can therefore write that

\[
\int_{\mathbb{R}^N} |D\tau_{b_{n_\ell}}^{-} u_{n_\ell} - DV|^2 = \int_{\mathbb{R}^N} |e^{-i\omega \tau_b^{-}} D\tau_{b_{n_\ell}}^{-} u_{n_\ell} - \tau_b^{-} D\tau_b^0 U|^2 = \int_{\mathbb{R}^N} |e^{-i\omega e^{-i\theta_{n_\ell}}(b_{n_\ell})[b]} D\tau_{b_{n_\ell}}^{-} (\tau_{b_{n_\ell}}^{-} u_{n_\ell}) - DU + DU - \tau_{b_{n_\ell}}^{-} D\tau_b^0 U|^2 \rightarrow 0,
\]

as \(\ell \rightarrow +\infty\). Here, we used the commutation between the translation and the connexion and (10). Moreover, by using Lebesgue dominated convergence, we have that

\[
\int_{\mathbb{R}^N} |DU - \tau_{b_{n_\ell}}^{-} D\tau_b^0 U|^2 \rightarrow 0, \quad \text{as } \ell \rightarrow +\infty.
\]

By the triangle inequality, we infer that

\[
\int_{\mathbb{R}^N} |e^{-i\omega e^{-i\theta_{n_\ell}}(b_{n_\ell})[b]} D\tau_{b_{n_\ell}}^{-} (\tau_{b_{n_\ell}}^{-} u_{n_\ell}) - DU|^2 \rightarrow 0, \quad \text{as } \ell \rightarrow +\infty,
\]

and proceeding exactly in the same way, we obtain

\[
\int_{\mathbb{R}^N} |e^{-i\omega e^{-i\theta_{n_\ell}}(b_{n_\ell})[b]} \tau_{b_{n_\ell}}^{-} u_{n_\ell} - U|^2 \rightarrow 0, \quad \text{as } \ell \rightarrow +\infty.
\]

Setting \(\theta_{n_\ell} = -\omega - A_{n_\ell}(b_{n_\ell})[b]\) and \(\tilde{a}_{n_\ell} = b_{n_\ell} - b\), the conclusion of the claim follows for this subsequence. The claim is then true for the whole sequence \(n\). Indeed, if it is not the case, we would find a subsequence \(n_\ell\) for which the claim does not hold, leading to a contradiction. ◊

Claim 8. There exist sequences \((\theta_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}\) and \((a_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^N\) such that

\[
\lim_{n \rightarrow \infty} \int_{\mathbb{R}^N} |D\tau_{a_n}^{-} u_n - DU|^2 + |e^{i\theta_n \tau_{a_n}^{-}} u_n - U|^2 = 0.
\]

Moreover, when \(n \in \mathbb{N}\) is large enough, for every \(w \in \mathbb{R}^N\), we have the following orthogonality relations

\[
\int_{\mathbb{R}^N} (D\tau_{a_n}^{-} u_n | D(U[w])) + (e^{i\theta_n \tau_{a_n}^{-}} u_n | DU[w]) = 0,
\]

\[
\int_{\mathbb{R}^N} (D\tau_{a_n}^{-} u_n | DiU) + (e^{i\theta_n \tau_{a_n}^{-}} u_n | iU) = 0.
\]

Proof of the claim. We already proved Claim 7 with \(\tilde{\theta}_n\) and \(\tilde{a}_n\). Let us first prove the two orthogonality relations. For this, we define the map \(\Phi_n \in C(\mathbb{R}^{N+1}, \mathbb{R}^{N+1})\) for each \((x, \tau) \in \mathbb{R}^{N+1}\) and \((w, s) \in \mathbb{R}^{N+1}\) by
the following scalar product
\[
((w, s) | \Phi_{n}(x, \tau)) = \frac{1}{\mathbb{R}^N} \int \left( D(e^{i(\theta_n + \tau)} \tau_{\tilde{a}_n} A_n u_n) \big| D(DU[w]) \right) + (e^{i(\theta_n + \tau)} \tau_{\tilde{a}_n} A_n u_n) | DU[w] + \int \left( D(e^{i(\theta_n + \tau)} \tau_{\tilde{a}_n} A_n u_n) | s(DiU) \right) + (e^{i(\theta_n + \tau)} \tau_{\tilde{a}_n} A_n u_n) | sU).
\]

Since \( D_{A_n} \circ \tau_{\tilde{a}_n} A_n = \tau_{\tilde{a}_n} A_n \circ D_{A_n} \), and thanks to the convergence proved in Claim 7, the sequence \((\Phi_n)_{n \in \mathbb{N}} \) converges to \( \Phi \) uniformly over compact subsets, where the function \( \Phi \in C(\mathbb{R}^{N+1}, \mathbb{R}^{N+1}) \) is defined for every \((x, \tau) \in \mathbb{R}^{N+1} \) and \((w, s) \in \mathbb{R}^{N+1} \) by
\[
((w, s) | \Phi(x, \tau)) = \frac{1}{\mathbb{R}^N} \int \left( D(e^{i\tau_n 0} U) \big| D(DU[w]) \right) + (e^{i\tau_n 0} U) | DU[w] + \int \left( D(e^{i\tau_n 0} U) | s(DiU) \right) + (e^{i\tau_n 0} U) | sU).
\]

We first remark that \( \Phi(0, 0) = 0 \). This is due to the fact that \( DU[w] + siU \) belongs to the tangent space of \( U \), see (14). Next, observe now that
\[
((w, s) | D\Phi(0, 0) | [z, r]) = \frac{1}{\mathbb{R}^N} \int \left( D(Du[z]) \big| D(DU[w]) \right) + (DU[z] | DU[w]) \int \left( D(DiU) \big| s(DiU) \right) + (riU | sU),
\]
meaning that \( D\Phi(0, 0) \geq 0 \). Therefore, for every small \( \rho > 0 \), the Brouwer topological degree \( \text{deg} (\Phi, B, 0) \) of \( \Phi \) on \( B \) with respect to 0 is well-defined, and \( \text{deg} (\Phi, B, 0) = 1 \). Hence, since we have the uniform convergence on compacts of the continuous functions \( \Phi_{n, n} \), for \( n \) large enough, we obtain that \( \text{deg} (\Phi_n, B_{\rho}, 0) = 1 \). We conclude to the existence of a sequence \((x_n, \tau_n)_{n \in \mathbb{N}} \) such that \( \Phi_n(x_n, \tau_n) = 0 \) for every \( n \) large enough, and \((x_n, \tau_n) \to (0, 0) \) as \( n \to \infty \). Finally, setting \( a_n \times x_n + \tilde{a}_n \) and \( \theta_n = \tilde{\theta}_n + \tau_n + iA(\tilde{a}_n)[x_n] \), we reach the conclusion in view of the composition formula for magnetic translations (10), and using again the Lebesgue dominated convergence. ⋆

Applying the first two claims to the sequence \((\nu_n)_{n} \) and renaming \( \tilde{u}_n \times e^{i\theta_n} \tau_{\tilde{a}_n} A_n u_n \) and \( \nu_n \times e^{i\varphi_n} \tau_{c_n} A_n v_n \) (where the couple \((\varphi_n, c_n) \in \mathbb{R}^{N+1} \) is given by the claims), we can assume that \( \tilde{u}_n \) satisfies
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |D_{A_n} \tilde{u}_n - DU|^2 + |\tilde{u}_n - U|^2 = 0,
\]
and for every \( w \in \mathbb{R}^N \),
\[
\int_{\mathbb{R}^N} (D_{A_n} \tilde{u}_n | D(DU[w])) + (\tilde{u}_n | DU[w]) = 0,
\]
\[
\int_{\mathbb{R}^N} (D_{A_n} \tilde{u}_n | DiU) + (\tilde{u}_n | iU) = 0,
\]
and the same for $\tilde{v}_n$.

**Claim 9.** There exists $W_n \in L^q(\mathbb{R}^N, \text{Lin}(\mathbb{C}, \mathbb{C}))$ such that

$$-\Delta A_n(\tilde{u}_n - \tilde{v}_n) + (\tilde{u}_n - \tilde{v}_n) = W_n[\tilde{u}_n - \tilde{v}_n] \quad \text{in } \mathbb{R}^N,$$

and

$$W_n \to |U|^{p-2} + (p-2)|U|^{p-4}U \otimes U$$

in $L^q(\mathbb{R}^N)$ for every $2 \leq q(p-2) \leq \frac{2N}{N-2}$.

We recall that the tensor product $\otimes$ of functions has been defined in (15).

**Proof of the claim.** We define $W_n : \mathbb{R}^N \to \text{Lin}(\mathbb{C}, \mathbb{C})$ by

$$(w|W_n[z]) = \int_0^1 Df((1-t)\tilde{u}_n + t\tilde{v}_n)[w, z] \, dt,$$

for $f(u) = |u|^{p-2}u$. Claim 7 and Lemma 2.5 imply that $\tilde{u}_n \to U$ and $\tilde{v}_n \to U$ in $L^q(p-2)(\mathbb{R}^N)$, for $2 \leq q(p-2) \leq \frac{2N}{N-2}$. Then, it is clear that $W_n \in L^q(\mathbb{R}^N)$ and $W_n \to Df(U) = |U|^{p-2} + (p-2)|U|^{p-4}U \otimes U$ in $L^q(\mathbb{R}^N)$ as $n \to \infty$. \hfill $\diamond$

**Conclusion** The compact operator defined by $L_n = (-\Delta A_n + 1)^{-1}W_n$ enters in the hypothesis of Proposition 4.2. We know that the spectrum converges, that is, $\lambda_k(L_n) \to \lambda_k(L)$. Moreover, since the limit equation is (12), we also know that $\lambda_1(L) = p-1 > 1$, $\lambda_i(L) = 1$, for $i = 2, \ldots, N+2$, and $\lambda_i(L) < 1$, for $i \geq N + 3$.

We define the orthogonal projection operator $P_n^+$ on the first eigenvector, $P_n^0$ the projection on the eigenspace $E_1^0$ made by the $N+1$ following eigenvectors, and $P_n = I - P_n^+ - P_n^0$. We observe that $L_n$ commutes with $P_n^+$ and $P_n^+$ and $L_n(\tilde{u}_n - \tilde{v}_n) = \tilde{u}_n - \tilde{v}_n$. Moreover,

$$\left\| P_n^+(\tilde{u}_n - \tilde{v}_n) \right\|_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 = (P_n^+(\tilde{u}_n - \tilde{v}_n)|P_n^+L_n(\tilde{u}_n - \tilde{v}_n))_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}$$

$$= (P_n^+(\tilde{u}_n - \tilde{v}_n)|L_nP_n^+(\tilde{u}_n - \tilde{v}_n))_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}$$

$$= \lambda_1(L_n) \left\| P_n^+(\tilde{u}_n - \tilde{v}_n) \right\|_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}^2.$$

Then, since $\lim_{n \to +\infty} \lambda_1(L_n) > 1$, $P_n^+(\tilde{u}_n - \tilde{v}_n) = 0$ for $n$ large enough. Similarly,

$$\left\| P_n^-(\tilde{u}_n - \tilde{v}_n) \right\|_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 = (P_n^-(\tilde{u}_n - \tilde{v}_n)|P_n^-L_n(\tilde{u}_n - \tilde{v}_n))_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}$$

$$= (P_n^-(\tilde{u}_n - \tilde{v}_n)|L_nP_n^-(\tilde{u}_n - \tilde{v}_n))_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}$$

$$\leq \lambda_{N+3}(L_n) \left\| P_n^-(\tilde{u}_n - \tilde{v}_n) \right\|_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}^2.$$

Thus, since $\lim_{n \to +\infty} \lambda_{N+3}(L_n) < 1$, $P_n^-(\tilde{u}_n - \tilde{v}_n) = 0$ for $n$ large enough. Assume now by contradiction that, for every $n \in \mathbb{N}$, $\tilde{u}_n \neq \tilde{v}_n$. Then, the function

$$z_n = \frac{\tilde{u}_n - \tilde{v}_n}{\|\tilde{u}_n - \tilde{v}_n\|_{H^{2}_{A_n}(\mathbb{R}^N, \mathbb{C})}}$$
is in the eigenspace $E^0_n$ and is a linear combination of eigenvectors. By Proposition 4.2, there exists $z = DU[w] + \lambda_i U \in E^0$, where $E^0$ is the eigenspace of $L$ corresponding the eigenvalue 1 (see §2.2.2), such that, up to a subsequence still denoted by $n$,

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} |D_A z_n - Dz|^2 + |z_n - z|^2 = 0.$$ 

By Claim 8, we also know that

$$\int_{\mathbb{R}^N} (D_A z_n |Dz) + (z_n |z),$$

for $n$ large enough. Finally

$$\|\tilde{u}_n - \tilde{v}_n\|_{H^1_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 = \int_{\mathbb{R}^N} (D_A (\tilde{u}_n - \tilde{v}_n) |D_A (\tilde{u}_n - \tilde{v}_n)) + (\tilde{u}_n - \tilde{v}_n |\tilde{u}_n - \tilde{v}_n)

= \|\tilde{u}_n - \tilde{v}_n\|_{H^1_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 \cdot \int_{\mathbb{R}^N} (D_A z_n |D_A z_n) + (z_n |z_n)

= \|\tilde{u}_n - \tilde{v}_n\|_{H^1_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 \cdot \int_{\mathbb{R}^N} (D_A z_n - Dz |D_A z_n) + (z_n - z |z_n)

\leq \|\tilde{u}_n - \tilde{v}_n\|_{H^1_{A_n}(\mathbb{R}^N, \mathbb{C})}^2 \cdot \int_{\mathbb{R}^N} |D_A z_n - Dz|^2 + |z_n - z|^2.$$

This is impossible. Then, $\tilde{u}_n = \tilde{v}_n$ for $n$ large. □

4.3. Non-degeneracy for small magnetic fields

As an application of the method to prove Theorem 1 on the essential uniqueness of ground states, we also obtain nondegeneracy of ground states.

**Proposition 4.3** (Non-degeneracy for small magnetic fields). For every $N \geq 2$ and $p \in (2, \frac{2N}{N-2})$, there exists $\varepsilon > 0$ (given in Theorem 1) such that if $|dA| \leq \varepsilon$, $u$ is a solution of (1) with $I_A(u) \leq E(0) + \varepsilon$ and if $w \in H^1_A(\mathbb{R}^N, \mathbb{C})$ satisfies

$$-\Delta_A w + w = |u|^{p-2}w + (p-2)|u|^{p-4}(u|w)u,$$

then there exist $y \in \mathbb{R}^N$ and $\lambda \in \mathbb{R}$ such that

$$w = D_A u[y] + \lambda i u.$$

**Proof.** This follows from Proposition 2.9, Lemma 3.1, Proposition 3.2 and Proposition 4.2, with arguments similar to those in the proof of Theorem 1. □
5. Symmetry of solutions

5.1. Invariance under the rotations that preserve the magnetic field

In this section, we use the uniqueness up to magnetic translations and rotations in $\mathbb{C}$ proved in Theorem 1 to deduce symmetry properties of the ground state of (1).

**Proposition 5.1** (Symmetry of ground states with vanishing center-of-mass). Assume that $A \in \text{Lin}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N)$ is skew-symmetric and that $|dA| < \varepsilon$, where $\varepsilon > 0$ is given in Theorem 1. If $u$ is a ground state solution of (1) and if

$$\int_{\mathbb{R}^N} x|u(x)|^2 \, dx = 0,$$

then for every linear isometry $R : \mathbb{R}^N \to \mathbb{R}^N$ such that $R \# A = A$, we have

$$u \circ R = u.$$ 

The moment condition (21) makes sense. Indeed by classical regularity estimates $u$ is continuous and tends to 0 at infinity. Indeed, since $u$ is a solution to the equation (1), we have, by Kato’s inequality,

$$-\Delta |u| + |u| \leq |u|^p,$$

so that the function $u$ decays exponentially at infinity and thus the integral in (21) converges absolutely.

**Proof of Proposition 5.1.** Let $\varepsilon > 0$ be given by Theorem 1 so that uniqueness up to magnetic translations and rotations in $\mathbb{C}$ holds for the equation (1). We consider the function $v = u \circ R$. Since we have assumed that $R \# A = A$, we deduce that $v$ is also a solution of (1) and therefore from Theorem 1 that $v(x) = e^{i\theta} h^A u$, for some $\theta \in \mathbb{R}$ and $h \in \mathbb{R}^N$. By change of variables, we have

$$\int_{\mathbb{R}^N} x|u(x)|^2 \, dx = \int_{\mathbb{R}^N} R(y)|v(y)|^2 \, dy = \int_{\mathbb{R}^N} R(y)|u(y - h)|^2 \, dy$$

$$= \int_{\mathbb{R}^N} R(z + h)|u(z)|^2 \, dz = R\left(\int_{\mathbb{R}^N} z|u(z)|^2 \, dz\right) + R(h)\int_{\mathbb{R}^N} |u|^2.$$ 

From this and using the assumption, we deduce that $R(h) = 0$, so that $h = 0$ since $R$ is an isometry and therefore $u(R(x)) = e^{i\theta} u(x)$.

Let $u_0$ be the positive and radial solution of (11). By a change of variables, we have

$$\int_{\mathbb{R}^N} u_0(x) u(x) \, dx = \int_{\mathbb{R}^N} u_0(Ry) u(Ry) \, dy = e^{i\theta} \int_{\mathbb{R}^N} u_0(y) u(y) \, dy.$$ 

Moreover, taking $\varepsilon$ smaller if necessary, we infer from Proposition 3.2 that

$$\int_{\mathbb{R}^N} u_0 u \neq 0.$$ 

This clearly implies that $e^{i\theta} = 1$. □
Remark 1. In fact Proposition 5.1 implies directly the seemingly stronger statement that for every linear isometry $R : \mathbb{R}^N \to \mathbb{R}^N$ such that $|A \circ R|^2 = |A|^2$ as quadratic forms, we have $u \circ R = u$. This follows from the structure of the group $G$ of isometries that satisfy the condition. We define the linear operator $\hat{A} \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N)$ so that $\hat{A}(v) \cdot w = A(v)[w]$ (being the standard scalar product in $\mathbb{R}^N$). We remark that $\hat{A}$ is in fact an antisymmetric matrix since $A$ is skew-symmetric. The operator $-\hat{A}^2$ is self-adjoint and semi-definite positive. We set $W_\lambda = \ker(\lambda^2 + \hat{A}^2)$ the eigenspaces corresponding to the eigenvalues $\lambda^2 \geq 0$. Moreover, we have that $\mathbb{R}^N = \bigoplus \lambda W_\lambda$ and $|A(x)|^2 = \sum_{\lambda \neq 0} \lambda^2 |P_{W_\lambda}(x)|^2$, where $P_{W_\lambda}$ is the projection on $W_\lambda$. We have $R_\# A$ if and only if $\hat{A} \circ R = R \circ \hat{A}$ in particular, we have $\hat{A}^2 \circ R = R \circ \hat{A}^2$ and thus $R(W_\lambda) = W_\lambda$. The group of isometries can thus be written as a product of groups acting on $W_\lambda$.

If $\lambda = 0$, we have $\hat{A} = 0$ on $W_\lambda$ and thus the condition $\hat{A} \circ R = R \circ \hat{A}$ is trivially satisfied and the group $G$ acts on $W_\lambda$ as the orthogonal group $O(W_0)$. If $\lambda \neq 0$, the space $W_\lambda$ has the structure of a complex vector space defined as follows: if $\alpha, \beta \in \mathbb{R}$ and $w \in W_\lambda$, we set $(\alpha + i \beta)w = \alpha w + \beta A(w)/\lambda$. The condition $\hat{A} \circ R = R \circ \hat{A}$ means then that map $R$ is $\mathbb{C}$-linear. The group $G$ acts thus on $W_\lambda$ as $U(W_\lambda)$. We have thus $G \simeq O(W_0) \times \prod_{\lambda \neq 0} U(W_\lambda)$. The symmetry announced in the introduction follows from the fact that the linear groups $O(W_\lambda)$ and $U(W_\lambda)$ have the same orbits.

5.2. Decoupling of the linear operator

The next lemma shows that the symmetry obtained in Proposition 5.1 is strong enough to cancel out the coupling in (1).

Lemma 5.2 (Decoupling by symmetry). Let $u \in H^1_{\text{loc}}(\mathbb{R}^N, \mathbb{C})$ and assume that $A \in \text{Lin}(\mathbb{R}^N, \wedge^1 \mathbb{R}^N)$ is skew-symmetric. If for every linear isometry $R : \mathbb{R}^N \to \mathbb{R}^N$ such that $R_\# A = A$, we have

$$u \circ R = u,$$

then

$$(iAu | Du) = 0 \quad \text{almost everywhere in } \mathbb{R}^N.$$

Proof. Let $\hat{A} \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N)$ be the linear operator, given in Remark 1, representing $A$ with respect to the Euclidean metric in the space $\mathbb{R}^N$, and denote by $W_\lambda = \ker(\lambda^2 + \hat{A}^2) \subseteq \mathbb{R}^N$ the eigenspaces of $-\hat{A}^2$, corresponding to eigenvalues $\lambda^2 \geq 0$. We also have that $\hat{A}(W_\lambda) = W_\lambda$. Moreover, if $P_{W_\lambda}$ denotes the orthogonal projection on $W_\lambda$, we have $P_{W_\lambda} \circ \hat{A} = \hat{A} \circ P_{W_\lambda}$.

If $\lambda = 0$ and if $w \in W_\lambda$, then $|\hat{A}(w)|^2 = -\hat{A}^2(w) \cdot w = \lambda^2 |w|^2 = 0$. Hence, $\hat{A} \circ P_{W_\lambda} = 0$ and thus

$$Du(x)[\hat{A}(P_{W_\lambda}(x))] = 0.$$

If $\lambda \neq 0$. We define for $\theta \in \mathbb{R}$ the linear operator $R_\lambda(\theta) : \mathbb{R}^N \to \mathbb{R}^N$ by

$$R_\lambda(\theta) = (I - P_{W_\lambda}) + (\cos \theta \ I + \sin \theta \ \hat{A}/\lambda) \circ P_{W_\lambda},$$

where $I : \mathbb{R}^N \to \mathbb{R}^N$ is the identity map. We first show that for every $\theta \in \mathbb{R}$, the map $R_\lambda(\theta)$ is an isometry. We observe that for every $\theta \in \mathbb{R}$ and $v \in \mathbb{R}^N$, we have

$$|R_\lambda(\theta)(v)|^2 = |(I - P_{W_\lambda})(v)|^2 + |\cos \theta P_{W_\lambda}(v) + \sin \theta \ \hat{A}(P_{W_\lambda}(v))|^2.$$ 

Since for every $w \in W_\lambda$, $|\hat{A}(w)|^2 = \lambda^2 |w|$ and since $\hat{A}(w) \cdot w = 0$ by antisymmetry of $\hat{A}$, we conclude that $R_\lambda(\theta)$ is an isometry of the Euclidean space $\mathbb{R}^N$. Next we show that $R_\lambda(\theta)_\# A = A$, or equivalently that $R_\lambda(\theta) \circ \hat{A} = \hat{A} \circ R_\lambda(\theta)$. Since $R_\lambda(\theta)^{-1} = R_\lambda(-\theta)$, we have to compute
\[ R_{\lambda}(-\theta) \circ \hat{A} \circ R_{\lambda}(\theta) = \hat{A} + (2(\cos \theta - 1) + ((\cos \theta - 1)^2 + (\sin \theta)^2)) \hat{A} \circ P_{W_{\lambda}} = \hat{A}. \]

By our assumption, we have
\[ u(R_{\lambda}(\theta))(x) = u(x). \]

By differentiating with respect to \( \theta \) at 0, we deduce that
\[ Du(x)[\hat{A}(P_{W_{\lambda}}(x))] = 0. \]

This concludes the proof. \( \square \)

5.3. Decoupled problem

We now consider the decoupled problem
\[ -\Delta u + (1 + |A|^2)u = |u|^{p-2}u \quad \text{in } \mathbb{R}^N. \tag{22} \]

Solutions of this problem are critical points of the functional
\[ \tilde{J}_{|A|^2} = \frac{1}{2} \int_{\mathbb{R}^N} |Du|^2 + (1 + |A|^2)|u|^2 - \frac{1}{p} \int_{\mathbb{R}^N} |u|^p, \]

defined on the natural function space
\[ H^1_{|A|^2}(\mathbb{R}^N, \mathbb{C}) = \left\{ u \in H^1(\mathbb{R}^N, \mathbb{C}) : \int_{\mathbb{R}^N} |A|^2|u|^2 < +\infty \right\}. \]

**Proposition 5.3** (Symmetry of ground states of the modified problem). If \( u \) is a ground state solution of (22) and if \( A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) can be written as
\[ |A(x)|^2 = \sum_{j=1}^{k} \lambda_j^2 |P_{W_j}(x)|^2, \]

with \( \lambda_1, \ldots, \lambda_k \in \mathbb{R}_0 \) and \( \mathbb{R}^N = W_0 \oplus \cdots \oplus W_k \), then there exist \( a \in W_0 \) and \( v : [0, \infty)^{k+1} \to [0, \infty) \) nonincreasing with respect to each of its variable such that
\[ u(x) = v(|P_{W_0}(x) - a|, |P_{W_1}(x)|, \ldots, |P_{W_k}(x)|). \]

The assumption on \( A \) can be reformulated by saying that \( W_0 \) is the (possibly trivial) kernel of \(-\hat{A}^2\), while \( W_i \) are the eigenspaces corresponding to positive eigenvalues \( \lambda_i^2 > 0 \), for \( i = 1, \ldots, k \). Since \( |A|^2 \) is a nonnegative quadratic form, this decomposition is always possible (see Remark 1).

In order to prove Proposition 5.3, we will rely on the notion of polarisation (or two-point rearrangement). If \( H \subset \mathbb{R}^N \) is a closed half-space, and \( \sigma_H \) is the reflection with respect to \( \partial H \), the polarization of the function \( u : \mathbb{R}^N \to \mathbb{R} \) is
\[ u^H(x) = \begin{cases} \max\{u(x), u(\sigma_H(x))\}, & \text{if } x \in H, \\ \min\{u(x), u(\sigma_H(x))\}, & \text{if } x \in \mathbb{R} \setminus H. \end{cases} \]

We shall rely on the following lemma.
Lemma 5.4 (Behavior of the potential under polarization). Let $H$ be a closed half-space of $\mathbb{R}^N$. If $u : \mathbb{R}^N \to \mathbb{R}$ is nonnegative and measurable and if for every $x \in H$, $|A(\sigma_H(x))|^2 \geq |A(x)|^2$, then

$$\int_{\mathbb{R}^N} |A|^2 |u^H|^2 \leq \int_{\mathbb{R}^N} |A|^2 |u|^2;$$

equality holds if and only if either $u^H = u$ or $|A \circ \sigma_H|^2 = |A|^2$.

Proof. We have

$$\int_{\mathbb{R}^N} |A|^2 |u|^2 - \int_{\mathbb{R}^N} |A|^2 |u^H|^2 = \int_E (|A(\sigma_H(x))|^2 - |A(x)|^2) (|u(\sigma_H(x))|^2 - |u(x)|^2) \, dx,$$

where the set $E \subset \mathbb{R}^N$ is defined by

$$E = \{ x \in H : u(x) < u(\sigma_H(x)) \}.$$

The integral on the right-hand side is clearly nonnegative.

Assume now that the integral on the right-hand side is 0 and that $u^H \neq u$. In particular, the set $E$ has positive Lebesgue measure and for every $x \in E$, we have $|A(\sigma_H(x))|^2 = |A(x)|$. Since the function $|A|^2$ is a quadratic form, this implies that $|A \circ \sigma_H|^2 = |A|^2$ on $\mathbb{R}^N$.

The other possibility is that $E$ has zero Lebesgue measure, so that $u \equiv u^H$. □

A function which is invariant under polarizations with respect to large set of hyperplanes is known to be symmetric, see [15, Lemma 6.3].

Lemma 5.5 (Symmetry by invariance under polarization). Let $u \in L^2(\mathbb{R}^N)$ be nonnegative and let $W \subset \mathbb{R}^N$ be a linear subspace of $\mathbb{R}^N$. If for every closed half-space $H \subset \mathbb{R}^N$ such that $W^\perp \subset \text{int} H$, $u^H = u$, then for every $x, y \in \mathbb{R}^N$ such that $x - P_W(x) = y - P_W(y)$ and $|P_W(x)| \leq |P_W(y)|$, $u(x) \geq u(y)$.

Under the weaker condition that either the function or its reflection coincides with the polarization but assumed for a larger set of polarization, the same symmetry holds up to a suitable translation.

Lemma 5.6 (Symmetry by invariance or reflection under polarization). Let $u \in L^2(\mathbb{R}^N)$ be nonnegative and let $W \subset \mathbb{R}^N$ be a linear subspace of $\mathbb{R}^N$. If for every closed half-space $H \subset \mathbb{R}^N$ such that $W^\perp$ is parallel to $\partial H$, either $u^H = u$ or $u^H = u \circ \sigma_H$, then there exists $a \in W$ such that for every $x, y \in \mathbb{R}^N$ such that $x - P_W(x) = y - P_W(y)$ and $|P_W(x) - a| \leq |P_W(y) - a|$, $u(x) \geq u(y)$.

Proof. The proof is a straightforward adaptation of the corresponding statement when $W = 0$ [44, Lemma 5.6; 49, Lemma 5]. The point $a \in W$ is a minimizer of the function

$$x \in W^\perp \mapsto \int_{\mathbb{R}^N} w(y - x) \, u(y) \, dy \in \mathbb{R},$$

where the function $w \in L^2(\mathbb{R}^N)$ is positive, radial and radially decreasing. □

Proof of Proposition 5.3. We first prove that $u$ has constant phase. We have by the formula for the derivative of the modulus (8)
\[
\int_{\mathbb{R}^N} |\nabla |u|^2 = \int_{\mathbb{R}^N} |(\nabla |u| \text{ sign } u)|^2 \leq \int_{\mathbb{R}^N} |\nabla u|^2.
\]

(23)

Therefore, for every \( t \in [0, \infty) \),
\[
\tilde{I}_{|A|^2}(tu) \leq \tilde{I}_{|A|^2}(tu),
\]
and it follows, taking \( t = 1 \), that \(|u|\) is a ground state of the equation (22). By classical regularity estimates and the strong maximum principle, the function \(|u|\) is smooth and positive. Since we have equality in (23), following the argument of the proof of Proposition 2.8 it follows that \( u = e^{i\theta} |u| \) for some \( \theta \in \mathbb{R} \). In the sequel of the proof, we shall fix without loss of generality \( \theta = 0 \).

Let \( i \in \{1, \ldots, k\} \). For every closed halfspace \( H \subset \mathbb{R}^N \) such that \( W_i^\perp \subset \text{int } H \), we have for every \( x \in \text{int } H \)
\[
|P_{W_i}(x)| < |P_{W_i}(\sigma_H(x))|,
\]
and for each \( j \in \{0, \ldots, k\} \setminus \{i\} \),
\[
|P_{W_j}(x)| = |P_{W_j}(\sigma_H(x))|.
\]
Since \( \lambda^2_i > 0 \) and \( \lambda^2_j > 0 \), we have for every \( x \in H \)
\[
|A(\sigma_H(x))| > |A(x)|.
\]
It follows thus from Lemma 5.4 that either \( u = u^H \) or for every \( t \in (0, \infty) \),
\[
\tilde{I}_{|A|^2}(tu^H) < \tilde{I}_{|A|^2}(tu) \leq \tilde{I}_{|A|^2}(u).
\]
The last situation cannot occur since \( u \) is a ground state of (22). Therefore \( u = u^H \). By Lemma 5.5, we conclude that for every \( x, y \in \mathbb{R}^N \) such that for \( j \in \{0, \ldots, k\} \setminus \{i\} \), \( P_{W_j}(x) = P_{W_j}(y) \) and \( |P_{W_i}(x)| \leq |P_{W_i}(y)| \), then \( u(x) \geq u(y) \).

We now treat the case \( i = 0 \), following the strategy of Bartsch, Weth and Willem in [11] (see also [51]). We observe that if \( \partial H \) is parallel to \( W_0^\perp \), we have for each \( x \in \mathbb{R}^N \),
\[
|A(\sigma_H(x))|^2 = |A(x)|^2,
\]
and then by Lemma 5.4 for every \( t \in (0, \infty) \),
\[
\tilde{I}_{|A|^2}(tu^H) \leq \tilde{I}_{|A|^2}(tu) \leq \tilde{I}_{|A|^2}(u).
\]
In particular, since \( u \) is a ground state of the problem (22), its polarization \( u^H \) is also a ground state. We then have
\[
|u - u \circ \sigma_H| = 2u^H - u - u \circ \sigma_H \quad \text{almost everywhere in } H.
\]
Therefore, using the equation of \( u, u^H \),
\[
- \Delta |u - u \circ \sigma_H| + (1 + |A|^2)|u - u \circ \sigma_H| = 2|u^H|^p - |u|^{p-1} - |u \circ \sigma_H|^{p-1} \geq 0, \quad \text{on } H.
\]
By the strong maximum principle, this implies that \(|u - u \circ \sigma_H|\) does not vanish inside \( H \), so that \( u - u \circ \sigma_H \) does not change sign inside \( H \). We have therefore either \( u^H = u \) or \( u^H = u \circ \sigma_H \). By Lemma 5.6, there exists \( a \in W_0 \) such that, for \( j \in \{1, \ldots, k\} \), \( P_{W_j}(x) = P_{W_j}(y) \) and \( |P_{W_0}(x) - a| \leq |P_{W_0}(y) - a| \), then \( u(x) \geq u(y) \). \( \square \)
5.4. Conclusion

We first prove that when the magnetic field is weak enough, the ground states of (1) correspond to ground states of (22).

**Proposition 5.7** (Ground states of the magnetic problem are ground states of the modified problem). Let \( \varepsilon > 0 \) be given by Theorem 1. If \( A \) and \( u \) are as in the conclusion of Theorem 1, then there exists \( a \in \mathbb{R}^N \) such that \( \tau_a^A u \) is a ground state of the problem (22).

**Proof.** We set

\[
a = -\frac{\int_{\mathbb{R}^N} x|u(x)|^2 \, dx}{\int_{\mathbb{R}^N} |u(x)|^2 \, dx}
\]

to obtain (21), that is

\[
\int_{\mathbb{R}^N} x|\tau_a^A v(x)|^2 \, dx = 0.
\]

The function \( v = \tau_a^A u \) is then a ground state of (1) verifying the assumptions of Proposition 5.1.

We first note that by the symmetry properties of Proposition 5.1 and the decoupling property of Lemma 5.2, we have for every \( t \in (0, \infty) \),

\[
\mathcal{I}_A(tv) = \tilde{\mathcal{I}}_{|A|^2}(tv),
\]

and thus

\[
\max_{t \geq 0} \mathcal{I}_A(tv) \geq \inf \{ \max_{t \geq 0} \tilde{\mathcal{I}}_{|A|^2}(tw) : w \in \tilde{H}^1_{|A|^2}(\mathbb{R}^N) \setminus \{0\} \}.
\]

On the other hand, if \( \tilde{v} \) is a ground state of (22), then by the symmetry properties of ground states of Proposition 5.3 and again by the decoupling property of Lemma 5.2, for every \( t \in [0, \infty) \),

\[
\mathcal{I}_A(t\tilde{v}) = \tilde{\mathcal{I}}_{|A|^2}(t\tilde{v}),
\]

and thus

\[
\max_{t \geq 0} \tilde{\mathcal{I}}_{|A|^2}(t\tilde{v}) \geq \inf \{ \max_{t \geq 0} \mathcal{I}_A(tw) : w \in H^1_A(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} \}.
\]

This implies that the ground states levels of both problems coincide and that \( v = \tau_a^A u \) is a ground state of (22). \( \square \)

**Proof of Theorem 2.** The conclusion follows from the proof of Proposition 5.7, in which the required symmetry was deduced from Proposition 5.1, and by using the uniqueness result of Theorem 1. \( \square \)
6. Asymptotic behavior of ground states

In this section we first prove Theorem 3 about the equivalence of the asymptotics of the solutions of the magnetic semilinear Schrödinger equation (1) and a linear problem. We then apply this result to describe completely the asymptotics in the planar case $N = 2$ and obtain a Gaussian upper bound in higher dimensions $N \geq 3$.

6.1. Comparison with solution of a linear problem

Theorem 3 will follow from the following proposition about the equivalence of asymptotics between linear and semilinear problems.

**Proposition 6.1** (Decay of solutions to a semilinear problem with a potential). For $R > 0$, let $V \in C(\mathbb{R}^N \setminus B_R)$ be such that $\inf_{R^N \setminus B_R} V > 0$ and $p \in (2, \infty)$. If $u, v \in C^2(\mathbb{R}^N \setminus B_R)$ satisfy

$$
\begin{cases}
-\Delta u + Vu = u^{p-1} \text{ in } \mathbb{R}^N \setminus B_R, \\
u > 0 \text{ on } \mathbb{R}^N \setminus B_R, \\
u(x) \to 0 \text{ as } |x| \to \infty
\end{cases}
$$

and

$$
\begin{cases}
-\Delta v + Vv = 0 \text{ in } \mathbb{R}^N \setminus B_R, \\
v > 0 \text{ on } \mathbb{R}^N \setminus B_R, \\
v(x) \to 0 \text{ as } |x| \to \infty,
\end{cases}
$$

then there exist $C, c \in (0, \infty)$ such that

$$
cv \leq u \leq Cv \quad \text{in } \mathbb{R}^N \setminus B_R.
$$

Here $B_R$ denotes the open ball of radius $R$ centered in 0.

**Proof of Proposition 6.1.** We first observe that

$$
-\Delta u + Vu \geq 0 \quad \text{in } \mathbb{R}^N \setminus B_R.
$$

Since the functions $u$ and $v$ are both continuous and positive on $\partial B_R$, by Weiserstrass’s Theorem, there exists $c \in (0, \infty)$ such that $cv \leq u$ on $\partial B_R$. The inequality extends to $\mathbb{R}^N \setminus B_R$ by the maximum principle.

For the converse inequality, we observe that, since $p > 2$,

$$
-\Delta (u^{p-1}) = -(p-1)u^{p-2}\Delta u - (p-1)(p-2)u^{p-3}|
abla u|^2 \leq -(p-1)u^{p-2}\Delta u \quad \text{in } \mathbb{R}^N \setminus B_R.
$$

Therefore, we have for $\lambda > 0$,

$$
-\Delta (u + \lambda u^{p-1}) + V(u + \lambda u^{p-1}) \leq -u^{p-1}(\lambda(p-2)V - 1 - \lambda(p-1)u^{p-2}) \quad \text{in } \mathbb{R}^N \setminus B_R.
$$

Since $\lim_{|x| \to \infty} u(x) = 0$ and since $u$ is continuous, we have, if $\lambda$ and $R$ are large enough,

$$
-\Delta (u + \lambda u^{p-1}) + V(u + \lambda u^{p-1}) \leq 0 \quad \text{in } \mathbb{R}^N \setminus B_R.
$$
We choose $C \in (0, \infty)$ such that $u + \lambda u^{p-1} \leq C v$. By the maximum principle, it follows that $u \leq u + \lambda u^{p-1} \leq C v$ in $\mathbb{R}^N \setminus B_R$, and the conclusion follows. \hfill \Box

We are now in position to prove Theorem 3.

**Proof of Theorem 3.** From the reformulation of Proposition 5.7 of the nonlinear Schrödinger equation (1) as the decoupled problem (22), the solution $u$ is a ground state of (22). In view of the properties of the ground states of (22) of Proposition 5.3, we can assume that $u$ is real and positive. The conclusion follows then from Proposition 6.1. \hfill \Box

#### 6.2. The planar case

The asymptotics can be described precisely in the two-dimensional case. To prove this, we need to find the exact asymptotics of the linear problem, in order to use Proposition 6.1, we rely on the next lemma [43, Proposition 6.1] (see also [1, Theorem 3.3])

**Lemma 6.2.** Let $R > 0$ and let $V(r) = 1 + \frac{B^2}{4} r^2$, then there exists a nonnegative radial function $H : \mathbb{R}^2 \setminus \overline{B_R} \to \mathbb{R}$ such that

$$-\Delta H(x) + V(|x|)H(x) = 0, \quad \text{for } x \in \mathbb{R}^2 \setminus \overline{B_R},$$

and $H$ has the following asymptotics as $|x| \to \infty$

$$H(x) = \frac{\exp\left(-\frac{|x|}{\sqrt{V(s)}}\right)}{\frac{1}{|x|^\frac{1}{2} V(|x|)\frac{1}{4}}} \left(1 + o(1)\right),$$

where for every $x \in \mathbb{R}^2$

$$\int_0^{|x|} \sqrt{V(s)}\,ds = \frac{1}{2}|x|\sqrt{1 + \frac{B^2}{4}|x|^2} + \frac{1}{|B|} \ln\left(\frac{|B|}{2}|x| + \sqrt{1 + \frac{B^2}{4}|x|^2}\right).$$

The last integral follows by direct calculation and using the identity $\text{arsinh} s = \log(s + \sqrt{1 + s^2})$. We adapt the proof to our particular case for the reader’s convenience.

**Proof.** To prove this, we proceed in as the proof of [43, Proposition 6.1] and we introduce for $\tau \in \mathbb{R}$ the functions $\Phi_\tau : \mathbb{R}^2 \setminus \overline{B_\rho} \to \mathbb{R}$ defined for $x \in \mathbb{R}^2 \setminus \overline{B_\rho} \to \mathbb{R}$ by

$$\Phi_\tau(x) = |x|^{-\frac{1}{2}} V(|x|)^{-\frac{1}{4}} \exp\left(\frac{-\tau |x|^{-\beta}}{\beta} \int_0^{|x|} \sqrt{V(s)}\,ds\right),$$

where $\beta > 0$ is a parameter that will be fixed later. By computing explicitly the Laplacian, we get

$$-\Delta \Phi_\tau + V(|x|)\Phi_\tau = \left(\frac{2\tau V(|x|))^{1/2} + \omega_\tau(|x|)}{|x|^{1+\beta}}\right)\Phi_\tau,$$

where $\omega_\tau : \mathbb{R}^2 \setminus \overline{B_\rho} \to \mathbb{R}$ is given by
\[ \omega_\tau(|x|) = -\frac{|x|^{\beta-1}}{4} + \frac{\tau(\beta + 1)}{|x|} + \frac{V''(|x|)|x|^{1+\beta}}{4V(|x|)} - \frac{5(V(|x|))^{2}|x|^{1+\beta}}{16V^2(|x|)} + \frac{\tau V'(|x|)}{2V(|x|)} - \frac{\tau^2}{|x|^{|\beta|+1}}. \]

If we choose \(0 < \beta < 1\), we obtain that \(\lim_{|x| \to +\infty} \omega_\tau(|x|) = 0\), thanks to the explicit shape of \(V\).

By choosing \(\tau_- < 0\) and \(\tau_+ > 0\), we conclude that \(\Phi_{\tau_-}\) and \(\Phi_{\tau_+}\) are respectively sub- and super-solutions of the equation in \(\mathbb{R}^2 \setminus B_R\) for \(R\) large enough. Moreover,

\[ \lim_{|x| \to +\infty} \Phi_{\tau_-}(|x|) = 1. \]

To conclude to the existence of a solution \(H\), we proceed as in the proof of [43, Proposition 6.1]. The asymptotic behavior at infinity follows from the one of \(\Phi_{\tau_-}\) and \(\Phi_{\tau_+}\).

**Proposition 6.3.** If \(A \in \text{Lin}(\mathbb{R}^N, \bigwedge^1 \mathbb{R}^N)\) is given by \(A(x)[v] = \frac{B}{4} x \wedge v\) and \(|B| \leq \varepsilon\) with \(\varepsilon > 0\) given in Theorem 1 and if \(u\) is a solution of (1) such that \(I_A(u) \leq E(0) + \varepsilon\), then there exist \(a \in \mathbb{R}^2\) and \(c \in \mathbb{C} \setminus \{0\}\) such that, as \(|x| \to \infty\),

\[ u(x) = \frac{\exp\left(-\frac{|B| |x-a|^2}{4}\right)}{|x-a|^{\frac{1}{2}} (1 + |B| |x-a|)^{\frac{1}{2} + \varepsilon}} (c + o(1)). \]

Here, \(a \wedge b := a_1 b_2 - a_2 b_1\) for \(a = (a_1, a_2), b = (b_1, b_2) \in \mathbb{R}^2\). The magnetic potential \(A\) is therefore linear and skew-symmetric.

**Proof of Proposition 6.3.** We first observe that if the solution \(u\) is radial, then for \(R > 0\) sufficiently large \(C\) and \(c\) become close to each other in the conclusion of Proposition 6.1 and thus the superior and inferior limits coincide.

From Lemma 6.2 on the asymptotics of solutions to the linear problem, we deduce that

\[ u(x) = \frac{\exp\left(-\frac{|x-a|}{2}\sqrt{1 + \frac{B^2}{4}|x-a|^2}\right)}{|x-a|^{1/2}(1 + \frac{B^2}{4}|x-a|^2)^{1/2}} \left(1 + \frac{|B|^2}{2|x-a|^2} + O\left(\frac{1}{|x-a|^4}\right)\right) (c + o(1)), \]

and the conclusion follows by standard properties of limits and in view of the fact that, as \(|x-a| \to \infty\)

\[ \frac{|x-a|}{2} \sqrt{1 + \frac{B^2}{4}|x-a|^2} = \frac{|B| |x-a|^2}{4} \sqrt{1 + \frac{4}{B^2|x-a|^2}} \]

\[ = \frac{|B| |x-a|^2}{4} \left(1 + \frac{2}{B^2|x-a|^2} + O\left(\frac{1}{|x-a|^4}\right)\right) \]

\[ = \frac{|B| |x-a|^2}{4} + \frac{1}{2|B|} + o(1), \]

and that, again as \(|x-a| \to \infty\),

\[ \ln\left(\frac{|B||x-a|}{2} + \sqrt{1 + \frac{B^2|x-a|^2}{4}}\right) = \ln(|B| |x-a|) + \ln\left(\frac{1}{2} + \frac{1}{2} \sqrt{1 + \frac{4}{B^2|x-a|^2}}\right) \]

\[ = \ln(|B| |x-a|) + o(1). \]

We remark that in the limit \(|B| \to 0\), we recover the asymptotics of the ground states of the nonlinear Schrödinger equation without magnetic field.
6.3. Higher-dimensional case

In higher dimensions $N \geq 3$, the operator $-\Delta + (1 + |A|^2)$ is anisotropic in general, that is, it does not commute with linear isometries of $\mathbb{R}^N$. It is thus technically difficult to have closed-form expression for the asymptotics. It is however possible to obtain Gaussian asymptotics in the transversal directions to the magnetic field.

**Proposition 6.4.** If $u$ is a ground state solution of (1) and if $A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N)$ satisfies

$$|A(x)|^2 = \sum_{j=1}^{k} \lambda_j^2 |P_{W_j}(x)|^2,$$

with $\lambda_1, \ldots, \lambda_k \in \mathbb{R}_0$ and $\mathbb{R}^N = W_0 \oplus \cdots \oplus W_k$, then there exists $c > 0$ such that

$$|u(x)| \leq (c + o(1)) \exp\left(-\sum_{j=1}^{k} \frac{|\lambda_j|}{2} |P_{W_j}(x)|^2\right).$$

The asymptotic estimates can be written in terms of the square-root of a linear operator as

$$|u(x)| \leq (1 + o(1)) \exp\left(-\frac{x \cdot \sqrt{A^* \circ A} x}{2}\right),$$

where $\sqrt{A^* \circ A}$ is semi-definite positive and $(\sqrt{A^* \circ A})^2 = A^* \circ A = -\hat{A}^2$, $\hat{A}$ being defined in Remark 1.

**Proof of Proposition 6.4.** This follows from the asymptotics of Theorem 3 and the fact that if

$$w(x) = \exp\left(-\sum_{j=1}^{k} \frac{|\lambda_j|}{2} |P_{W_j}(x)|^2\right),$$

then for each $x \in \mathbb{R}^N \setminus \{0\}$,

$$-\Delta w(x) + (1 + |A(x)|^2) w(x) = \left(1 + \sum_{j=1}^{k} |\lambda_j| \dim W_j\right) w(x) \geq 0. \quad \square$$

In particular, if $N = 3$ and $B \in \Lambda^2_0 \mathbb{R}^3 \simeq \mathbb{R}^3$, we can take $\lambda_1 = |B|/2$ and $\lambda_2 = 0$. We have $|P_{W_1}(x)| = |B \times x|/|B|$ and we obtain (6).

7. Differentiability

We assume that $|dA| \leq \varepsilon$, where $\varepsilon$ is given by Theorem 1 and we choose $u_A \in H_N^1(\mathbb{R}^N, \mathbb{C})$ to be the real even ground state of (1) with magnetic potential $A$, that is, for every $x \in \mathbb{R}^N$

$$u_A(-x) = u_A(x).$$

Such a normalization always exists since for every $A \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N)$ skew-symmetric, $(-I)_{\#} A = A$. Since the problem (1) is invariant under rotations of both the function $u_A$ and the magnetic potential, we shall apply a rotation so that $A$ has a more convenient structure. We shall thus assume that $A$ is invariant under $SO(2)^{\frac{N-2}{2}}$, where each factor acts on 2 canonical coordinates of $\mathbb{R}^N$. 
This implies in particular that \( |A|^2 \) diagonalizes with respect to the canonical basis, that is, for every \( x = (x_1, \ldots, x_N) \in \mathbb{R}^N \),

\[
|A(x)|^2 = \sum_{i=1}^{\lfloor \frac{N}{2} \rfloor} \lambda_i^2 (|x_{2i-1}|^2 + |x_{2i}|^2),
\]

with \( \lambda_1, \ldots, \lambda_{\lfloor \frac{N}{2} \rfloor} \in \mathbb{R} \). We note that the \( \lambda_i \) can possibly be zero.

We define

\[
Q = \left\{ Q : \mathbb{R}^N \rightarrow \mathbb{R} : \text{there exist } \alpha_1, \ldots, \alpha_{\lfloor \frac{N}{2} \rfloor} \in \mathbb{R} \text{ such that for each } x \in \mathbb{R}^N, \ Q(x) = \sum_{i=1}^{\lfloor \frac{N}{2} \rfloor} \alpha_i (|x_{2i-1}|^2 + |x_{2i}|^2) \right\}.
\]

7.1. Differentiability of the ground state

If we let \( Q \) denote the \( N \)-dimensional space of diagonal quadratic forms defined above, we then have \( |A|^2 \in Q \). The space \( Q \) is a finite dimensional space endowed with a norm \( \| \cdot \| \). Since the space \( \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) is also finite dimensional, all the norms on this space are equivalent and give the \( L^2_{\text{loc}} \) topology that has been used above; we will thus not specify the convergence in the following.

**Proposition 7.1** (Differentiability of the ground state with respect to the magnetic field). If \( A_* \in \text{Lin}(\mathbb{R}^N, \Lambda^1 \mathbb{R}^N) \) is such that \( |dA_*| \leq \varepsilon \), where \( \varepsilon > 0 \) is given in Theorem 1 and if \( |A_*|^2 \in Q \), then

\[
u_A = u_{A_*} + w_{A_*} [ |A|^2 - |A_*|^2 ] + o([ |A|^2 - |A_*|^2 ]), \]

in \( H^1_{A_*}(\mathbb{R}^N, \mathbb{C}) \) as \( A \rightarrow A_* \) in \( L^2_{\text{loc}}(\mathbb{R}^N) \), where \( w_{|A_*|^2} \in \text{Lin}(Q, H^1_{A_*}(\mathbb{R}^N, \mathbb{C})) \) is the unique linear map such that for every \( Q \in Q \)

\[
\begin{cases}
-\Delta_{A_*}w_{A_*}[Q] + (1 - (p - 1)|u_{A_*}|^{p-2}) w_{A_*}[Q] = -Qu_A, \text{ in } \mathbb{R}^N, \\
(D_{A_*}u_{A_*}|h|w_{A_*}[Q])_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} = 0, \quad \text{for each } h \in \mathbb{R}^N, \\
(iu_{A_*}|w_{A_*}[Q])_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} = 0.
\end{cases}
\]

**Proof.**

**Claim 10.** Let \( |dA_*| \leq \varepsilon \) be small enough and \( f \in L^2(\mathbb{R}^N, \mathbb{C}) \). If

\[
\begin{cases}
\int_{\mathbb{R}^N} (D_{A_*}u_{A_*}|h|f) = 0 \text{ for each } h \in \mathbb{R}^N, \\
\int_{\mathbb{R}^N} (iu_{A_*}|f) = 0,
\end{cases}
\]

then the problem

\[
\begin{cases}
-\Delta_{A_*}v + v - (p - 1)|u_{A_*}|^{p-2}v = f, \text{ in } \mathbb{R}^N, \\
(D_{A_*}u_{A_*}|h|v)_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} = 0, \quad \text{for each } h \in \mathbb{R}^N, \\
(iu_{A_*}|v)_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} = 0,
\end{cases}
\]
has a unique solution \( v \in H^1_{A_*}(\mathbb{R}^N, \mathbb{C}) \). Moreover, there exists \( C > 0 \) such that \( v \) satisfies the following estimate

\[
\|v\|_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} \leq C \|f\|_{L^2(\mathbb{R}^N, \mathbb{C})}.
\]

**Proof of the claim.** Let \( L_{A_*} : H^1_{A_*}(\mathbb{R}^N, \mathbb{C}) \to H^1_{A_*}(\mathbb{R}^N, \mathbb{C}) \) be the operator defined by

\[
L_{A_*}u := (p-1)(-\Delta_{A_*} + I)^{-1} \left( |u_{A_*}|^{p-2}u \right).
\]

The equation of \( v \) then reads

\[
v - L_{A_*}(v) = (-\Delta_{A_*} + I)^{-1}f.
\]

Therefore, thanks to the orthogonality condition on \( v \) and Proposition 4.3, we have the existence \( v \in (\ker(I - L_{A_*}))^\perp \) in \( H^1_{A_*}(\mathbb{R}^N, \mathbb{C}) \). We can inverse the operator and it follows that

\[
\|v\|_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} \leq C\|(-\Delta_{A_*} + I)^{-1}f\|_{H^1_{A_*}(\mathbb{R}^N, \mathbb{C})} \leq C\sqrt{\|(-\Delta_{A_*} + I)^{-1}f\|_{L^2(\mathbb{R}^N, \mathbb{C})} \|f\|_{L^2(\mathbb{R}^N, \mathbb{C})}} \leq C\|f\|_{L^2(\mathbb{R}^N, \mathbb{C})}.
\]

Finally, if we assume by contradiction the existence of two solutions \( v_1, v_2 \), by subtracting the equations of \( v_1, v_2 \), we obtain that \( v_1 - v_2 \) has to solve the linear problem, for which we know by Proposition 4.3 that the only solutions are given by \( iu_{A_*} \) and \( D_{A_*}u_{A_*}[h] \). We obtain a contradiction using the orthogonality conditions.

**Claim 11.** For each \( Q \in \mathcal{Q} \), the problem (24) has a unique even and real-valued solution \( w_{A_*}[Q] \).

**Proof of the claim.** We remark that since \( u_{A_*} \) and \( Q \) are real-valued and even, we have immediately

\[
\begin{cases}
\int_{\mathbb{R}^N} (D_{A_*}u_{A_*}[h] - Q u_{A_*}) = 0 \text{ for each } h \in \mathbb{R}^N, \\
\int_{\mathbb{R}^N} (iu_{A_*} - Q u_{A_*}) = 0,
\end{cases}
\]

so that the problem has a unique complex-valued solution in view of Claim 10.

By the symmetry properties of the functions \( u_{A_*} \), \( A_* \) and \( Q \), and by uniqueness, \( w_{A_*}[Q] \) is even and is invariant under the isometries that are compatible with \( A_* \). In view of Proposition 5.2, we have

\[
-\Delta_{A_*}w_{A_*} = -\Delta w_{A_*} + |A_*|^2 w_{A_*}.
\]

Since the functions \( u_{A_*} \) and \( Q \) are real valued, it follows then by uniqueness that \( w_{A_*}[Q] \) is real-valued for each \( Q \in \mathcal{Q} \).

We define now the function \( v_A = u_A - u_{A_*} - w_{A_*}[|A|^2 - |A_*|^2] \). By using (24) and by the equations satisfied by \( u_A \), \( u_{A_*} \) and \( w_{A_*}[|A|^2 - |A_*|^2] \), the function \( v_A \) satisfies the equation

\[
-\Delta_{A_*}v_A + v_A - (p-1)|u_{A_*}|^{p-2}v_A = |u_A|^{p-2}u_A - |u_{A_*}|^{p-2}u_{A_*} + (p-1)|u_{A_*}|^{p-2}(u_{A_*} - u_A) - (|A|^2 - |A_*|^2)(u_A - u_{A_*}).
\]
We remark that the mixed term vanishes: $i(A - A_\ast) \cdot \nabla u_A = 0$ because of the symmetries of $A$, $A_\ast$ and $u_A$ and the fact that $|A|^2$ and $|A_\ast|^2$ are in $Q$.

**Claim 12.** One has that

$$u_A \to u_{A_\ast} \text{ uniformly on } \mathbb{R}^N \text{ as } A \to A_\ast.$$  

Moreover, for every $\eta > 0$, there exists $\delta > 0$ small such that if $\|A - A_\ast\| < \delta$, then for every $x \in \mathbb{R}^N$

$$|u_A(x)| \leq Ce^{-(1-\eta)|x|}.$$

**Proof of the claim.** By the symmetry properties of $u_A$ and $u_{A_\ast}$ and by Proposition 5.2, we can rewrite the equation of $u_A - u_{A_\ast}$ as

$$-\Delta(u_A - u_{A_\ast}) + (u_A - u_{A_\ast})$$

$$= |u_A|^{p-2}(u_A - u_{A_\ast}) + (|u_A|^{p-2} - |u_{A_\ast}|^{p-2})u_{A_\ast} + |A|^2(u_{A_\ast} - u_A) - (|A|^2 - |A_\ast|^2)u_{A_\ast}.$$  

By classical regularity estimates, we first obtain that $u_A \to u_{A_\ast}$ uniformly on compact subsets of $\mathbb{R}^N$ as $A \to A_\ast$.

Next, since $u_A \to u_{A_\ast}$ in $L^p(\mathbb{R}^N)$ for $2 \leq p \leq 2^*$ (see Proposition 3.2 and Lemma 2.5), for every $\xi > 0$, there exist $R > 0$ and $\delta > 0$ such that if $\|A - A_\ast\| < \delta$ then

$$\int_{\mathbb{R}^N \setminus B_R} |u_A|^p \leq \xi,$$

from which we conclude that $\|u_A\|_{L^\infty(\mathbb{R}^N \setminus B_R)} \leq \eta$ (since we also know the exponential decay).

Next, for $\frac{1}{p} > \frac{1}{2} - \frac{1}{N}$, there exist $\xi > 0$ and $r > 0$, such that if $a \in \mathbb{R}^N$,

$$\int_{B_r(a)} |u_A|^p \leq \xi,$$

by [27, Proposition 4.6], we conclude that $\|u_A\|_{L^\infty(B_r^2(a))} \leq \eta$. We can recover $B_R$ by a finite number of those small balls.

Finally, by the classical Kato inequality

$$-\Delta|u_A| + |u_A| \leq |u_A|^{p-1},$$

it follows that (by renaming $\eta$ if necessary)

$$|u_A(x)| \leq Ce^{-(1-\eta)|x|},$$

for every $x \in \mathbb{R}^N$. \hfill \diamond

**Claim 13.** The following estimate holds

$$\|v_A\|_{H^1_A(\mathbb{R}^N, C)} = o\left(\|\|A|^2 - |A_\ast|^2\|\right), \quad \text{as } A \to A_\ast.$$
Proof of the claim. We have to verify that \( v_A \) satisfy the hypothesis of Claim 10.

First, we remark that the equation of \( v_A \) always makes sense since the right-hand-side of (25) is orthogonal in \( L^2(\mathbb{R}^N) \) to \( D_A, u_{A_\ast} \) and \( iu_{A_\ast} \). This is due to the evenness condition on \( u_A \) and \( u_{A_\ast} \), and their reality.

Next, we observe that the family satisfies

\[
||u_A|^{p-2}u_A - |u_{A_\ast}|^{p-2}u_{A_\ast} + (p-1)|u_{A_\ast}|^{p-2}(u_{A_\ast} - u_A)| 
\leq C(||u_A| + |u_{A_\ast}|)^{p-2-\gamma}|u_A - u_{A_\ast}|^\gamma(||v_A| + |w_{A_\ast}|[|A|^2 - |A_\ast|^2]|),
\]

for \( \gamma = \min(p-2,1) \) and \( C > 0 \). This object is in \( L^2(\mathbb{R}^N) \) by using the uniform bounds in \( \mathbb{R}^N \) of Claim 12 and the facts that \( w_{A_\ast}, [|A|^2 - |A_\ast|^2] \) and \( v_A \) are in \( H^1_{A_\ast}(\mathbb{R}^N, \mathbb{C}) \).

Finally, we also have that

\[
(v_A|D_A, u_{A_\ast})_{H^1_{A_\ast}(\mathbb{R}^N, \mathbb{C})} = 0 \quad \text{and} \quad (v_A|i u_{A_\ast})_{H^1_{A_\ast}(\mathbb{R}^N, \mathbb{C})} = 0,
\]

still by using the evenness and reality conditions. This last condition is the orthogonality condition required in Claim 10. Therefore, we can use the estimate of Claim 10

\[
\|v_A\|_{H^1(\mathbb{R}^N, \mathbb{C})} 
\leq C(||u_A|_{L^\infty} + ||u_{A_\ast}|_{L^\infty})^{p-2-\gamma}||u_A - u_{A_\ast}|_{L^\infty} \left(||v_A|_{L^2} + ||w_{A_\ast}|[|A|^2 - |A_\ast|^2]|_{L^2}\right)
+ C||u_A - u_{A_\ast}|_{L^2}||[|A|^2 - |A_\ast|^2],
\]

where we used Claim 12 for the last term.

Since \( ||w_{A_\ast}, [|A|^2 - |A_\ast|^2]|_{L^2(\mathbb{R}^N)} = O(||A|^2 - |A_\ast|^2|) \), \( u_A \to u_{A_\ast} \) in \( L^\infty(\mathbb{R}^N) \) by Claim 12 as \( A \to A_\ast \), and \( \gamma > 0 \), we conclude that \( \|v_A\|_{H^1_{A_\ast}(\mathbb{R}^N, \mathbb{C})} = o\left(||A|^2 - |A_\ast|^2|\right) \) as \( A \to A_\ast \).

Claim 14. Finally, we prove that

\[
v_A(x) = o(||A|^2 - |A_\ast|^2|)e^{-(1-2\delta)|x|}, \quad \text{as } A \to A_\ast,
\]

uniformly in \( x \in \mathbb{R}^N \).

Proof of the claim. By classical regularity estimates, we have \( w_{A_\ast}, [|A|^2 - |A_\ast|^2] \in C(\mathbb{R}^N) \). Starting again from (25) and using the fact that \( v_A = o(||A|^2 - |A_\ast|^2|) \) in \( L^2(\mathbb{R}^N) \), we deduce that \( v_A = o(||A|^2 - |A_\ast|^2|) \) uniformly on compact subsets of \( \mathbb{R}^N \), see [33].

Since the function \( u_A \) has a uniform exponential bound (Claim 12), we deduce from (25) and (26) that if \( R > 0 \) is large enough

\[
-\Delta|v_A| + \frac{1}{2}|v_A| \leq o(||A|^2 - |A_\ast|^2|)|x|^2e^{-(1-\eta)|x|} \quad \text{for each } x \in \mathbb{R}^N \setminus B_R,
\]

from which we conclude if \( 2\delta > \eta \) that

\[
v_A(x) = o(||A|^2 - |A_\ast|^2|)e^{-(1-2\delta)|x|},
\]

uniformly for \( x \in \mathbb{R}^N \).

We can now conclude the proof of the proposition. From Claim 14, it follows that

\[
\|v_A\|_{H^1_{A_\ast}(\mathbb{R}^N, \mathbb{C})} = o(||A|^2 - |A_\ast|^2|)
\]
and the conclusion follows. □

7.2. Asymptotic expansion of the ground-energy

For a self-adjoint linear operator \( L \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N) \), we let \( \lambda_1(L), \ldots, \lambda_N(L) \) denote the eigenvalues of \( L \), including multiplicity. By the classical Courant–Fischer minimax principle, the functions \( \lambda_1, \ldots, \lambda_N \) can be taken to be continuous. Whereas simple eigenvalues are differentiable [34, §6.3], eigenvalues are in general not differentiable. The simple following classical example shows that the first eigenvalue

\[
\lambda_1\left(\begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix}\right) = -|t|
\]

is not differentiable at \( t = 0 \), where it is in fact not simple. However, it will be sufficient for our purpose to know that suitable averages of eigenvalues are differentiable. Such results are well-known [36, II.2.2; 19, §4]. We propose here for the convenience of the reader a direct proof following the strategy of the proof of differentiability of a function of a matrix [35, §6.6].

**Lemma 7.2 (Differentiability of averaged eigenvalues).** Let \( L, M \in \text{Lin}(\mathbb{R}^N, \mathbb{R}^N) \), \( \varepsilon > 0 \) and \( j \in \{1, \ldots, N\} \). Assume that for every \( \ell \in \{1, \ldots, N\} \) such that \( \lambda_\ell(L) \neq \lambda_j(L) \), one has \( |\lambda_\ell(L) - \lambda_j(L)| > \varepsilon \). Then,

\[
\sum_{\ell : |\lambda_\ell(L) - \lambda_j(L)| \leq \varepsilon} (\lambda_\ell(M) - \lambda_j(L)) = \sum_{\ell : |\lambda_\ell(L) - \lambda_j(L)| \leq \varepsilon} e_\ell \cdot (M - L)(e_\ell) + o(\|M - L\|),
\]

where \( e_1, \ldots, e_N \) form an orthogonal basis of the space \( \mathbb{R}^N \) and are eigenvectors of the operator \( L \) associated to the eigenvalues \( \lambda_1(L), \ldots, \lambda_N(L) \).

**Proof.** We consider the real-valued function \( f \) defined on a self-adjoint linear operator \( M \) by

\[
f(M) = \text{tr}\left( (M - \lambda_j(L)) I \circ \prod_{\ell : |\lambda_\ell(L) - \lambda_j(L)| > \varepsilon} \frac{(M - \lambda_\ell(L)) I}{(\lambda_j(L) - \lambda_\ell(L))^2} \right).
\]

By computation of the trace with respect to an orthogonal basis of eigenvectors of the self-adjoint linear map \( M \), we have

\[
f(M) = \sum_{m=1}^{N} (\lambda_m(M) - \lambda_j(L)) \prod_{\ell : |\lambda_\ell(M) - \lambda_j(L)| \leq \varepsilon} \frac{(\lambda_m(M) - \lambda_\ell(M))^2}{(\lambda_j(L) - \lambda_\ell(L))^2}.
\]

We note in particular that \( f(L) = 0 \). By classical differential calculus applied to a polynomial of linear operators, we have, on the other hand

\[
f(M) = f(L) + \text{tr}\left( (M - L) \circ \prod_{\ell : |\lambda_\ell(L) - \lambda_j(L)| > \varepsilon} \frac{(L - \lambda_\ell(L)) I}{(\lambda_j(L) - \lambda_\ell(L))^2} \right)
\]

\[
+ \sum_{m : |\lambda_m(L) - \lambda_j(L)| > \varepsilon} \text{tr}\left( (L - \lambda_j(L)) I \circ \prod_{\ell : |\lambda_\ell(L) - \lambda_j(L)| > \varepsilon \ell < m} \frac{(L - \lambda_\ell(L)) I}{(\lambda_j(L) - \lambda_\ell(L))^2} \right)
\]

\[
+ \sum_{m : |\lambda_m(L) - \lambda_j(L)| \leq \varepsilon} \text{tr}\left( (L - \lambda_j(L)) I \circ \prod_{\ell : |\lambda_\ell(L) - \lambda_j(L)| \leq \varepsilon} \frac{(L - \lambda_\ell(L)) I}{(\lambda_j(L) - \lambda_\ell(L))^2} \right).
\]
\[
\frac{\circ (L - \lambda_m(L)I) \circ (M - L) + (M - L) \circ (L - \lambda_m(L)I)}{(\lambda_j(L) - \lambda_m(L))^2}
\]
\[
\circ \left( \prod_{\ell : |\lambda_{\ell}(L) - \lambda_j(L)| > \varepsilon} \frac{(L - \lambda_{\ell}(L)I)^2}{(\lambda_j(L) - \lambda_{\ell}(L))^2} \right) + o(\|M - L\|).
\]

By computing the trace in the basis of eigenvectors \(e_1, \ldots, e_N\) of \(L\), we obtain
\[
f(M) = \sum_{\ell : |\lambda_{\ell}(L) - \lambda_j(L)| \leq \varepsilon} e_\ell \cdot (M - L)(e_\ell) + o(\|M - L\|);
\]
the conclusion follows. \(\square\)

Using the differentiability result of Proposition 7.1, we can then prove that the ground-energy is differentiable in a neighborhood of \(A = 0\).

**Proof of Theorem 4.** First assume that the magnetic fields \(B\) and \(B_*\) have a common basis of eigenvectors. The same then holds for the corresponding vector potentials \(A\) and \(A_*\) which commute. We then have by Proposition 7.1,
\[
u_A = u_{A_*} + w_{A_*}([A]^2 - |A_*|^2] + o([|A|^2 - |A_*|^2]) \quad \text{in } H^1_{A_*}(\mathbb{R}^N, \mathbb{C}).
\]
From this we deduce that
\[
\mathcal{E}(B) = \mathcal{E}(B_*) + \langle T'_{A_*}(u_{A_*}), w_{A_*}[|A|^2 - |A_*|^2] \rangle
\]
\[
+ \frac{1}{2} \int_{\mathbb{R}^N} ([|A|^2 - |A_*|^2])|u_{A_*}|^2 + o([|A|^2 - |A_*|^2]) \rangle
\]
\[
= \mathcal{E}(B_*) + \frac{1}{2} \int_{\mathbb{R}^N} ([|A|^2 - |A_*|^2])|u_{A_*}|^2 + o([|A|^2 - |A_*|^2]) \rangle,
\]

since \(T'_{A_*}(u_{A_*}) = 0\). If \(\lambda_1(A^* \circ A), \ldots, \lambda_N(A^* \circ A)\) denote the eigenvalues in nonincreasing order of the operator \(A^* \circ A\) and if \(e_1, \ldots, e_N\) form a common basis of eigenvectors of \(A^* \circ A\) and \(A^* \circ A\), we have
\[
\int_{\mathbb{R}^N} ([|A|^2 - |A_*|^2])|u_{A_*}|^2 = \sum_{j=1}^N \int_{\mathbb{R}^N} (\lambda_j(A^* \circ A) - \lambda_j(A^* \circ A_*))|e_j \cdot x|^2|u_{A_*}(x)|^2 \, dx.
\]

We now decompose \(\{1, \ldots, N\} = \bigcup_{k=1}^K J_k\), so that \(\lambda_j(A^* \circ A) = \lambda_{\ell}(A^* \circ A)\) if and only if there exists \(k \in \{1, \ldots, N\}\) such that \(j, \ell \in J_k\). We then have, in view of the symmetry properties of \(u_{A_*}\), see Theorem 2, that
\[
\int_{\mathbb{R}^N} ([|A|^2 - |A_*|^2])|u_{A_*}|^2
\]
\[
= \sum_{k=1}^K \frac{1}{\# J_k} \sum_{j \in J_k} \sum_{\ell \in J_k} \int_{\mathbb{R}^N} (\lambda_j(A^* \circ A) - \lambda_{\ell}(A^* \circ A_*))|e_{\ell} \cdot x|^2|u_{A_*}(x)|^2 \, dx.
\]

By using again the rotational invariance of Theorem 2, as well as Lemma 2.7, we have in general, that is even if \(A\) and \(A_*\) do not have a common basis of complex eigenvectors, that there exists an isometry \(R : \mathbb{R}^N \to \mathbb{R}^N\),
such that, if we define \( \tilde{A} \in \text{Lin}(\mathbb{R}^N, A^\dagger \mathbb{R}^N) \) by \( \tilde{A}(x)[v] = A(R(x))[R(v)] \), \( \tilde{A} \) and \( A_* \) have a common basis of complex eigenvectors, which implies that \( \tilde{A}^* \circ \tilde{A} \) and \( A_*^* \circ A_* \) have a common orthonormal basis of real eigenvectors. Moreover, these common eigenvectors of \( \tilde{A}^* \circ \tilde{A} \) and \( A_*^* \circ A_* \) appear in nonincreasing order of associated eigenvalues. We then have, if we also order the eigenvalues of \( A^* \circ A \) in nondecreasing order, that \( \lambda_j(\tilde{A}^* \circ \tilde{A}) = \lambda_j(A^* \circ A) \) and by the rotational invariance of the \( E \) (Lemma 2.7), \( \mathcal{E}(B) = \mathcal{E}(dA) = \mathcal{E}(d\tilde{A}) \).

Therefore, using what we did above

\[
\mathcal{E}(B) = \mathcal{E}(B_*) + \frac{1}{2} \sum_{k=1}^{K} \frac{1}{\# J_k} \sum_{j \in J_k} \int (\lambda_j(A^* \circ A) - \lambda_j(A_*^* \circ A_*)) |e_\ell \cdot x|^2 |u_{A_*}(x)|^2 dx
+ o(||A_*||^2 - ||A||^2).
\]

In view of the differentiability of averaged eigenvalues of Lemma 7.2, we deduce that

\[
\mathcal{E}(B) = \mathcal{E}(B_*) + \frac{1}{2} \sum_{k=1}^{K} \frac{1}{\# J_k} \sum_{j \in J_k} \int (|A(e_j)|^2 - |A_* (e_j)|^2) |e_\ell \cdot x|^2 |u_{A_*}(x)|^2 dx
+ o(||A_*||^2 - ||A||^2).
\]

By the rotation invariance in the eigenspaces, this becomes

\[
\mathcal{E}(B) = \mathcal{E}(B_*) + \frac{1}{2} \sum_{j=1}^{N} \int (|A(e_j)|^2 - |A_* (e_j)|^2) |e_\ell \cdot x|^2 |u_{A_*}(x)|^2 dx + o(||A_*||^2 - ||A||^2).
\]

Since \( u_{A_*} \) is invariant under reflections in the directions \( e_1, \ldots, e_N \), we have

\[
\int_{\mathbb{R}^N} (e_\ell \cdot x)(e_\ell \cdot x)|u_{A_*}(x)|^2 dx = 0,
\]

so that

\[
\int_{\mathbb{R}^N} (|A|^2 - |A_*|^2)|u_{A_*}| = \sum_{j=1}^{N} \int_{\mathbb{R}^N} (|A(e_j)|^2 - |A_* (e_j)|^2) |x \cdot e_j|^2 |u_{A_*}(x)|^2 dx.
\]

Therefore,

\[
\mathcal{E}(B) = \mathcal{E}(B_*) + \frac{1}{2} \int_{\mathbb{R}^N} (|A|^2 - |A_*|^2)|u_{A_*}|^2 + o(||A||^2 - ||A_*||^2)
= \mathcal{E}(B_*) + \int_{\mathbb{R}^N} A_* \cdot (A - A_*)|u_{A_*}|^2 + o(||A - A_*||)
= \mathcal{E}(B_*) + \frac{1}{4} \int_{\mathbb{R}^N} B_*(x) \cdot (B(x) - B_*(x))|u_{A_*}(x)|^2 dx + o(|B - B_*|),
\]

where we set \( B(x)[v] = B[x, v] \). Therefore, the differentiability of the function \( \mathcal{E} \) follows in a neighborhood of 0.
For the convexity, given $B, B_* \in \mathcal{A}^2 \mathbb{R}^N$, we use the formula of the derivative of the energy to write

$$
\langle \mathcal{E}'(B) - \mathcal{E}'(B_*), B - B_* \rangle = \frac{1}{4} \int_{\mathbb{R}^N} B(x) \cdot (B(x) - B_*(x))|u_A(x)|^2 \, dx
$$

$$
- \frac{1}{4} \int_{\mathbb{R}^N} B_*(x) \cdot (B(x) - B_*(x))|u_{A_*}(x)|^2 \, dx
$$

$$
\geq \frac{1}{4} \int_{\mathbb{R}^N} |B(x) - B_*(x)|^2|u_{A_*}(x)|^2 \, dx
$$

$$
- C|B - B_*| \int_{\mathbb{R}^N} |x|^2|u_{A_*}(x)|^2 - |u_A(x)|^2 \, dx
$$

$$
\geq \frac{1}{4} \int_{\mathbb{R}^N} |B(x) - B_*(x)|^2|u_{A_*}(x)|^2 \, dx - o(|B - B_*|),
$$

in view of Proposition 7.1, when $B \to B_*$, uniformly in $B_*$ in a sufficiently small neighborhood of 0. It follows then that if $B$ and $B_*$ are close enough to 0

$$
\langle \mathcal{E}'(B) - \mathcal{E}'(B_*), B - B_* \rangle \geq 0,
$$

from which the convexity follows.

By the diamagnetic inequality (9), the function $\mathcal{E}$ achieves its global minimum at 0.

Finally, by (27) with $B_* = 0$, we have

$$
\mathcal{E}(B) = \mathcal{E}(0) + \frac{1}{2} \int_{\mathbb{R}^N} |A|^2|u_0|^2 + o(\|A\|^2)
$$

$$
= \mathcal{E}(0) + \frac{1}{8} \int_{\mathbb{R}^N} |B(x)|^2|u_0(x)|^2 \, dx + o(|B|^2).
$$

Since the function $u_0$ is radial, we have

$$
\int_{\mathbb{R}^N} |B(x)|^2|u_0(x)|^2 \, dx = \sum_{j, \ell, m=1}^N \int_{\mathbb{R}^N} (e_j \cdot x)(e_\ell \cdot x)B(e_j, e_m)B(e_\ell, e_m)|u_0(x)|^2 \, dx
$$

$$
= \sum_{j, m=1}^N (B(e_j, e_m))^2 \int_{\mathbb{R}^N} (x)\cdot x)^2|u_0(x)|^2 \, dx
$$

$$
= \sum_{j, m=1}^N (B(e_j, e_m))^2 \frac{1}{N} \int_{\mathbb{R}^N} |x|^2|u_0(x)|^2 \, dx.
$$

The conclusion follows from the fact that the Euclidean norm on $\mathcal{A}^2 \mathbb{R}^N$ which is compatible with the exterior product is given by

$$
|B|^2 = \frac{1}{2} \sum_{j, m=1}^N (B(e_j, e_m))^2.
$$
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