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Abstract

In this paper we propose a time-varying parameter framework to estimate the dynamic network of financial spillovers. In a series of simulation exercises, we show that our framework performs better than the classical approach based on Granger causality testing over rolling windows. We apply it to all financial stocks listed in the S&P 500 and uncover a gradual decrease in interconnectedness after the crisis, which is not observable using the rolling window approach. We show that this is because the rolling window results are highly sensitive to crisis observations.
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I Introduction

Since the outbreak of the financial crisis, academics and regulators have developed statistical measures to monitor financial interconnectedness and systemic risk. According to the Financial Stability Board (FSB) and the Basel Committee for Banking Supervision (BCBS), financial interconnectedness is a determinant of systemic risk and is defined as the network of contractual obligations which can potentially channel financial distress (Basel Committee on Banking Supervision, 2013).\footnote{Other determinants that were identified are cross-jurisdictional activity, size, substitutability and financial institution infrastructure and complexity.} By their very nature, these contractual obligations continually change over time and are often contingent on the prevailing economic environment. Therefore, statistical measures of financial interconnectedness should take into account the inherently dynamic nature of such an environment.

In this paper we develop a framework, based on Bayesian estimation of time-varying parameter VARs, that models the dynamic nature of connections between financial institutions. The framework allows connections to evolve gradually through time as opposed to the classical approach, which favours sudden, often unjustified, changes in interconnectedness. Paired with graph theory, our framework allows us to reconstruct a continuously evolving network of directed spillover effects. We use our framework to study the evolution of interconnectedness between publicly listed US financial institutions over the past two decades.

Various studies have combined statistical measures of association (e.g. correlation, Granger causality, tail dependence) with network techniques, in order to map and analyse financial interconnectedness (Billio et al., 2012; Barigozzi and Brownlees, 2014; Diebold and Yilmaz, 2009, 2014; Dungey et al., 2013; Hautsch et al., 2014, 2015). However, these standard statistical measures presuppose that the inferred relationships are time-invariant. To retrieve a dynamic measure of interconnectedness, the usual approach has been to calculate these statistical measures over rolling windows of data.

We argue that this is potentially unsuitable if the system studied is deemed to be time-varying. First, by relying on short subsamples, rolling windows reduce the degrees of freedom, which can be problematic if the estimated model is high-dimensional. Second, estimates based on rolling windows are known to be susceptible to outliers, which leads to highly volatile indicators of interconnectedness (Zivot and Wang, 2006). Third, the
rolling window approach leaves the researcher with an arbitrary choice to make about the size of the window, which involves a trade-off between precision and flexibility (Clark and McCracken, 2009). These choices can lead to different results regarding interconnectedness.

Our framework intuitively parallels the Granger causality approach for estimating interconnectedness. We first estimate time-varying parameter VARs (as by Cogley and Sargent, 2005 and Primiceri, 2005) on our set of stock returns. Precisely, these can be either a sequence of bivariate VARs, if we are interested in pairwise unconditional connections, or, if we are interested in conditional connections, a single VAR containing the stock returns of all firms. We then adopt the methodology of Koop et al. (2010) to test, in every time period, whether two financial institutions are related. The test is based on the whole sample of observed data and therefore infers connections ex-post.

The major novelty of our framework is that we recover a network of financial spillovers that is entirely dynamic. To do so, we make the modeling assumption that the connection between any two institutions evolves smoothly through time. We consider this assumption reasonable for three main reasons. First, since connections are the result of many financial contracts, it seems natural that they evolve smoothly rather than abruptly. Second, our assumption implies that the best forecast of a connection in the future is the state of that connection today. This is consistent with the notion of forward-looking prices. Third, our assumption allows for high flexibility and for the data to speak for itself.

In a series of simulation exercises, we show that our framework performs well, compared to the classical rolling windows approach, in two respects. First, with respect to the testing efficacy, i.e., the efficacy in determining the existence (or non-existence) of a connection between two institutions. Second, with respect to the precision in estimating the parameters that are common to both approaches, i.e., the strength of connections.

We apply our framework to estimate the US network of financial spillovers. To do this, we use monthly stock price data for all financial institutions listed from 1990 to 2014 on the S&P 500, including firms that have since gone defunct. We uncover four main results.

First, the empirical application reveals the defiances of the rolling window approach and the gains of adopting the time-varying parameter framework in the network context. Measures of connectivity and centrality computed under the rolling window approach are more volatile because of the approach’s high sensitivity to extreme observations. This
gives the impression that interconnectedness rose after the crisis, whereas the time-varying parameter framework reveals a gradual decrease to pre-crisis levels.

Second, at the individual institution level, the empirical application identifies some interesting cases. American International Group (AIG) was found to be the largest propagator of financial spillovers, highlighting the potential widespread influence its default could have caused. This result backs the Federal Reserve Bank’s decision to rescue AIG. Quite to the contrary, Bear Stearns did not play a major role in the propagation of spillovers but rather was very receptive of incoming spillovers. This could explain why its collapse did not represent a systemic event.

Third, we show that interconnectedness-based rankings, computed using the rolling window approach, are extremely volatile and unlikely to be useful for policy decisions. On the other hand, the time-varying parameter framework produces more stable rankings that could be appropriate for timely monitoring.

Fourth, we examine interconnectedness between the four financial sectors included in our study and find that banks and insurance companies were the largest contributors of financial spillovers. The real estate sector, composed primarily of real estate investment trusts, was the most influenced by these spillovers even though it was found to be also contributing in propagating spillovers at moderately high levels. The combination of these two factors could have enhanced the real estate sector’s role in distributing spillovers.

In the next section, we will briefly review the recent literature on financial interconnectedness measures and how this relates to our modelling choices. The remainder of the paper is then structured as follows. In Section III, we go through the estimation framework, partly reviewing the above-mentioned Granger causality approach. In Section IV, we illustrate the results of the simulation exercises and in Section V we discuss the empirical application. We draw our conclusions in Section VI.

II Literature Review

The greatest difficulty faced by research into financial interconnectedness and stability has been associated with data availability. Little data regarding bank cross-exposures is available, primarily because of banks’ confidentiality concerns. For this reason, part of the literature has focused on simulating the data using network models of contagion (e.g.,
Allen and Gale, 2000; Gai and Kapadia, 2010; Nier et al., 2007; Roukney et al., 2013) and agent-based models (e.g., Halaj et al., 2015; Giansante et al., 2012; Georg, 2013; Montagna and Kok, 2013).

Other studies have attempted to recover this data in various ways. Upper and Worms (2004) for example, had to impose the assumption that interbank loans and deposits are equally spread over banks to recover the network of German interbank exposures using balance sheet information. Minoiu et al. (2013) resort to a unique dataset of the Bank of International Settlements on cross-border financial flows intermediated by national banking systems. This data is country level, thus cannot allow bank-specific monitoring, and as it concerns flows rather than exposures, it provides more information on liquidity than actual contagion of losses.

Even if data on cross-exposures were available, it might not be sufficient to fully capture interconnectedness between banks. This is because banks can also be connected by off-balance sheet items, such as derivatives, or indirectly by common portfolio holdings (Langfield and Soramäki, 2014). These instruments can potentially have contagion effects far more severe than defaults on bilateral credit exposures. Moreover, concentrating solely on interbank exposures confines the analysis to depositary institutions, while neglecting important players in the financial system, such as brokers, insurers and real estate companies who are not part of this market.

In order to overcome such data limitations, a growing area of research with pioneering contributions from Billio et al. (2012), Diebold and Yılmaz (2014) and Hautsch et al. (2015), has turned to market data to recover measures of interconnectedness. These measures are based on the notion of forward-looking markets and the observed phenomenon of comovement in stock prices during times of crisis. The idea is that stock prices include all available information up to the most recent point in time. Then, given the network of contractual obligations, financial distress travelling from one financial institution to another should be reflected by comovement in stock prices.

The first studies to examine comovement in stock prices under a network perspective come from the field of econophysics. These studies showed that, by interpreting simple linear correlation as a Euclidean distance, it is possible to retrieve a network with a

\[2\] Boenot et al. (2013); Giglio et al. (2013); Nucera et al. (2015) analyse different market-based measures of interconnectedness and systemic risk.
meaningful economic taxonomy (Tumminello et al., 2010). That is to say, graphs, evidencing economically founded connections between companies, can be recovered using solely stock price data (Mantegna, 1998). These studies highlight the incredibly rich informational content of market data and support later studies on market-based measures of interconnectedness.

A subgroup of studies extends the above-mentioned literature on correlation networks. These studies investigate how to avoid the possibility of indirect connections appearing in the graph. The stock prices of two financial institutions may be correlated primarily because, for example, both institutions are influenced by a third. Some studies have chosen to use partial correlation measures to define the network of relations between financial institutions (e.g. Kenett et al., 2010). This approach can lead to dimensionality problems, which have been addressed in a variety of ways, among which LASSO-based techniques (Barigozzi and Brownlees, 2014; Demirer et al., 2015).

Both correlation and partial correlation are linear operators measuring the average relationship between two variables. Therefore, comovements that might exist in the extreme tails of stock prices, i.e., during exceptional circumstances, will only be partially captured by correlation. In order to measure connectedness during times of financial distress, when stock prices move far away from their mean, some studies have proposed to examine extreme tail dependence networks. Balla et al. (2014), Hautsch et al. (2014) and Peltonen et al. (2015), for example, show that interconnectedness measures based on tail dependence networks are good predictors of financial distress. Alternative non-linear measures have been proposed by Dungey et al. (2013) who used correlations between volatility shocks to measure interconnectedness in the U.S. economy.

One criticism that can be levelled at this line of literature is that correlation (or partial correlation) and extreme dependence are contemporaneous measures of comovement and as such are bidirectional. As a result, it is not possible to distinguish the influencing financial institution from the influenced (Fiedor, 2015). To address this issue, studies have turned to Granger causality, a directed measure of connectedness.

Granger causality, also known as Wiener-Granger causality after Wiener (1956) and Granger (1969), is a well known statistical technique used to infer causality between variables, based on the concepts of predictability and precedence. It has been adopted in a wide variety of fields ranging from macroeconomics (Croux and Reusens, 2013; Sims,
Especially within the natural sciences, the notion has been paired with graph theory to recover the causal network structure among a set of variables (Tam et al., 2013).

Recently, these techniques have also been applied in finance to estimate the network of spillovers between financial companies using stock market data. Billio et al. (2012), for example, analysed the interconnectedness of banks, brokers, hedge funds and insurers to find that interconnectedness had grown strongly since the 1990s and peaked during the financial crisis. Moreover, they found that banks and insurers have a more central role than hedge funds and brokers in the network. They ascribe this to the rise of a “shadow hedge-fund system” with banks and insurers taking on risks more appropriate for hedge funds.

As was explained in the introduction, a major issue with all the aforementioned studies is that the underlying connections that obtain among financial institutions plausibly vary over time, whereas the statistical measures adopted (whether correlation, tail-dependence or Granger causality) are designed for time-invariant connections. These studies examined the evolution of interconnectedness through time by applying the given statistical measures to subsequent windows of observations. As will become clear in the next section, this results in a trade-off whereby larger windows lead to greater precision but less flexibility.

In order to allow time-variation while avoiding the classical rolling windows approach, the evolution of connections over time must be modelled. We contribute to the existing literature by proposing an original empirical framework that preforms well in addressing this critical issue.

Two comparable approaches to ours have been recently proposed. The first is put forward Blasques et al. (2014) who estimate the time-varying dependence between European sovereign credit spreads with a lagged spacial model. In their case, the (spacial) network used is time-invariant and exogenously given by the BIS database. On the other hand, we propose a statistical framework for retrieving the underlying time-varying network from market data.

The second study, conducted by Adams et al. (2014), examines interconnectedness be-

---

These studies have implicitly assumed that information about distress connecting two financial institutions is impounded in prices with some delay (consistent with the lag structure of the Granger causal relationship).
tween four U.S. financial sectors (commercial banks, investment banks, hedge funds and insurance companies) by proposing a state-dependent sensitivity Value-at-Risk model. Compared to our model, connections between sectors are restricted to vary between three states according to whether the financial market is in a volatile, normal or tranquil condition.

III Methodology

As mentioned above, we base our framework for measuring interconnectedness on Granger causality testing as in Billio et al. (2012). We first go briefly through the classical approach to estimating networks by Granger causality testing. We then present our framework for estimating networks with time-varying connections.

III.A Estimating networks by canonical Granger causality

We define a static network graph by \( G = (V, E) \), where \( V \) represents the set of nodes (vertices) and \( E \) is the set of edges (connections). We denote the total number of nodes in the network by \( N = |V| \).

We allow any node \( i \in V \), to be endowed with a measurable and stationary time series of some observable attribute, \( x_i = \{x_{i,t}\}_{t=-p}^T \). In our study, nodes represent financial institutions, while the attribute associated with each node will be the stock return of the financial institution.\(^4\)

For any two nodes \( i, j \in V^2 \), we draw a directional edge \( i \rightarrow j \) if \( x_i \) causes \( x_j \) in the sense of Granger (1969). That is, \( x_i \) Granger causes \( x_j \) if the past of \( x_i \) can improve the in-sample forecast of \( x_j \) above and beyond the in-sample forecast based on the past of \( x_j \) alone.\(^5\)

Geweke (1982, 1984) operationalises the definition very succinctly. We can estimate the network by conditional Granger causality testing. This takes into account all variables in

\(^4\)We control for return autocorrelation in our empirical application.

\(^5\)Similarly, if \( x_j \) Granger causes \( x_i \), we draw an edge in the opposite direction, \( j \rightarrow i \). If \( x_j \) Granger causes \( x_i \) and \( x_i \) Granger causes \( x_j \) then there is a bi-directional edge, denoted \( i \leftrightarrow j \). If no Granger causality is found in neither direction, there is no edge between \( i \) and \( j \). Self edges are not allowed.
a VAR system:

\[ x_t = c + \sum_{s=1}^{p} B_s x_{t-s} + u_t, \]  

(1)

where \( B \) is \( N \times N \) matrix of coefficients and \( x_t = [x_{1t}, \ldots, x_{Nt}]' \). We assume the zero mean errors in \( u_t \) to be uncorrelated with \( x_{t-s}, s = 1 \ldots p \), and serially uncorrelated between themselves although they can be contemporaneously correlated.

By denoting the \((j,i)\) element of \( B \) by \( B_{s}^{(j,i)} \), the test for Granger causality from \( x_i \) to \( x_j \) is based on the null hypothesis that:

\[ H_0: B_1^{(j,i)} = B_2^{(j,i)} = \cdots = B_p^{(j,i)} = 0. \]  

(2)

This can be done using a Wald test by stacking all the coefficients \( c, B_1, \ldots, B_s \) in the vector \( B \) and rewriting equation (1) as

\[ x_t = X_t' B + u_t, \]  

(3)

where \( x_t = [x_{1t}, \ldots, x_{Nt}]' \) and \( X_t' = I_N \otimes [1, x_{t-1}', \ldots, x_{t-p}'] \).

Then, the null hypothesis defined in (2) reduces to

\[ H_0: \tilde{A}B = 0_{p \times 1}. \]  

(4)

where, \( \tilde{A} \) is a \( p \times N(1 + Np) \) matrix of zeros and ones placed in accordance to (2). By rearranging the elements of \( \tilde{A} \), we can test in the same way the opposite relation, \( j \rightarrow i \).

Conditional Granger causality can become unfeasible if the number of parameters to be estimated, \( N(1 + Np) \), exceeds the number of observations, \( T \). This is especially a problem when using the rolling window approach to capture time-varying relationships. As explained further below, the rolling windows reduces the number of degrees of freedom. Our approach is less susceptible to this dimensionality issue, because we exploit the whole length of observations.

In order to deal with the dimensionality issue, several studies have relied on pairwise Granger causality testing (e.g. Billio et al., 2012). Pairwise Granger causality testing between two variable \( x_i \) and \( x_j \) does not condition on other variables in the system. Then, rather than conducting the test on the full VAR given in (3), the network is estimated by
recursively testing Granger causality, for all pairs, \((i,j)\), on many bivariate VARs. This of course, is susceptible to omitted variable problems if there are indirect effects between variables in the system, e.g., if one variable is acting as a common cofactor.\(^6\)

### III.B Estimating networks with time-varying connections

The hypothesis given by equation (4) is conditional on all observations collected from the start of the sample up to period \(T\). If the direction of causality were to change within this time period, the test inference might be affected.

One possibility to account for such changes would be by performing the Granger causality test on a rolling window basis (as, for example, is done by Billio et al., 2012, or, with different techniques, by Diebold and Yilmaz, 2014 and Hautsch et al., 2014). This solution, however, introduces several other issues. First, by relying on shorter samples, rolling windows substantially reduce the degrees of freedom, which can be problematic when testing conditional Granger causality with a large VAR. Second, estimates based on rolling windows are susceptible to outliers, which leads to highly volatile indicators of interconnectedness. Third, the user is required to make an arbitrary decision about the appropriate window size. This decision could, to some extent, influence results because larger windows are associated with more precise inference at the cost of restricting the variability of estimates. Furthermore, Granger causality detected using rolling windows would have to be associated with a given point in time. It is not clear if this point in time should be the end of the window, the middle, or the beginning, as different conventions can be used.\(^7\)

We parallel the Granger causality test in a time-varying parameter setting. In order to do so, we rewrite the unrestricted regression, given in equation (1), as

\[
x_t = X_t'B_t + u_t \quad u_t, \sim N(0, R),\tag{5}
\]

where \(u_t\) is now assumed to be normally distributed with zero mean and variance \(R\).

Now the coefficients relating any two nodes can vary through time, meaning that the

---

\(^6\)In particular, pairwise testing will generally overestimate the number of connections. This is because it will include indirect effects between nodes (Ahelegbey et al., 2015).

\(^7\)Generally, rolling window estimates are one-sided backward looking, that is, they are associated with the end of the window. We keep this convention throughout the rest of the paper.
strength of the connection linking any two nodes can also vary. Moreover, time-varying parameters can allow for the connection to even disappear completely and then reappear.

The hypothesis of a connection, from nodes \( j \) to node \( i \), existing at time \( t \) is then,

\[
H_{0,t} : \tilde{A}_t B_t = 0_{p \times 1}. \tag{6}
\]

where \( \tilde{A} \) is defined as for (4).

In order to test this hypothesis, we adopt Bayesian techniques for estimating (5) using the Kalman filter and smoother.\(^8\)

Equation (5) can be interpreted as the measurement equation of a state space model. As is done in the macroeconomic literature (e.g., Cogley and Sargent, 2005; D’Agostino et al., 2013; Primiceri, 2005), we let parameters evolve according to a driftless random walk. The state equation of the model is thus,

\[
B_{t+1} = B_t + v_{t+1}, \quad v_t, \sim \mathcal{N}(0, Q), \tag{7}
\]

where we assume that \( \epsilon_t \) and \( v_s \) are independent at all \( t \) and \( s \).

It is worth mentioning the general implications of the above assumption for our framework of assessing time-varying connections in a network.

First, equation (7) entails that changes in the direction of causality occur smoothly. It seems natural that connections between financial institutions evolve gradually rather than in sharp breaks. As explained in the introduction, these connections are given by several layers of contractual obligations between companies. These range from cross-exposures to common portfolio holding and shared derivative contracts. It makes sense that the status of these connections emerge gradually from the behaviour of agents, rather than bursting suddenly.

Second, the transition equation assumes that all shifts in parameters are permanent. That is, once change has occurred it is not reversible to the old state, and the new state is expected to hold forever. This is in stark contrast to alternative models of Granger causality that assume Markov-switching regimes (e.g., Psaradakis et al., 2005; Lo and Piger, 2005). Here, states transition back and forth between two outcomes (unless one of

---

\(^8\)Non-Bayesian techniques, such as those developed by Alj et al. (2014), can also be adopted but can lead to identifiability issues in large systems, with a large number of parameters to estimate.
the states is absorbing). If the transition probability is constant, the effect that is forecast will be a weighted average of the two states.

The random walk specification offers greater flexibility because it does not limit changes to a restricted number of states. It is well known that Markov-switching models do particularly well if the underlying process has sharp breaks, but not so well if this is not the case. Baumeister and Peersman (2013) show, by simulations, that a time-varying parameters model with random walk dynamics does fairly well even if the true underlying process is Markov-switching.

Finally, the model in equation (5) is run in a VAR framework. Some studies from the macro literature choose to impose a stability condition so as to exclude explosive paths for $B_t$. This is done by assuming that the probability density of $B_t$ takes a value of zero when the roots of the VAR polynomial are inside the unit circle. Others, such as Primiceri (2005), do not include this condition, because they assume that the model holds for a finite period of time and not forever. Given that we expect a VAR model on stock returns to have small coefficients (in absolute terms), we follow Primiceri (2005) and do not impose a stability condition.

### III.C Inference

The model is estimated by simulating the posterior distribution of the parameters as in the Bayesian tradition. Given conditionally conjugate priors, the posterior conditional distribution of the states is normal. We retrieve a sample of the joint posterior probability of the parameters by using the Markov chain Monte Carlo (MCMC) algorithm proposed by Carter and Kohn (1994). An overview of the prior specification and the sampling algorithm are given, respectively, in Appendix A and Appendix B.

The sampling algorithm relies on the Kalman filter and smoother to update the conditional means and variances of the states, meaning that the whole sample of data is used for estimation. In turn, this means that the time dependent hypothesis given in equation (6) is tested conditionally on all the observations observed up to period $T$. We find that this is an informationally more efficient approach than is recursive testing by rolling windows.

---

A random walk process hits any upper or lower bound with probability one.
In the Bayesian tradition, hypothesis testing is done by Bayes factor. This gives the odds in favor of the restricted model, implied by the null hypothesis given in equation (6), against the unrestricted model, given by equations (5) and (7). From the Bayes factor we can then retrieve the implied probability, for every point in time $t$, that equation (6) holds (see Kass and Raftery, 1995).

To do so, we first collect the history of the state parameter $B_t$ up to period $T$ in a vector $B_T$. Denote by $\Psi$ all parameters except the states $B_T$ that is, $R$, $Q$ and given hyperparameters governing the priors. Then Bayes factor can be written as:

$$K = \frac{p(x^T | M_0)}{p(x^T | M_1)} = \int \int p(B^T, \Psi | M_0) p(x^T | B^T, \Psi, M_0) dB^T d\Psi$$

(8)

where $M_0$ refers to the restricted model imposed under the null hypothesis given in equation (6) and $M_1$ refers to the unrestricted alternative.

We follow Koop et al. (2010) who show a convenient way of calculating Bayes factor by the Savage-Dickey density ratio (SDDR).\footnote{The proof for the Savage-Dickey density ratio is given in Verdinelli and Wasserman (1995).}

Let $A$ be a $p \times TN(1+np)$ matrix of zeros with ones placed appropriately such that $AB^T = 0_{p\times 1}$ corresponds to the restrictions specified in equation (6). That is, $AB^T$ sets cross-parameters, relating $x_i$ with $x_j$ at time $t$, to zero and leaves all remaining parameters unrestricted.\footnote{If we are conducting the pairwise recursive testing with a bivariate VAR, $A$ would be a $p \times 2T(1+2p)$ matrix.}

Then under the assumption that

$$p(\Psi | AB^T = 0_{p\times 1}) = p_0(\Psi)$$

(9)

Bayes factor will be given by the SDDR,

$$K = \frac{p(AB^T = 0_{p\times 1} | x^T)}{p(AB^T = 0_{p\times 1})}.$$  

(10)

The assumption given by equation (9) requires the prior for $\Psi$ in the restricted model, $p_0(\Psi)$, to be the same as the prior in the unrestricted model evaluated at the point where the restriction holds, $p(AB^T = 0_{p\times 1} | x^T)$. This is amply satisfied if the same prior is used in the restricted and unrestricted model for the parameters that are common to both
models.

As explained by Koop et al. (2010), an estimate of the nominator in equation (10) can be calculated using the simulations from the conditional posterior $p(B^T | x^T, \Psi)$. Given a conjugate Normal conditional prior for $B_t$, the conditional posterior is known to have a Normal distribution. In turn, this implies that $p(AB^T = 0_{p \times 1} | x^T, \Psi)$ is also Normal. By simulating from $p(AB^T = 0_{p \times 1} | x^T, \Psi)$ using a Gibbs sampler and averaging across draws, we obtain an estimate of the posterior probability that the null hypothesis holds, $\hat{p}(AB^T = 0_{p \times 1} | x^T)$. Similarly, the denominator can be simulated by using a sequential sampler on the conditional priors $p(AB^T | \Psi)$, and calculating the average across all draws, $\hat{p}(AB^T = 0_{p \times 1})$.

The estimated Bayes factor $\hat{K}$ gives us the odds that the null hypothesis of no connection at time $t$ holds. The implied probability is then just $\hat{K}/(1+\hat{K})$. This can be subjected to a threshold to make the decision whether to accept or reject the null hypothesis.

Unlike classical frequentist testing, Bayes factor weighs evidence in favor of $M_0$ and $M_1$ equally. Effectively, the threshold is a filtering mechanism and a higher threshold leads to a more dense network with more links. For our simulation exercises and for the empirical application, we make use of a neutral threshold of 50%.

In additional results not shown here, we have repeated our analysis using different thresholds. We have also looked at the possibility of using $1 - \hat{K}/(1+\hat{K})$ as the weight associated with the given directed link. This is the probability of having a link at period $t$. The conclusions from these additional results are in line with those shown in the rest of the paper and are available upon request to the authors.

IV Simulations

In a series of simulation exercises, we assessed the ability of our time-varying framework to infer the small causal network given in Figure 1. A similar exercise was conducted by Seth (2010) using the same network. We chose this particular network because it is sparse and sparsity is an observed attribute of financial networks.\footnote{The interested reader may refer to Barigozzi and Brownlees (2014) for an in-depth discussion on sparse networks in finance.}
The network’s underlying system is given by

\[
\begin{align*}
    x_{1,t} &= \alpha_{1,t} + \phi_{1,t} x_{1,t-1} + \epsilon_{1,t} \\
    x_{2,t} &= \alpha_{2,t} + \phi_{2,t} x_{2,t-1} + \beta_{2,1,t} x_{1,t-1} + \epsilon_{2,t} \\
    x_{3,t} &= \alpha_{3,t} + \phi_{3,t} x_{3,t-1} + \beta_{3,1,t} x_{1,t-1} + \epsilon_{3,t} \\
    x_{4,t} &= \alpha_{4,t} + \phi_{4,t} x_{4,t-1} + \beta_{4,1,t} x_{1,t-1} + \beta_{4,5,t} x_{5,t-1} + \epsilon_{4,t} \\
    x_{5,t} &= \alpha_{5,t} + \phi_{5,t} x_{5,t-1} + \beta_{5,4,t} x_{4,t-1} + \epsilon_{5,t}
\end{align*}
\]

where, \([\epsilon_{1,t} \ldots \epsilon_{5,t}]' = \epsilon_t \sim \mathcal{N}(0, \Omega)\) and \(\Omega = \tau I_5\) where \(\tau\) was set to 0.01. We chose to limit the autoregressive component of the process to one lag, as is done by Barigozzi and Brownlees (2014), so as to keep the simulation exercises computationally manageable.

We performed three different experiments in which the model parameters were allowed to vary according to the following processes:

1. Deterministic fixed constants drawn, at the beginning of each simulation, from a standard uniform distribution.

2. Markov switching between 0 and a random constant drawn, at the beginning of each simulation, from a standard uniform distribution.

3. Smoothly time-varying, according to a unit root process.

For each experiment, we ran 100 simulations each of which involved \(T = 300\) time periods after “burning” the first 1000.\(^{13}\)

We ran our framework so as to infer all possible connections between variables. Parallel pairwise and conditional Granger causality, this was done in two alternative ways: 1) by recursively using a bivariate VAR between every pair of variables, and 2) by running the full VAR and testing connections conditional on all variables of the system. For means of comparison, we also carried out the same simulation exercises, using the classical approach of Granger causality testing (pairwise and conditional) over rolling windows. For this, we set the level of significance of the tests to 5%.

\(^{13}\)A burn-in was not used for the third experiment because such a long time period (1300 observations) would not withstand the stability condition easily.
We assessed the performance of our framework with respect to three standard measures: the mean-squared error (MSE) of the regression parameter estimates, the receiver-operator characteristic (ROC) curve and the precision-recall (PR) curve. We outline how each measure is computed below.

The MSE of the regression parameter estimates is found by taking the sum, across all time periods, of the squared difference between the estimated regression parameters and the true parameters. This sum is then averaged across all simulations. The formula for the MSE of the cross-parameters $\beta_{i,j,t}$ is given by

$$MSE_{C}^{TVP} = \sum_{(i,j) \in C} \frac{\sum_{t=1}^{T} (\hat{\beta}_{i,j,t}^{TVP} - \beta_{i,j,t})^2}{T},$$  \hspace{1cm} (11)$$

where $C = \{(2, 1), (3, 4), (3, 5), (4, 1), (4, 5), (5, 4)\}$.

For the classical Granger causality approach, parameters are estimated by ordinary least squares (OLS) over rolling windows of size $w(s)$. Then the MSE is calculated as

$$MSE_{C,w(s)}^{RW} = \sum_{(i,j) \in C} \frac{\sum_{t=w(s)+1}^{T} (\hat{\beta}_{i,j,t}^{RW} - \beta_{i,j,t})^2}{(T - w(s))},$$  \hspace{1cm} (12)$$

where $w = [20, 30, \ldots, 200]'$ is the vector of rolling window sizes used to compute estimates. The step size for the rolling window calculation is set to 1.

To allow a fairer comparison between $MSE^{RW}$ and the $MSE_{C}^{TVP}$ across the same time periods, we look at

$$MSE_{C,w(s)}^{TVP} = \sum_{(i,j) \in C} \frac{\sum_{t=w(s)+1}^{T} (\hat{\beta}_{i,j,t}^{TVP} - \beta_{i,j,t})^2}{(T - w(s))},$$  \hspace{1cm} (13)$$

The cross-parameters can be interpreted as the strength of the connection between two nodes. The larger is $\beta_{i,j,t}$, the stronger is the influence of node $j$ on node $i$ in period $t$. Having a precise estimate of the cross-parameter is not only important to determine if a link exists or not. It is also important if we are interested in determining the strength of the financial spillover between institutions.\(^{14}\)

\(^{14}\)Moreover, $\beta_{i,j,t}$ can be interpreted as a weight on the link and used to construct an alternative weighted network, one based on connection strength rather than, as mentioned in the preceding section, the implied probability of a connection existing. In this sense, a low MSE would imply a more precise estimated network.
We also compared the performance of our time-varying parameter framework with that of the classical Granger causality approach, by means of the (ROC) and (PR) curves.

The ROC curve plots the true positive rate (TPR) against the false positive rate (FPR). In our case, a positive refers to the existence of a connection between the two nodes in question. Then the TPR is the ratio of the number of correctly estimated connections to the number of existing connections. On the other hand, the FPR is the ratio of incorrectly estimated connections to the number of non-existing connections. A high performing test would combine low FPR with high TPR and therefore have a ROC curve in the upper-left corner of the chart.

For time-varying parameter estimation, the ROC curve was calculated using the implied probability from the estimated Bayes factor (as was explained in Section III.C), whereas for the classical Granger causality approach, the p-value was used. All possible connections were tested and results were aggregated over all time periods and across all simulations.

The PR curve plots the precision, also known as the positive predictive value, against the recall, i.e., the TPR. The precision is the fraction of correctly classified positives, i.e., the ratio of connections correctly inferred to the total number of connections inferred. There exists a one-to-one relationship between the ROC and precision-recall curve. If for a given experiment a curve dominates in ROC space, then it will also dominate in precision-recall space (Davis and Goadrich, 2006). However, looking at the PR curve can provide additional insight in situations like ours, where the number of negatives exceeds by far the number of positives. A high performing test would combine high precision with high TPR and therefore have a PR curve in the upper-right corner of the chart.

IV.A Experiment 1

The case in which parameters are constant through time corresponds to time-invariant connections. The causal network then corresponds exactly to Figure 1 for all periods \( t \in (1, 300) \). The direction and strength of the relationship between any two nodes does not change throughout the 300 time periods simulated.\(^{16}\)

\(^{15}\)Even in the constant case, when all connections in our toy-network are present, we only have six connections out of a total of \( N^2 - N = 5^2 - 5 = 20 \) possible connections.

\(^{16}\)Note however, that the strength of the relationship varies between simulations.
For the first experiment, we fix all regression parameters to constants drawn at the beginning of each simulation.

\[ \alpha_{i,t} = a_i, \quad \phi_{i,t} = f_i, \quad \beta_{i,j,t} = b_{i,j}, \quad \forall t \in [0, T], \] (14)

where we draw parameters from a standard uniform distribution at the beginning of each simulation, \( a_i, f_i, b_{i,j} \sim U(0, 1)^3 \) for \( i = 1, \ldots, 5 \) and \( (i, j) \in C \).

Before launching the burn-in, we checked the stability of the system by making sure the largest eigenvalue of the VAR representation of the system was within the unit circle. If this was not the case, we re-drew all parameters simultaneously until an appropriate draw was found. This ensures stationarity of the variables and avoids explosive processes.

[ FIGURE 2 ABOUT HERE]

The left panel of Figure 2 shows \( MSE_{w(s)}^{RW} \) (light dashed) and \( MSE_{w(s)}^{TVP} \) (bold solid). Notice that \( MSE_{w(s)}^{RW} \) is downward sloping in window size. This is expected because larger windows lead to more precise estimates at the expense of less variability. Since the underlying parameters are constant, \( MSE_{w(s)}^{RW} \) decreases quickly with the window size. \( MSE_{w(s)}^{TVP} \) does not possess this downward sloping property because the time-varying parameter estimation is an ex-post procedure. This means that the whole length of the sample is used for estimation, unlike the rolling window approach.

Results show that the time-varying framework performs better than the classical rolling window approach, whether estimation is pairwise (top-left chart) or conditional on the other variables of the system (bottom-left chart). The time-varying parameter framework does well because the Kalman filter and smoother, used for the sampling algorithms, find the best fit with the minimum predictive variance. Even when large rolling windows are used (above 100 observations) the time-varying parameter framework performs comparably well to the classical approach.

We report the performance of our time-varying parameter framework in terms of ROC and PR curves, respectively given in the middle and right panels of Figure 2 (bold solid). We also show the ROC and PR curves associated with the classical Granger causality approach (light dashed) estimated by rolling windows of size 200.\textsuperscript{17} This corresponds to

\textsuperscript{17}ROC and PR curves calculated at other window sizes have been omitted for space concerns but are available from the authors upon request.
two-thirds of the observations in each simulation. It was also one of the best performing window sizes across all three experiments.

The ROC curve for pairwise estimation (top-middle chart) shows that time-varying parameter testing performs comparably well compared to the classical approach with rolling windows. In particular, it does slightly better than the classical approach at low combinations of FPR and TPR, whereas it performs slightly worse at higher combinations of the two. On the other hand, the classical approach with rolling windows appears to perform consistently better than the time-varying parameter approach when testing conditional relationships (bottom-middle chart).

In terms of the PR curve, pairwise time-varying testing does well at combinations with high precision and low recall (upper-right chart). Here the curve associated with time-varying parameters (bold solid) is above that associated with the classical rolling windows approach (light dashed). However, at higher combinations of precision and recall, the two approaches perform similarly, with the PR curve for the classical approach slightly above the time-varying counterpart. As was found for the ROC curve, the PR curve also shows that the time-varying parameter approach performs almost uniformly worse in conditional testing (lower-right chart).

IV.B Experiment 2

For the second experiment, the cross coefficients, $\beta_{i,j,t}$ with subscripts $\langle i,j \rangle \in C$, of the system outlined above were assumed to follow a switching process defined as

$$
\beta_{i,j,t} = \begin{cases} 
0 & s_{ij}^t = 0 \\
 b_{i,j} & s_{ij}^t = 1 
\end{cases}
$$

where $b_{i,j}$ is drawn at the start of the simulation from a standard uniform distribution.

As in the first experiment, the intercept terms $\alpha_{i,t}$ and autoregressive coefficients $\phi_{i,t}$ were drawn from a standard uniform distribution at the beginning of each simulation and were assumed to be constant through time.
Let $s_{ij}^t$ follow a first order Markov chain with the following transition matrix:

$$
P = \begin{bmatrix}
\mathbb{P}(s_{ij}^t = 0 \mid s_{ij}^{t-1} = 0) & \mathbb{P}(s_{ij}^t = 1 \mid s_{ij}^{t-1} = 0) \\
\mathbb{P}(s_{ij}^t = 0 \mid s_{ij}^{t-1} = 1) & \mathbb{P}(s_{ij}^t = 1 \mid s_{ij}^{t-1} = 1)
\end{bmatrix} = \begin{bmatrix}
p_{00} & p_{10} \\
p_{01} & p_{11}
\end{bmatrix}
$$

where we set $p_{00} = 0.95$ and $p_{11} = 0.90$.

Effectively, the transition matrix holds the probabilities of a link appearing and disappearing between any two nodes $i, j \in C$. In the matrix, $p_{00}$ is the probability of no link occurring between two nodes at time $t$, given that the two nodes were disconnected at time $t - 1$. Similarly, $p_{11}$ represents the probability of there being a link between two nodes at $t$, given that these two nodes were already connected at $t - 1$.\(^{18}\)

[FIGURE 3 ABOUT HERE]

The top-left and bottom-left charts of Figure 3 show the MSE for estimates found by, respectively, pairwise recursive bivariate VARs estimation and full conditional VAR estimation. Results show that estimation using the time-varying parameter framework is more precise, especially when compared to Granger causality testing carried out with small sized windows. This confirms the Monte Carlo simulation results of Baumeister and Peersman (2013).

The ROC curves in the top-middle and bottom-middle charts of Figure 3 highlight the gain obtained by using the time-varying parameter framework for detecting connections. For pairwise testing, which is done by recursively running bivariate VARs between all pairs of variables, the ROC curve lies completely above the corresponding curve for classical Granger causality testing with rolling windows of size 200. Although less pronounced, one can notice a similar improvement in detecting connections even when estimating conditional connections using the complete VAR with all five variables included.

Similarly, the PR curves (top-right and bottom-right charts of Figure 3) show substantial improvements using the time-varying parameter framework when testing connections pairwisely. In the case of conditional testing, the PR curve associated with the time-varying parameter framework appears above the corresponding curve for classical testing in areas of the chart with low recall, while it lies slightly below for areas with higher

\(^{18}\)Again, when simulating the parameters, the stability condition was checked such that the system would not allow for explosive processes.
recall. This indicates that, in this case, our framework performs better when the network is sparse.

IV.C Experiment 3

For the third experiment, the parameters of the system were allowed to evolve according to the following random walk process,

\[
\alpha_{i,t+1} = \alpha_{i,t} + v_{\alpha_{i,t}}^{\alpha_{i,t+1}} \\
\phi_{i,t+1} = \phi_{i,t} + v_{\phi_{i,t}}^{\phi_{i,t+1}} \\
\beta_{i,j,t+1} = \beta_{i,j,t} + v_{\beta_{i,j,t}}^{\beta_{i,t+1}},
\]

where, \( v_{i,t} = [v_{\alpha_{i,t}}, v_{\phi_{i,t}}, v_{\beta_{i,t}}]' \) and \( v_{i,t} \sim \mathcal{N}(0, \Gamma) \). In turn, the variance of the parameters was set to

\[
\Gamma = q^2 \times \begin{pmatrix}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 3
\end{pmatrix}
\]

where, \( q^2 = 0.0002 \).

The variance of the parameters was set such that cross coefficients would be more variable than the autoregressive parameters and, in turn, the autoregressive parameters would be more variable than the intercept terms.\(^{19}\)

\[ \text{[FIGURE 4 ABOUT HERE]} \]

As can be noticed from the top-left and bottom-left charts in Figure 4, the time-varying parameters approach results in more precise parameter estimates, in terms of MSE, than the classical approach using rolling windows. Notice that, quite contrary to what was found in Experiment 1, the precision of the classical approach does not increase with window size. Rather, gains from using larger windows reverse for windows of more than 60 observations, showing that precision actually worsens when windows are too large. This highlights the trade-off between higher confidence but less flexibility given by larger windows. The effect is stronger when the network is estimated by recursive

\(^{19}\)As in the preceding two experiments, when simulating the parameters of the system, unstable simulations were discarded.
pairwise testing using bivariate VARs, but is still present even when the full VAR is used for conditional testing.

In terms of ROC curves, shown in the top-middle and bottom-middle charts, the curve referring to the time-varying parameters approach lies completely above the one referring to classical Granger causality testing by rolling windows of size 200.\textsuperscript{20}

The same result was obtained for the PR curves shown in the top-right and bottom-right charts. Here we notice that there is not much gain from using pairwise testing with recursive bivariate VARs rather than conditional testing with the full VAR. On the other hand, in the classical approach, we see that using conditional testing leads to a higher PR curve. However, this curve continues to remain below the curve associated with the time-varying parameter framework meaning that our framework is better at detecting connections across all combinations of precision and recall.

These results, together with those from Experiment 1 and 2, show that our proposed framework provides better estimates and better inference on connections when the true underlying process is changing through time. Our framework performs well whether these changes are abrupt or smooth. On the other hand, when the underlying process is constant, our framework performs slightly worse (but in some cases just as well) as the classical approach.

V Empirical application

The empirical application consists in estimating time-varying interconnectedness of the financial network using stock market data. Several studies have looked at this issue by adopting a rolling window approach (e.g. Billio et al., 2012; Diebold and Yilmaz, 2014; Hautsch et al., 2014). Our exercise is complementary as we apply our time-varying parameter VAR framework to retrieve a completely dynamic network. Moreover, we propose a solution for dealing with appearing and disappearing nodes, which in this case represent firms that cease to exist because of a merger or because of bankruptcy.

\textsuperscript{20}The results continue to hold for other window sizes.
V.A Data and Method

We selected financial institutions with Standard Industrial Classification (SIC) codes from 6000 to 6799 that were components of the S&P 500 from January 1990 to December 2014. For these companies we collected the stock price at monthly close from Thomson Reuters Eikon for the same time period. Initially the sample contained 182 firms but was reduced to 155 after constraining our analysis to stocks with at least 36 monthly observations. Table 1 shows the financial institutions included in the final sample.

The sample can be further subdivided into four sectors based on the SIC code of the companies. These were identified as banks (SIC codes 6000 to 6199), broker/dealers (SIC codes 6200 to 6299), insurers (SIC codes 6300 to 6499) and real estate companies (SIC codes 6500 and 6799). The final sample included 71 banks, 21 brokers/dealers, 40 insurers and 23 real estate companies.

We searched through each company’s history using Factiva to retrieve dates of important events such as acquisitions, mergers or bankruptcy filings. This allowed us to understand why some stock price series were shorter than the whole sample, whether this was because of missing values or of some inherent event. We noticed some companies would inherit the stock price history of an older company as result of a merger. In these cases, in order to avoid multicollinearity problems, we dropped the stock price that the newer company had in common with the older company.

We define monthly stock returns for company $i$ at month $t$ as

$$r_{i,t} = \log p_{i,t} - \log p_{i,t-1}, \quad (17)$$

where $p_{i,t}$ is the stock price of company $i$ at the end of month $t$. The monthly frequency makes it possible to reduce the amount of noise in the data. Data at the intra-daily or even daily frequency reveals a higher number of linkages, because stocks are more susceptible to market shocks that lead to a higher degree of co-movement.

In a second step we degarched stock returns, as is done by Billio et al. (2012), in order to control for heteroskedasticity. The standardised series used is then denoted by

$$\tilde{r}_{i,t} = r_{i,t}/\sigma_{i,t}, \quad (18)$$
where $\hat{\sigma}_{i,t}$ is the estimated according to GARCH(1,1) for every stock in our sample.

Our sample is unbalanced, with several stock time series substantially shorter than the complete sample period. This is due to mergers and bankruptcies. Effectively, when these events occur, it is as if the concerned nodes disappear. In order to deal with such issues, we adopted an approach that can account for time-varying nodes as well as time-varying connections.

We did this by making use of pairwise time-varying connectivity. For each pair, we estimated a bivariate time-varying VAR with one lag, taking into account the longest common time period of available data between any given pair. Using the posterior simulation algorithm described in Appendix A.2 (with 7000 draws, discarding the first 1000 and thinning every 5 draws), we estimate Bayes factor relating to the null hypothesis of no connection between the pair of financial institutions at a given time period (as explained in Section III.C). We then use a cut off threshold of 50% to make the decision of whether a connection exists at a given point in time between the pair.

V.B Network measures of connectivity, centrality and stability

In order to analyse the estimated time-varying network we study a set of centrality and connectivity measures.

To study the importance of individual firms in terms of interconnectedness, we computed their degree centrality measures. These give you an indication of importance of a given institution within the network. Since the network is directed, we can measure both the in-degree centrality as well as the out-degree centrality, respectively given by:

\[
\text{In-Degree}_{i,t} = \frac{1}{(N_t - 1)} \sum_{j \neq i} (j \to i), \quad \text{Out-Degree}_{i,t} = \frac{1}{(N_t - 1)} \sum_{j \neq i} (i \to j)
\]

In-degree measures the number of incoming connections of firm $i$ as a ratio of all possible incoming connections. Effectively, it is the number of firms affecting firm $i$’s stock price. Therefore, it is a measure of firm vulnerability to stock spillovers.

Out-degree measures the number of outgoing links of firm $i$ as a ratio of all possible outgoing links. Thus, a firm with many outgoing connections is influencing many of

\[21\] According to the BIC criterion, one lag was found to be the most appropriate lag specification for most stock returns.
its neighbours, making it a propagator of spillovers. As suggested by Hautsch et al.
(2014), such financial institutions should be monitored closely because they are highly
interconnected and potentially drivers of systemic risk.

We can rank institutions according to their in-degree and out-degree centrality, in
order to get a sense of which institutions are most important in terms of incoming and
outgoing linkages. Let $Z_{i,t}^{in}$ be the ordinal ranking of institution $i$ at time $t$ in terms of
in-degree. Similarly, let $Z_{i,t}^{out}$ be its position in the out-degree ranking.

These rankings can potentially be used for monitoring purposes and to take preventive
policy actions. For example, the Financial Stability Board (FSB) ranks financial insti-
tutions according to their systemic importance and uses this ranking to determine their
additional loss absorbency requirements.\textsuperscript{22} The rankings drawn by the FSB are not only
based on interconnectedness but on other determinants of systemic risk such as size and
leverage. Nonetheless, it is of interest to study the ranking recovered from our measure
of interconnectedness based on degree-centrality.

In particular, Dungey et al. (2013) and Danielsson et al. (2015) argue that the usefulness
of rankings is severely limited if these are prone to frequent, drastic changes that lead
to unmotivated excessive alarm. In an attempt to assess this for the rankings produced
by the time-varying framework and the classical rolling window approach, we developed
a series of stability measures.

We computed the \textit{quadratic} ranking stability measure as

$$SI_Q^{in} = \sqrt{\frac{T}{N_t(T - 1)} \sum_{t=2}^{T} \sum_{i=1}^{N_t} \left( Z_{i,t}^{in} - Z_{i,t-1}^{in} \right)^2}$$

$$SI_Q^{out} = \sqrt{\frac{T}{N_t(T - 1)} \sum_{t=2}^{T} \sum_{i=1}^{N_t} \left( Z_{i,t}^{out} - Z_{i,t-1}^{out} \right)^2}$$

Similarly, we construct the \textit{absolute} stability measure as

$$SI_A^{in} = \frac{T}{N_t(T - 1)} \sum_{t=2}^{T} \sum_{i=1}^{N_t} | Z_{i,t}^{in} - Z_{i,t-1}^{in} |$$

$$SI_A^{out} = \frac{T}{N_t(T - 1)} \sum_{t=2}^{T} \sum_{i=1}^{N_t} | Z_{i,t}^{out} - Z_{i,t-1}^{out} |$$

The above-mentioned stability measures are calculated to grasp the suitability, from
a policy perspective, of rankings based on degree-centrality. As additional measures of
stability, we also computed the average percentage of firms that kept their position in the

\textsuperscript{22}Additional loss absorbency requirements will phase in starting in January 2016 with full implemen-
tation by January 2019 (see Financial Stability Board, 2011).
ranking between adjacent time periods and average changes in the *composition* of the top 10 and top 20 firms in rankings.

In terms of overall connectivity of the network, we computed the network density measure. This is the number of connections inferred at time $t$ as a ratio of all possible connections and is given by

$$\text{Density}_t = \frac{1}{N_t(N_t - 1)} \sum_{i=1}^{N_t} \sum_{j \neq i} (i \rightarrow j),$$ \hspace{1cm} (19)$$

where $N_t$ is the number of nodes present in the network at time $t$.\textsuperscript{23} By measuring the total number of connections between all firms, this measure captures the level of integration of the financial system.

In order to study connectivity at the sectorial level, we computed inter-sectorial degree measures between every pair of sectors $(m, n) \in \{\text{Banks, Brokers, Insurance, Real Estate}\}^2$:

$$\text{Inter-Sector-Degree}_{m \rightarrow n,t} = \frac{1}{N_{m,t}(N_{n,t} - 1)} \sum_{i=1}^{N_{m,t}} \sum_{i \neq j} (i | m) \rightarrow (j | m),$$ \hspace{1cm} (20)$$

where $(i | m)$ denotes node $i$ belonging to sector $m$ and $N_{m,t}$ denotes the number of nodes belonging to sector $m$ in period $t$. The measure conveys the level of integration between two sectors and in particular, the proportion of financial spillovers from one sector to another.

In a similar manner we computed the intra-sectorial degree as proportion of connections between all firms of a given sector:

$$\text{Intra-Sector-Degree}_{m,t} = \frac{1}{N_{m,t}(N_{m,t} - 1)} \sum_{i=1}^{N_{m,t}} \sum_{i \neq j} (i | m) \rightarrow (j | n).$$ \hspace{1cm} (21)$$

The measure quantifies the extent to which firms are financially integrated with the other firms in their given sector.

\textsuperscript{23}Billio et al. (2012) refer to this measure as the Granger causal density.
V.C Interconnectedness of US financial institutions

We first compare the degree centrality measures found using our time-varying parameter framework to those found using the classical Granger causality approach with rolling windows. We then proceed to analyse the degree centrality for a set of selected companies.

Table 2 shows several summary statistics regarding the in- and out-degree centrality measures, computed under the two approaches, across the firms of the four financial sectors examined. The first noticeable feature is that the centrality measures computed using the time-varying parameter framework are less volatile than the centrality measures computed using the rolling window approach. The reason for this will become clearer further down, when we examine the firms’ centrality measures individually.

Table 2 also highlights some interesting patterns regarding the financial sectors analysed in our sample. We can notice that the most interconnected sector in terms of out-degree was the banking sector. This sector is composed of several large commercial banks as well as depository institutions. The most interconnected sector in terms of in-degree was the real estate sector. This sector primarily groups real estate investment trusts. The same sector also has a high out-degree, which highlights the importance of these institutions in terms of propagating financial spillovers.

We selected individual companies from the FSB’s list of systemically important financial institutions and systemically important insurers in order to examine the evolution of their degree centrality through time. Figures 5 to Figure 8 depict, respectively, the in- and out-degree of companies in our sample that were identified by the FSB as systemically important financial institutions and as systemically important insurers.

The measures computed from our time-varying parameter framework are shown in bold solid; whereas the light dashed lines depict those computed from the rolling window approach.

By visually inspecting each sub-figure, we can immediately notice that the two methodologies examined, the time-varying parameter framework and rolling window approach,
produce very different pictures. In particular, the degree centrality measures computed from the rolling windows approach appear more volatile, corroborating the results of Table 2. Moreover, in several subfigures, such as those relating to the out-degree of Goldman Sachs and Morgan Stanley (Figure 6) and of American International Group (AIG, Figure 8) or the in-degree of Prudential Financial (Figure 7) show a drop in centrality occurring simultaneously in October 2011.

This drop in the degree centrality is artificially created by the rolling window approach. It does not appear when our time-varying parameter framework is used to calculate the centrality measures. The drop occurs exactly 36 months after the September 2008, the peak of the financial crisis. In October 2011, when the observations relating to the financial crisis exit the rolling window, the Granger causality approach picks up a strong decrease in the interconnectedness of these financial institutions. By shortening the window size or increasing it, the drop will occur sooner or after. This is one of the limitations of the rolling window approach mentioned earlier.

For AIG, for example, out-degree rose dramatically for during the financial crisis when it was essentially bailed out by the Federal Reserve Bank to avoid its collapse. However, the increase in out-degree began long before the financial crisis, as we can notice it had started rising substantially by end of 2005. On the other hand, the out-degree calculated using the classical rolling window approach gives a measure that jumps suddenly in September 2008 and falls drastically exactly 36 months later.

In addition to highlighting the limitations of the rolling window approach, the degree centrality figures reveal some interesting patterns in the interconnectedness of financial institutions identified as systemically important by the FSB. We can identify the role of these institutions, in terms of interconnectedness, prior and after the crisis.

Figure 5 shows that Bank of New York Mellon and JP Morgan Chase were large absorbers of financial shocks during and after the crisis. On the other hand, Figure 6 shows Goldman Sachs, Morgan Stanley and State Street had a very high outgoing connectivity especially around the crisis. This concurs with the findings of Hautsch et al. (2014) and Dungey et al. (2013) who also identified these banks as very central.

The most influential financial institution in terms of out-degree centrality was found to be AIG (shown in Figure 8). This was true for both our time-varying parameter framework and the rolling window approach. During the peak of the crisis, AIG was connected to
over 60% of the financial institutions in our sample, therefore playing a central role as a propagator of financial spillovers. This finding seems to support the Federal Reserve Bank’s decision to bailout AIG on 16 September 2008. Under a no-bailout scenario, the high interconnectedness of AIG could have resulted in an even more systemic crisis.

The other insurance companies in our sample deemed to be systemically important by the FSB, were Metlife and Prudential Financial. Quite to the contrary to AIG, these two appear to have a high in-degree (Figure 7) and therefore acted mainly as receivers of spillovers during the crisis. In particular, Metlife seems to have been influenced most by its neighbours just after September 2008.

We analysed four banks that were not included in the list of systemically important financial institutions by the FSB because these banks became defunct at some point during the financial crisis. These were Bear Stearns, Lehman Brothers, Merrill Lynch and Wachovia. Their in and out-degree are shown, respectively, in Figures 9 and 10 (below).

According to Figure 9, the in-degree of Bear Stearns gradually increased through time up until JP Morgan Chase acquired it in March 2008. This means that it was receiving financial spillovers from a growing number of firms, effectively increasing its fragility.

Bear Stearns was the first large bank to collapse as a result of the subprime mortgage crisis of 2007. The fact that it had many incoming connections and few outgoing connections (shown in Figure 10) may explain why the collapse of Bear Stearns was, at the time, not warranted as a systemic event even though it marked the prelude to the financial crisis.

Another interesting aspect that is worth mentioning regarding the interconnectedness of Bear Stearns is that the data involved in calculating its in-degree did not contain the financial meltdown of September 2008. This is because the sample time-series of Bears Stearns stocks ran only until March 2008. Therefore, the high in-degree cannot be attributable to any noise caused by the many events that occurred during September-October 2008.

Figure 10 shows the out-degree for the four defunct financial institutions. We can notice Wachovia’s out-degree increased through time until its government-induced forced
sale to Wells Fargo, completed in December 2008. Again, we can notice how the out-degree calculated using the classical rolling window approach gives a measure that is more volatile and sporadic. It jumps suddenly in September 2008, while the corresponding measure calculated with our time-varying parameters framework shows an increase that began long before this event.

We did not find high net out-degree centrality for Lehman Brothers. A possible explanation for this is that interconnectedness is not the sole determinant of systemic risk (Basel Committee on Banking Supervision, 2013). Many aspects can characterise a systemic institution (e.g., see Dungey et al., 2013), not least its size and leverage (asset-to-equity ratio). Lehman Brothers was the fourth largest US investment bank at the time of its collapse. It was also highly leveraged with a factor as high as 30 to 1. In such extreme cases, only one connection is needed for a financial shock to propagate through the system and create havoc, if this connection leads to a node that is highly connected.\footnote{We have also looked at other centrality measures, such as Katz centrality and Page Rank, that take into account higher order effects. These measures show results similar to those for degree centrality measure, so we have not included them here due to space constraints. They are available upon request to the authors.}

## V.D Stability of centrality-based rankings

Using the approach developed by the Basel Committee on Banking Supervision (BCBS), the FSB ranks financial institutions according to their systemic importance and uses this ranking to determine their additional loss absorbency requirements. In a similar spirit, we rank the institutions in our sample according to their in- and out-degree. These two rankings will give only a partial view on systemic risk, one based only on interconnectedness. Nonetheless, these rankings can help us identify, at every point in time, the most exposed institutions to financial spillovers and the most important propagators of financial spillovers.

The usefulness of rankings for policy makers is severely limited if these are prone to frequent, drastic changes that lead to unmotivated excessive alarm (Danielsson et al., 2015; Dungey et al., 2013). For this reason we developed a series of measures, explained in Section V.B, to quantify the stability of our rankings. We compare this stability to the stability of rankings based on the degree centrality measures computed using the classical rolling window approach.
Table 3 (below) shows the results of these measures.

The first four columns of the tables display the quadratic and absolute stability measures, respectively, for the in- and out-degree centrality rankings. As explained in Section V.B, quadratic stability indicators, $SI_{in}^Q$ and $SI_{out}^Q$, measure the average change in the ranking between adjacent time periods. The quadratic term used in the calculation causes large deviations in the rankings to have a much higher weight in the stability indicator compared to smaller deviations. For the absolute stability indicator, $SI_{in}^A$ and $SI_{out}^A$, the weight increases only linearly with the distance between ranking positions. So, for example, if a financial institution ranked first for in-degree were to be ranked 50th in the successive month, this position change would have a greater impact on the quadratic stability indicator than on the absolute stability indicator.

Both measures, for both rankings (in- and out-degree), show that the rankings based on our time-varying parameter framework are far more stable than the rankings based on the classical Granger causality approach over rolling windows. In fact, according to both stability indicators, the rolling window approach appears to produce rankings that are more than twice as unstable as those produced by the time-varying parameter framework.

The successive two columns headed “% Invariance”, denote the average percentage of firms that kept their position in the ranking between adjacent time periods. On any given month, on average, about 20% of firms kept the same position held in the previous month in the in- and out-degree rankings calculated with time-varying parameter framework. Quite to the contrary, only about 10% kept the same position for centrality rankings calculated using the rolling window approach. This confirms the higher stability of rankings found under the time-varying parameter framework.

The columns headed “∆ Top 10” and “∆ Top 20” show the average changes (in percentages) in the composition of, respectively, the top 10 and the top 20 financial institutions in the rankings. For example, for the rankings computed using the rolling window approach, we can expect 2 firms to change in the top 10 (19.9% for in-degree, 21.2% for out-degree) every month. On the other hand, for the rankings computed using the time-varying parameter framework, only about 7% of the top ten changed on average,
so less than one firm per month. Similar magnitudes of results were obtained for the stability of the top 20 firms in the rankings.

All measures used to quantify stability indicate that the time-varying parameter framework provides more stable rankings compared to the rolling window approach. The high instability of the rankings found using the rolling window approach would make these rankings difficult to use for policy purposes. It would be hard to justify policy decisions based on a ranking that changes, on average, two components in its top 10 most interconnected institutions every month. On the other hand, the time-varying parameter framework offers a generally stable ranking while allowing some degree of flexibility that can be useful to motivate policy intervention.

The reasons for the higher stability offered by the time-varying parameter framework are to be found in the transition law imposed for time-varying connections. By allowing some degree of inertia between successive time periods, large exceptional observations have less influence on the estimated path of connections. On the other hand, with the rolling window approach, these observations have a larger weight in the estimation of connections. Extreme observations entering and exiting the rolling windows can lead to large sudden changes in the degree centrality of financial institutions and therefore in the positions that these financial institutions occupy in the rankings.

V.E Density and sectorial interconnectedness

As an indicator of the general connectivity of the financial system, we computed the density of the network estimated using the proposed time-varying parameter framework. The density is the number of connections present in the network at a given moment in time as a proportion of the total possible connections. It gives us a measure of how integrated the financial system is at a given moment in time. For comparison we also computed the density of the network estimated using the classical Granger causality testing approach over rolling windows of 36 and 24 months.

The evolution of the density is given in Figure 11 together with some significant events for the US economy. The figure shows the density under the time-varying parameter framework in bold solid. The density calculated using rolling windows of 36 months is depicted by the light dashed line, whereas that calculated using rolling windows of 24
The time-varying parameter framework density emphasizes the strong growth in interconnectedness that occurred prior to the outbreak of the financial crisis. Network density grew gradually from the beginning of 2005 and culminated in October 2008. In between these two periods, the number of connections increased by 46.4%.

Looking at the density measures computed from the rolling window estimates, we notice that these are substantially more volatile than the time-varying parameter counterpart, exhibiting sudden short-lived peaks around the dates identified above. Moreover, there are several discrepancies in the density reported by the two rolling window approaches.

Notice that the peak occurring close to the US downgrade is very high, even higher than that exhibited during September-October 2008. Therefore, according to the rolling window approach, the US financial system was more interconnectedness during this period than during the financial crisis. However, a closer look at this last peak shows that there is a large discrepancy between the density computed using 36 months rolling windows and that found using 24 rolling windows. We notice that this discrepancy is not as large around the other peaks.

We believe that this peak is generated by the crisis observations, relating to October 2008, exiting the rolling windows and creating an artificial jump in interconnectedness, as was witnessed for the degree centrality measures in Section V.C. Notice that for the density computed using 24 months long rolling windows the peak occurs exactly after 24 months, in October 2010. Similarly, for the density found using 36 months long rolling windows, the peak occurs after 36 months in October 2011, actually two months after the US downgrade.

After the financial crisis, the network density, calculated from the network estimated by the time-varying parameter framework, gradually decreases to below pre-crisis levels. This is a symptom that the policies introduced to counter the financial crisis, such as the Troubled Asset Relief Program and Dodd-Frank act were effective in reducing the perceived interconnectedness of the system. Dungey et al. (2013) found a similar decrease using a realized volatility-based measure of systemic risk.
In order to study the evolution of interconnectedness between and within sectors, we made use of the measures developed in Section V.B, Inter-Sector-Degree \( m \rightarrow n, t \) and Intra-Sector-Degree \( m, t \) for all four sectors analysed in our study. The off-diagonal plots in Figure 12 shows Inter-Sector-Degree \( m \rightarrow n, t \) between every sector pair, where the sender sector of financial spillovers is represented by the row of the plots and the receiving sector by the column. Along the diagonal, the plots show interconnectedness between institutions of the same sector that is, the intra-sectorial degree of a given sector.

The first aspect noticeable in Figure 12 is that some sectors appear to have had a stronger increase in interconnectedness compared to others, during the September 2008 financial crisis (denoted by the dashed vertical line in each plot). In particular, banks and insurance companies seem to have had the largest increase in outgoing connections during this period. Between these two sectors, it seems that banks were influencing insurers to a greater extent than insurers were influencing banks. Both sectors appeared to have increased their intra-sectorial connections during the crisis.

Regarding incoming connections, Figure 12 shows that the sector receiving the most spillovers during the financial crisis was the real estate sector, as was also noticeable from Table 2. Specifically, almost 30% of the possible connections between institutions in the real estate sector and institutions in the banking, broker/dealers and insurance sectors were active.

A closer look at the fourth row of the figure shows that the real estate sector also had a moderately high level of outgoing connections. Therefore, the real estate sector was being influenced by larger and more central financial institutions in other sectors but contemporaneously it played a role in propagating spillovers back to these other sectors. Due to this dual role, the real estate sector can be seen as a "risk distributor" of the type described by Hautsch et al. (2015).

VI Concluding remarks

By modelling the evolution of connections between financial institutions, we have provided a framework for estimating financial interconnectedness that accounts for the
dynamic nature of connections. We have built our framework in a time-varying parameter VAR setting, paralleling studies that infer network connections using Granger causality. In particular, we have adopted a Bayesian test that yields, at every moment in time, the posterior probability of a connection existing between any two financial institutions.

The framework infers connections that are gradually evolving through time, as opposed to the classical approach of sequentially running Granger causality tests over rolling windows of data. The latter has three main limitations that our framework surpasses. First, by relying on short subsamples, the rolling window approach reduces the degrees of freedom, which can be problematic if the estimated model is high-dimensional. Second, estimates based on rolling windows are known to be susceptible to outliers, which leads to highly volatile indicators of interconnectedness (Zivot and Wang, 2006). Third, the rolling window approach leaves the researcher with an arbitrary choice to make about the size of the window, which involves a trade-off between precision and flexibility (Clark and McCracken, 2009). These choices can lead to very different estimates of the network of financial spillovers.

We have evaluated our framework through a series of simulation exercises involving both constant and dynamic networks. These have shown that the time-varying framework performs well, both in terms of precision (measured by the MSE of the estimated parameters) and in terms of the efficacy of correctly identifying connections (measured by the ROC and precision-recall curves). Compared to the classical rolling window approach, our proposed time-varying framework performs equally well when the network is constant and it outperforms when links are changing through time. The reason for this is that the time-varying parameter framework exploits the whole length of data providing a more precise estimate of the evolution of the network.

In the empirical application, we applied the proposed framework to real data so to estimate the network of spillovers for all US financials listed in the S&P 500 between 1990 and 2014. Using the retrieved network, we estimated several connectivity and centrality measures at both the sectorial and company level. We repeated the exercise using the rolling window approach in order to compare the two techniques. Four main results emerged.

First, the empirical application revealed the deficiencies of the rolling window approach and the gains of adopting the time-varying parameter framework in the network context.
In particular, degree centrality measures computed under the rolling window approach were more volatile than those computed using the time-varying parameter framework. An indepth analysis of the evolution of degree centrality for individual financial institutions exposed the reasons for this.

It was found that degree centrality measures computed under the rolling window approach were susceptible to sudden unjustified jumps. The jumps actually occurred when extreme observations exited the rolling window. The same phenomenon caused the density of the whole financial system to jump oddly around October 2011, when the observations relating to the peak of the financial crisis exited the 36 month window used for the exercise. Quite to the contrary, the time-varying parameter framework showed interconnectedness gradually decreasing after the crisis, symptom that the policies that had been carried out were effective to this end.

Second, further analysis of the degree centrality results revealed that, during the crisis, American International Group (AIG) was the most interconnected financial institution in terms of propagating spillovers to the rest of the system. At its peak, AIG was connected to over 60% of the financial institutions in our sample, endorsing the Federal Reserve Bank’s decision to rescue it. At the same time, Bear Stearns was found to have a high in-degree, making it prone to receiving spillovers from other institutions, but it also had a low out-degree, which could explain why its collapse did not trigger a systemic event.

Third, rankings based on degree centrality calculated according to the rolling window approach were more unstable than those computed using the time-varying parameter approach. The Financial Stability Board (FSB) produces similar rankings of systemically important financial institutions using five indicators of systemic risk, among which interconnectedness. In order for these rankings to be useful for policy makers, such rankings must be stable through time while allowing for sufficient flexibility to signal important changes in interconnectedness.

Due to the susceptibility of the rolling window approach to extreme observations, the rankings produced by it are too unstable to be used for policy decisions. On the other hand, the time-varying approach produces less variable rankings that appear to combine an appropriate level of flexibility and stability.

Fourth, at the sectorial level, banks and insurance companies have had the largest increase in outgoing connections during the crisis whereas the real estate sector, composed
primarily of real estate investment trusts, had the largest increase in incoming connections. The latter also had moderately high levels of outgoing spillovers. The combination of high incoming and outgoing connections renders the real estate sector a “risk distributor”, transferring financial spillovers across the system. When regulating these institutions, policy makers should take this into account.

The major limitation of our framework rests on its computational burden. This is due to the Bayesian estimation technique adopted, which allows greater flexibility but leads to time-costly sampling algorithms. Nonetheless, computational timing should not be an issue if one would like to compute the time-varying network in a recursive manner, as new data enters the information set. For example, the network could be estimated every month for monitoring purposes. For our empirical application, it took about 24 hours to compute the network using a parallel computing cluster. For monthly or weekly monitoring, which is the frequency at which we deem connectivity evolves, recursive updating is surely feasible.

Other limitations of our framework have to do with the actual assumptions in the model. In particular, the assumption of normal errors is often criticized for financial returns. Nonetheless, the assumption is not as critical in the case of degarched log-returns that are used in the empirical application. Moreover, the framework can be extended to account for fat-tailed errors (Jacquier et al., 2004).

On the other hand, there are at least two avenues for further research into the time-varying parameter framework for measuring interconnectedness.

First, it is possible adopt the time-varying parameter framework to forecast the path of the network in the future. This can be done by simulating from the conditional posterior density of the future parameters (see Cogley, 2005). Once this is obtained, we can compute the posterior probability that the future parameters will be zero and thus the probability of observing a link in the future between any two institutions. Thus, rather than yielding an ex-post picture of the evolution of the network, the time-varying framework can be used to obtain an ex-ante perspective of its future path.

Second, as mentioned in the introduction, interconnectedness is only one aspect of systemic risk. The FSB additionally identifies cross-jurisdictional activity, size, substitutability and financial institution infrastructure and complexity as equally important aspects of systemic risk. In order to obtain a comprehensive measure of systemic risk, fu-
ture research should concentrate on seeking appropriate ways for combining time-varying measures of interconnectedness with these other aspects characterising financial institutions.
Appendix A

A.1. Priors

The various blocks of parameters are assumed to be independent,

\[ p(B_0, R, Q) = p(B_0)p(R)p(Q). \] (22)

The prior for the initial states of the time-varying coefficients, \( f(B_0) \), is a Gaussian density,

\[ B_0 \sim N(\bar{B}, \bar{P}), \] (23)

where \( \bar{B} \) corresponds to the OLS point estimates of a training sample and \( \bar{P} \) to four times the covariance matrix \( \hat{V}(\bar{B}) \). For both the simulation exercises and the empirical application, we use a training sample of 38 observations. For testing, \( \bar{B} \) was estimated by restricting the parameters referring to the connections being tested to zero. On the other hand, the unrestricted estimates were used for \( \hat{V}(\bar{B}) \).

The prior for \( Q \) is inverse-Wishart,

\[ Q \sim IW(Q^{-1}, T_0), \] (24)

where \( T_0 \) is the prior degrees of freedom. Following Cogley (2005), we set \( T_0 = \text{dim}(B_t) + 1 \) so that the prior is only weakly informative and the posterior for \( Q \) puts most weight on the data. Through a series of simulation exercises, Reusens and Croux (2014) show that this configuration performs well in detecting different levels of time variation.

Following Primiceri (2005), we set \( Q = (0.01)^2 \times \hat{V}(\bar{B}) \) multiplied by the number of observations in the training sample. Although moderately conservative, this choice is not expected to influence the results since the prior is dominated by the sample information.

Priors for \( R \) are set as

\[ R \sim IW(I_N, N + 1), \] (25)

where \( I_N \) is the identity matrix of size \( N \). In the case of pairwise recursive testing with a bivariate VAR, a two by two identity matrix would be used and the degrees of freedom would be set to two instead of \( N \).
A.2. Posterior distribution simulation

We simulate the joint posterior distribution by sequentially drawing from the conditional posterior of the three blocks of parameters: the coefficients $\theta^T$ and the variance-covariance matrices $Q$ and $R$.

A.2.1. VAR parameter states, $\theta^T$

The conditional distribution of the VAR parameters, $B^T$, can be expressed as:

$$ p(B^T \mid x^T, Q, R) = p(B_{T-1} \mid x^T, Q, R) \prod_{t=1}^{T-1} p(B_t \mid B_{t+1}, x^T, Q, R) $$

(26)

Given the prior assumptions above and the state-space model, the conditional densities are normal and can be simulated using the algorithm proposed by Carter and Kohn (1994).

Precisely, we can compute their means and variances through the forward and backward recursions of the Kalman filter and smoother. The last iteration of the filter provides the mean and variance for the first term in (26),

$$ p(B_T \mid x^T, Q, R) = \mathcal{N}(B_T \mid \mu_T, P_T \mid \mu_T) $$

(27)

A draw from the distribution is used in the backward recursions to simulate the remaining terms in (26). Conditional on the information in $B_{t+1}$, $B_t$ is conditionally normal with mean and variance given respectively by:

$$ B_{t+1} = B_t + P_{t+1 \mid t} (B_{t+1} - B_t), $$

$$ P_{t+1 \mid t} = P_{t+1 \mid t} - P_{t+1 \mid t} P_{t+1 \mid t} P_{t+1 \mid t} $$

The backward recursions draw sequentially $B_{T-1}, B_{T-2}, \ldots, B_1$ from the conditional distribution

$$ p(B_t \mid x^T, Q, R) = \mathcal{N}(B_t \mid \mu_{t+1}, P_t \mid \mu_{t+1}), $$

(28)

in order to generate a random trajectory $B^T$. 
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A.2.2. Innovation variance-covariance matrix, $Q$

Conditional on a realization of $B^T$, the VAR parameter innovations, $v_t$, are observable. Under the linear transition law, $v_t$ is i.i.d. normal. Given the natural conjugate prior specified above, the posterior is inverse-Wishart,

$$p(Q \mid x^T, B^T) = \mathcal{IW}(Q_1^{-1}, T_1),$$

with scale and degree-of-freedom parameters,

$$Q_1 = \bar{Q} + \sum_{t=1}^{T} v_tv_t' \quad T_1 = T_0 + T. \tag{30}$$

A.2.3. Residual variance-covariance matrix, $R$

Conditional on a realization of $B^T$, the VAR residuals, $u_t$, are observable. Given the conjugate prior assumption given above, the conditional posterior density of $R$ is given by

$$p(R \mid x^T, B^T) = \mathcal{IW}(R_1^{-1}, N_1),$$

where,

$$R_1 = I_N + \sum_{t=1}^{T} u_tu_t' \quad N_1 = N + 1 + T. \tag{32}$$

For each estimation, we perform 6000 iterations of the Gibbs sampler and discard the first 1000 draws. We then keep only the 5th of every draw in order to mitigate autocorrelation among draws. The remaining sequence of 1000 draws forms a sample of the joint posterior distribution $p(B^T, Q, R \mid x^T)$. We use this to estimate Bayes factor and test the time-varying hypothesis of no connection between two nodes of the system.
### Tables and Figures

#### Table 1: List of financial institutions used for the empirical application

<table>
<thead>
<tr>
<th>Banks</th>
<th>Insurers</th>
<th>Real Estate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHMANSON (H F) &amp; CO</td>
<td>ACE LTD</td>
<td>AMERICAN CAPITAL LTD</td>
</tr>
<tr>
<td>AMERICAN EXPRESS CO</td>
<td>AETNA INC</td>
<td>AMERICAN TOWER CORP</td>
</tr>
<tr>
<td>ARMSOUTH BANCORP FRASCAP - CL A</td>
<td>AFLAC INC</td>
<td>APARTMENT ENVY &amp; MGMT CO</td>
</tr>
<tr>
<td>ASSOCIATES FIRST CORP</td>
<td>ALEXANDER &amp; ALEXANDER</td>
<td>AVALONBAY COMMUNITIES INC</td>
</tr>
<tr>
<td>BANK OF AMERICA</td>
<td>ALLSTATE CORP</td>
<td>BOSTON PROPERTIES INC</td>
</tr>
<tr>
<td>BANK OF NEW YORK MELLON CORP</td>
<td>AMERICAN INTERNATIONAL GROUP</td>
<td>CBRE GROUP INC</td>
</tr>
<tr>
<td>BANK ONE CORP</td>
<td>AON PLCC</td>
<td>CROWN CASTLE INTL CORP</td>
</tr>
<tr>
<td>BANKBOSTON CORP</td>
<td>ASSURANT INC</td>
<td>DDR CORP</td>
</tr>
<tr>
<td>BARNETT BANKS CORP</td>
<td>CHUBB CORP</td>
<td>EQUITY OFFICE PROPERTIES TR</td>
</tr>
<tr>
<td>BB&amp;T CORP</td>
<td>CIGNA CORP</td>
<td>EQUITY RESIDENTIAL</td>
</tr>
<tr>
<td>BENEFICIAL CORP</td>
<td>CINCINNATI FINANCIAL CORP</td>
<td>GENERAL GROWTH PFTYS INC</td>
</tr>
<tr>
<td>BOSTON MINS BANCSHARES INC</td>
<td>CNA FINANCIAL CORP</td>
<td>HCP INC</td>
</tr>
<tr>
<td>CAPITAL ONE FINANCIAL CORP</td>
<td>CNO FINANCIAL GROUP INC</td>
<td>HEALTH CARE REIT INC</td>
</tr>
<tr>
<td>CHASE MANHATTAN CORP - OLD</td>
<td>CONTINENTAL CORP</td>
<td>HFS INC</td>
</tr>
<tr>
<td>CIT GROUP INC</td>
<td>COVENTRY HEALTH CARE INC</td>
<td>HOST HOTELS &amp; RESORTS INC</td>
</tr>
<tr>
<td>CIT GROUP INC-OLD</td>
<td>EXPRESS SCRIPTS HOLDING CO</td>
<td>KIMCO REALTY CORP</td>
</tr>
<tr>
<td>CITCORP</td>
<td>GENWORTH FINANCIAL INC</td>
<td>MACERICH CO</td>
</tr>
<tr>
<td>CITGROUP INC</td>
<td>HANKOOK JOHN FNL SVCS INC</td>
<td>PROLOGIS INC</td>
</tr>
<tr>
<td>COMERICA INC</td>
<td>HARTFORD FINANCIAL SERVICES</td>
<td>PUBLIC STORAGE</td>
</tr>
<tr>
<td>COMMERCIAL BANCORP INC/NJ</td>
<td>HUMANA INC</td>
<td>SIMON PROPERTY GROUP INC</td>
</tr>
<tr>
<td>COMPASS BANCSHARES INC</td>
<td>JEFFERSON-PILOT CORP</td>
<td>VENTAS INC</td>
</tr>
<tr>
<td>CONCORD EFS INC</td>
<td>LINCOLN NATIONAL CORP</td>
<td>VORNADO REALTY TRUST</td>
</tr>
<tr>
<td>CORESTATE FINANCIAL CORP</td>
<td>LOEWIS CORP</td>
<td>WYNDHAM WORLDWIDE CORP</td>
</tr>
<tr>
<td>COUNTRYWIDE FINANCIAL CORP</td>
<td>MCLENNAN COS</td>
<td></td>
</tr>
<tr>
<td>DISCOVER FINANCIAL SVCS INC</td>
<td>MBIA INC</td>
<td></td>
</tr>
<tr>
<td>FANNIE MAE</td>
<td>METLIFE INC</td>
<td></td>
</tr>
<tr>
<td>FEDERAL HOME LOAN MORTG CORP</td>
<td>MGIC INVESTMENT CORP/WI</td>
<td></td>
</tr>
<tr>
<td>FIFTH THIRD BANCORP</td>
<td>CMF GROUP INC</td>
<td></td>
</tr>
<tr>
<td>FIRST CHICAGO NBD CORP</td>
<td>E TRADE FINANCIAL CORP</td>
<td></td>
</tr>
<tr>
<td>FIRST FIDELITY BANCORP</td>
<td>FEDERATED INVESTORS INC</td>
<td></td>
</tr>
<tr>
<td>FIRST HORIZON NATIONAL CORP</td>
<td>FRANKLIN RESOURCES INC</td>
<td></td>
</tr>
<tr>
<td>FIRST INTERSTATE BCNP</td>
<td>GOLDMAN SACHS GROUP INC</td>
<td></td>
</tr>
<tr>
<td>FLEETBOSTON FINANCIAL CORP</td>
<td>INTERCONTINENTALEXCHANGE GRP</td>
<td></td>
</tr>
<tr>
<td>GOLDEN WEST FINANCIAL</td>
<td>INVESTOP LTD</td>
<td></td>
</tr>
<tr>
<td>GREAT WESTERN FINANCIAL</td>
<td>JANUS CAPITAL GROUP INC</td>
<td></td>
</tr>
<tr>
<td>HSBC FINANCE CORP</td>
<td>LEGG MASON INC</td>
<td></td>
</tr>
<tr>
<td>HUDSON CITY BANCORP INC</td>
<td>LEHIAN BROTHERS HOLDINGS INC</td>
<td></td>
</tr>
<tr>
<td>HUNTINGTON BANCSHARES</td>
<td>MERRILL LYNCH &amp; CO INC</td>
<td></td>
</tr>
<tr>
<td>JPMORGAN CHASE &amp; CO</td>
<td>MORGAN STANLEY</td>
<td></td>
</tr>
<tr>
<td>KEYCORP</td>
<td>NASDAQ OMX GROUP INC</td>
<td></td>
</tr>
<tr>
<td>M &amp; T BANK CORP</td>
<td>NYSE EURONEXT</td>
<td></td>
</tr>
<tr>
<td>MARSHALL &amp; ILSLEY CORP</td>
<td>Paine Webber Group</td>
<td></td>
</tr>
<tr>
<td>MASTERCARD INC</td>
<td>PRICE (T. ROWE) GROUP</td>
<td></td>
</tr>
<tr>
<td>MBNA CORP</td>
<td>PRINCIPAL FINANCIAL GRP INC</td>
<td></td>
</tr>
<tr>
<td>MELLON FINANCIAL CORP</td>
<td>SCHWAB (CHARLES) CORP</td>
<td></td>
</tr>
<tr>
<td>MERCANTILE BANCORPURATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MONEYGRAM INTERNATIONAL INC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NATIONAL CITY CORP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NORTH FORK BANCORPATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rolling window</td>
<td>Time-varying parameter</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td>Mean (%)</td>
<td>Med. (%)</td>
</tr>
<tr>
<td>Banks</td>
<td>6.4</td>
<td>5.1</td>
</tr>
<tr>
<td>Brokers</td>
<td>7.9</td>
<td>5.9</td>
</tr>
<tr>
<td>Insurers</td>
<td>6.5</td>
<td>5.1</td>
</tr>
<tr>
<td>Real Estate</td>
<td>10.0</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>13.0</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td>17.1</td>
<td>17.3</td>
</tr>
<tr>
<td></td>
<td>14.1</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>13.0</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>13.5</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>13.1</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Table 2: Average degree centrality statistics across financial institutions from different sectors.

<table>
<thead>
<tr>
<th>Stability Indicators</th>
<th>quadratic</th>
<th>absolute</th>
<th>% Invariance</th>
<th>∆ Top 10</th>
<th>∆ Top 20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SI_{Q}^{in}$</td>
<td>$SI_{Q}^{out}$</td>
<td>$SI_{A}^{in}$</td>
<td>$SI_{A}^{out}$</td>
<td>in</td>
</tr>
<tr>
<td>Rolling window</td>
<td>13.8</td>
<td>14.1</td>
<td>8.7</td>
<td>9.0</td>
<td>11.0</td>
</tr>
<tr>
<td>Time-varying parameter</td>
<td>6.8</td>
<td>6.6</td>
<td>4.1</td>
<td>3.9</td>
<td>19.4</td>
</tr>
</tbody>
</table>

Table 3: The table shows the Stability Indicator computed for the centrality-based rankings estimated by the time-varying parameter framework and by the classical Granger causality approach over rolling windows. The Stability Indicator expresses the extent of monthly changes in the rankings based on degree centrality. % Invariance measures the proportion of firms that held the same position in the ranking between adjacent time periods. ∆ Top 10 and ∆ Top 20 measures the extent of monthly changes in, respectively, the top 10 and top 20 institutions of the rankings.
Figure 1: The Causal Network
Figure 2: Results for Experiment 1 in which underlying parameters are constant. The light dashed line relates to results obtained using classical Granger causality testing over rolling windows, while the bold solid line relates to results obtained using the proposed time-varying parameter framework. The upper panel shows results for recursive estimation of pairwise links using a bivariate VAR. The lower panel shows results for links estimated conditionally on all the variables in the system using the full VAR. The left column figures show the mean squared error of cross-parameter estimates. The middle and right column figures show the ROC curves and the PR curves for inference of the underlying network. For inference, Granger causality testing was conducted at 5% significance level, whereas Bayes factor was set to 50% for Bayesian inference of the time-varying hypothesis given by equation (6).
Figure 3: Results for Experiment 2 in which underlying parameters follow a regime switching process. The light dashed line relates to results obtained using classical Granger causality testing over rolling windows, while the bold solid line relates to results obtained using the proposed time-varying parameter framework. The upper panel shows results for recursive estimation of pairwise links using a bivariate VAR. The lower panel shows results for links estimated conditionally on all the variables in the system using the full VAR. The left column figures show the mean squared error of cross-parameter estimates. The middle and right column figures show the ROC curves and the PR curves for inference of the underlying network. For inference, Granger causality testing was conducted at 5% significance level, whereas Bayes factor was set to 50% for Bayesian inference of the time-varying hypothesis given by equation (6).
Figure 4: Results for Experiment 3 in which underlying parameters follow a random walk process. The light dashed line relates to results obtained using classical Granger causality testing over rolling windows, while bold solid line relates to results obtained using the proposed time-varying parameter framework. The upper panel shows results for recursive estimation of pairwise links using a bivariate VAR. The lower panel shows results for links estimated conditionally on all the variables in the system using the full VAR. The left column figures show the mean squared error of cross-parameter estimates. The middle and right column figures show the ROC curves and the PR curves for inference of the underlying network. For inference, Granger causality testing was conducted at 5% significance level, whereas Bayes factor was set to 50% for Bayesian inference of the time-varying hypothesis given by equation (6).
Figure 5: In-degree for US banks identified as global SIFIs by the FSB. The bold solid lines indicate in-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate in-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
Figure 6: Out-degree for US banks identified as global SIFIs by the FSB. The bold solid lines indicate out-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate out-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy. The FSB, 15 September 2008.
Figure 7: In-degree for US insurance companies identified as global systemically important insurers by the FSB. The bold solid lines indicate in-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate in-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
Figure 8: Out-degree for US insurance companies identified as global systemically important insurers by the FSB. The bold solid lines indicate out-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate out-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
Figure 9: In-degree for four US financial institutions that suffered financial distress during the September 2008 financial crisis. The bold solid lines indicate in-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate in-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
Figure 10: Out-degree for four US financial institutions that suffered financial distress during the September 2008 financial crisis. The bold solid lines indicate out-degree found from the network estimated using the time-varying parameter framework. The lighter dashed lines indicate out-degree found from the network estimated using the classical approach of Granger causality testing over rolling windows of 38 months. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
Figure 11: Network density estimated by time-varying parameters (bold solid) and by Granger causality testing over rolling windows of 38 observations (light dashed) and of 24 observations (triangles). Significant events are indicated by the dashed vertical lines.
Figure 12: Out-degree at the sectorial level calculated for the network estimated by time-varying parameters. The measure shows the proportion of outgoing connections of all firms in a given sector (indicated by the rows of the chart) reaching financial institutions of another given sector (indicated by the columns of the chart). Plots along the diagonal of the figure show the inter-sectorial interconnectedness. The dashed vertical lines indicate the day of Lehman Brothers bankruptcy, 15 September 2008.
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