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## Abstract

In the past decades, the microelectronic industry has been following the Moore's law to improve the performance of integrated circuits (IC). However, it will probably be impossible to follow this law in the future due to physical limitations appearing with the miniaturization of the transistors below a certain threshold without innovation. In order to overcome this problem, new technologies have emerged, and among them the 3D-Stacked Integrated Circuits (3D-SIC) have been proposed to keep the Moore's momentum alive. 3D-SICs can bring numerous advantages in the design of future ICs but at the cost of additional design complexity due to their highly combinatorial nature, and the optimization of several conflicting criteria. In this thesis, we present a first study of tools that can help the design of 3D-SICs, using mutiobjective optimization (MOO) and multi-criteria decision aid (MCDA). Our study has targeted one of the main issues in the design of 3D-SICs: the partitioning with floorplanning estimation under multiple objectives. This thesis shows that the use of a multi-criteria paradigm can provide relevant and objective analysis of the problem. This can allow a quick design space exploration and an improvement of the current design flows as it is possible to provide qualitative and quantitative information about a design space, that would not be available with current tools. Also, with its flexibility, MOO can cope with the multiple degrees of freedom of 3D-SICs, which enables more design possibilities that are usually not taken into account with current tools. In addition, the developed algorithms can show robustness properties even if the problem is complex. Finally, applying multi-criteria decision aid would allow designers to make relevant choices in a transparent process.
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## Introduction

## 2D architecture, current design flows and their limitations

In order to continuously improve the performance of integrated circuits (IC), technologists deploy enormous efforts to produce IC manufacturing process that is compelling to follow the well-known Moore's Law (see Figure 1). This empirical law predicts a doubling of the transistors' density each 18 months and therefore increasing logic capacity of the circuit per unit area.

The improvements of 2D architectures are primarily driven by the reduction of the transistor size. By reducing transistor dimensions, the switching speed is increased thanks to a shorter length of the gate so that the resistance of the channel and the gate/source/drain capacitance are reduced, which can imply an improvement of the overall speed of the designs.

However, as the transistor size is decreasing, the observed improvement is also getting smaller. Indeed, a smaller transistor allows higher device density but will slightly increase the total delay (sum of gate and interconnection delays) at the level of the complete circuit.

Also, with the transistors shrinking, the total power consumption is increased due to higher leakage and increasing interconnection wire length (and thus higher capacitance and resistance) [10]. The power leakage results from higher interactions of depletion regions near the channel surface caused by the reduction of the channel length and the lower threshold voltage. Figure 2 shows the trends in transistor gate delay and interconnect delay with IC fabrication technology where the crossover point represents the interconnect bottleneck. As transistor gate dimensions decrease, designs stretch the limits of the metal interconnection lines that bind the devices, and interconnect performance has become the main limit to IC performance [2].

With the miniaturization, quantum effects such as quantum tunnelling will significantly affect how a transistor behave. Indeed, even if a transistor is blocking, current can flow through due to quantum tunnelling such that it will be difficult to control its state and thus the basic working principle of a transistor [11].

In addition to these physical aspects, economical considerations that will hinder the IC evolution beyond 20 nm have to be taken into account [ 10,12 ].

Moores law


Figure 1 - Moore's law [1]


Figure 2 - Trends in transistor gate delay and interconnect delay with IC fabrication technology [2]

In order to overcome these limitations, new technologies have been proposed such as the carbon nanotubes [13], the nanowire transistors [14], the single-electron transistors [15], but also the 3D-Stacked Integrated Circuits (3D-SIC) proposed by the academic and industrial communities. The latter has been often cited as the most prominent one as it is based on the current technologies and still uses silicon as basis material; 3D-SICs can also allow shorter interconnection lengths, smaller footprint, larger bandwidth, heterogeneous circuits among their main advantages [5,16-18].

Fast evolution of IC manufacturing technologies makes even the design of 2D-ICs a complex and tedious task with the growing number of design choices at the system level (e.g. number and type of functional units and memories, type and topology of the interconnection system, etc.) and physical level (respecting area/timing/power constraints). Using 3D-SICs introduces even more degrees of freedom: number of tiers, choices for manufacturing technology (e.g. full 3D integration, silicon interposer, face-to-face, back-to-face, etc.), 3D partitioning and placement strategies etc. These new degrees of freedom will contribute to the combinatorial explosion of already huge design spaces. Moreover, practice and 2D design experience cannot be fully exploited with 3D technology, since 3D-SICs change considerably the way ICs are implemented. Indeed, physical implementation of ICs involves solving several complex problems and hence work only with approximated solutions.

Current design flows can produce workable solutions after manual definition of the physical constraints as there are no preconceived method that can provide good solutions. Also, they are sequential in nature as certain parameters are fixed at certain stages in the flow, which can lead to locally optimal solutions that are far from global optimums so this requires time consuming (hence, costly) iterative processes to adjust these parameters. Since the 3D technology is even more complex than the 2D, it is necessary to improve the current design flows by developing design exploration [12,19].

One of the solutions to face this problem is to develop high-level tools which can quickly explore design spaces and give early and reasonably accurate performance estimations based on physical prototyping of the 3D circuits [12]. In addition, performance estimation/optimization and the selection of the most-suitable solutions usually implies to take several objectives into account (e.g. maximization of the performance, minimization of the cost, minimization of the package size, etc.).

Currently, these high-level design tools can be considered to follow a uni-criterion paradigm. Indeed, they have sequential development steps and each criterion is optimized without considering the impact on other criteria. This can lead to several rollbacks in the design flow since the achievement of the requirements can be time consuming (typical design iterations are measured in weeks). For instance, current tools will only minimize the area of a circuit to reach the timing constraints by solving a 2D place-and-route problem and this will be more complex with 3D-SICs because the system has also to be partitioned.

On the other hand, multi-objective approaches have been developed to optimize all the criteria simultaneously. Designing 3D-SICs inherently implies a huge design space and numerous degrees of freedom and criteria. As it will be shown in Chapter 3, it appears that modelling a 3D circuit is not an easy task since numerous 3D specificities have to be taken into account. Also, defining and optimizing the criteria is not trivial as they are of heterogeneous nature. Modelling this problem is therefore challenging and these are the reasons why we propose to apply a multi-criteria paradigm for the design of 3D-SICs.

## Research questions

Multi-objective optimization and multi-criteria decision aid were developed from the need of taking into account several criteria simultaneously. These tools from the operations research field have shown their abilities in solving similar problems in other fields, which also have a large solution space and applying metaheuristics have shown interesting results [7].

In this thesis, we will show the applicability of a multi-criteria paradigm for the design of 3D-SICs:

- How a 3D circuit can be modelled to apply multi-objective optimization? 3D-SICs have numerous specificities and taking them into account in a model is not trivial. This will be developed in Section 3.3.
- How multi-objective optimization can be used to optimize a 3D circuit? The criteria are of heterogeneous nature which can increase the difficulty of optimizing them. This will be presented in Section 3.4.2.
- What kind of information can be provided to a designer?

With the results that can be obtained with a multi-objective optimization, qualitative and quantitative information that would not be available with current design tools can be provided. This will be illustrated in Section 3.5.1.

- Can MOO algorithms deal with the complexity of 3D-SICs?

With the classical indicators used in the field, good properties of convergence and diversities can be shown for the used algorithm even if the problem is complex. This will be studied in Section 3.6.

- How multi-criteria decision aid can exploit these results to assist a designer? After the optimization process, making a choice among the possible designs is not trivial since several criteria are considered simultaneously and MCDA can assist designers facing such situations by modelling their preferences or their constraints. This will be introduced in Chapter 4.


## Outline of the manuscript

In the first chapter, we will take a short overview of the design and manufacturing of 3D-SICs. We will explain the limitations of current design flows if they are applied to the exploration of 3D circuits and present the developments that have been carried out to overcome these problems. We will discuss why they should be improved and introduce how a multi-criteria paradigm can be useful.

In the chapter two, we will present a short overview of the main tools in the MCDA fields where some of the classical methods will be presented.

In the third chapter, we will define the problem we tackle (the 3D partitioning with floorplanning estimation) with the considered criteria. We will then show how a 3D-SIC can be modelled in order to apply multi-objective optimization. Simulations will be run on a case study and show what kind of information can be provided to a designer. The methodology will then be validated with two realistic case studies, a basic one to show what kind of information can be obtained with MOO and a scaled-up one to show the added value of a multi-criteria paradigm compared to a uni-criterion approach.

In the chapter four, we will study the robustness of the methodology and the associated algorithms. We will use classical indicators of the fields to analyse the convergence and diversity properties.

In the fifth chapter, we will explain how the obtained results can be exploited using multi-criteria decision aid. We will discuss on how such a paradigm can be used for designing circuits and what needs to be done in order to integrate it to actual design flows.

Finally, we will conclude on the results of the thesis and express some possible perspectives.
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## 1

## Review of the literature

## Part I: Microelectronics design

## Chapter abstract

In this chapter, we present a short overview of the 3D-stacked integrated circuits that have been proposed by the industrial and academic communities to overcome 2D-IC's limitations. We show how 3D-SICs can be designed and manufactured and explain why current design flows should be improved to deal these new challenges.

### 1.1 Introduction

In the introduction, we have quickly presented to state of the field of microelectronics design where the industry will be facing physical limitations of the silicon. In order to overcome this problem, 3D-stacked integrated circuits have been proposed. In this chapter we will present a short overview of this technology: show how 3D-SICs can be manufactured, their advantages and drawbacks, the challenges when designing them. We will then discuss about the limitations of current design flows and why they should be improved in order to address the complexity of designing 3D-SICs.

### 1.2 3D integration

Most of the current ICs are designed with electronic components (i.e. transistors) that are planar (although multi-gate transistors, such as finFETs tends to extend in the 3rd dimension) interconnected using up to a maximum of 12 (also planar) wiring (metal) layers per circuit. Those conventional ICs can thus be considered to be two-dimensional (2D)-ICs since both device and interconnect are predominantly made in a planar way [20,21]. As a major evolution of 2D-ICs, 3D-SICs are designed with multiple traditional 2D-ICs (that are manufactured independently, using standard CMOS technology) that are assembled (stacked) vertically in 3D-tiers. In face to back configuration (see Figure 1.1a), different 2D circuits communicate between tiers using vertical interconnections that need to connect front side of the chip and the backside, i.e. they need to traverse bulk silicon. In face to face configuration (see Figure 1.1b), the chip communicate with their respective front sides. These connections can be Through Silicon Vias (TSV) and if it is in a face to face configuration, micro bumps ( $\mu \mathrm{Bump}$ ) or copper pads (CuPad) can also be used. These binding technologies can be today manufactured with satisfactory geometrical properties, namely their diameter, pitch and height, allowing efficient integration of real-world systems [22,23]. This is shown in Figure 1.1, where 2 dies, oriented face down are connected (Figure 1.1a). An active component (i.e. logic gate) of the tier 1 (T1, bottom die) is connected to the tier 2 (T2, top die) using a TSV, back side metallization layer (to enable TSV placement anywhere in the T1 die), and $\mu$ bump on the top layer of the T2, that is then connected, through a series of metal layers of the T2, to the active component of the top tier (T2). The corresponding face to face configuration is shown in Figure 1.1b.

### 1.2.1 Manufacturing technologies

Several 3D manufacturing technologies have been proposed and have been used to implement complete systems. Among the existing possibilities, four major categories of methods that illustrate 3D integration can be cited [5,16].

## Transistor stacking

The transistor stacking consists in creating several transistors level on one substrate. This should be the better way to manufacture 3D circuits although the success rate are currently limited due to thermal issues among the different limitations. The required temperatures to create a layer of high-performance transistors would provoke the destruction of the copper and aluminium already laid down on the previous layer [5]. Since this manufacturing technology has yet to mature, we choose to not consider it in our work.


Figure 1.1 - Illustration of the wiring properties of a 3D-SIC [3]

## Chip stacking

This methods consists in stacking components that have been designed and tested separately to produce a system-in-package (SiP). Chip stacking can be achieved with a die-on-wafer stacking or a wafer-level stacking (explained below). The verticallystacked chips are interconnected with Trough Silicon Vias if a back to face configuration is used to allow access of the flipped chip to the back side of the die. In case of a face to face configuration, these interconnection can be micro-bumps or copper pads and TSVs are still required to connect the die with the inputs/outputs. The principal advantage of this method is an improvement in terms of size. The wirings are shorter however the components integration density is not increased compared to a 2D system [5].

Die-on-wafer stacking In this method, known good dies (KGD), which are functional tested chips, are connected to a host wafer containing other KGDs. These KGDs can be interconnected with organic glues, oxide or metal bonding. The wafer and the bonded KGDs are then shaped to create the interconnections. This is illustrated in Figure 1.2. Different substrates can be combined if the required temperature


Figure 1.2 - Die-on-wafer stacking [4]
is low enough to minimize non-homogeneous expansion effects [5].
The die-on-wafer stacking can use interconnections on the edges of the chips or through-die. Depending on the interconnection type, this method can produce a better integration level than the chip stacking, with a better cost per connection ratio and a higher interconnection density, while holding the advantages of the KGDs.

The quality of the stacking depends on the pick-and-place equipment which is used to position the dies on the wafer. The placement accuracy will determine the possible interconnection density. Also, current equipments are supposed to handle fully buffered chips, not naked circuits so it does not provide protection to static discharge [5].

Wafer-on-wafer stacking This methods consists in bonding entire wafers into a stack as illustrated in Figure 1.3. The vertical through-wafer connections are made directly trough each substrate to the next wafer and it transistors layer. Similarly to the previous method, the interconnection density rely on the precision of the alignment, which is however currently better than the die-on-wafer stacking. This greater accuracy implies a better cost per connection ratio and a higher interconnection density compared to the die-on-wafer stacking [5].

The use of mixed substrates is also possible, only limited by the process temperatures. All the processing is done at the wafer level so wafer handling equipments are used. Since these provide protection to static discharge so there is no need to include buffering between the layers. The methods to bind two wafers are the same that are available for the die-on-wafer method.

One drawback to wafer-level stacking is its efficiency, since the chips on a wafer are not all KGDs.


Figure 1.3 - Wafer-on-wafer stacking [4]

### 1.2.2 3D-SIC advantages

Interconnection length The 3D integration allows to design circuits with components closer to each other. Wire of a few millimetres long can be replaced by TSV of a few tens of microns, as shown in Figure 1.4. These shorter interconnections will introduce shorter delays, hence allowing higher working frequencies [5, 17].


Figure 1.4 - Shorter interconnections [5]

Silicon efficiency and accessibility Adding a vertical dimension allows to increase the integration density. It is therefore possible to have more logic gates than a 2D-IC for the same footprint, hence a more efficient use of the silicon as shown in Figure 1.5. For instance, compared to the footprint of a 2D-IC, the 3D-SICs can double the integration for a $50 \%$ use of a 2D footprint [5].

In addition, the 3D integration allows a better accessibility for the components, as shown in Figure 1.6. Indeed, for a 2D structure, 8 accessible neighbours can be considered for a central element (Figure 1.6a), whereas for a 3D structure, depending on the number of layers, up to 116 accessible neighbours can be reached with through-tiers interconnections (Figure 1.6b) [5].


Figure 1.5 - Silicon efficiency [5]


Figure 1.6 - Components accessibility [5]

Bandwidth The use of TSVs on 3D-SIC can significantly increase the bandwidth of a circuit. Indeed, as shown in Figure 1.7, the interconnections are not only limited to peripheral connections but can also make use of the circuit's surface. At a same working frequencies, this allows more bandwidth while at lower frequencies, the same bandwidth usage will require less power. An example of workable devices that benefit from the larger bandwidth possibilities of the 3D integration are the wide I/O DRAM standardized by JEDEC (Joint Electron Device Engineering Council) as a low-power, high-bandwidth DRAM for embedded system [23-25].

Consumption and noise Shorter interconnections generally translates into lower capacitance and inductance parasitics. This means a decrease of the numbers of repeaters, hence a better consumption, less noise and less jitter hence lower delays and power consumption. Of course, the 3D integration has to address the noise accordingly. For instance, if the interconnects are not spaced enough, there is a potential for crosstalk noise.

3D Structure


Via hole
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Figure 1.7 - Bandwidth improvement [5]

Heterogeneous circuits The 3D technologies allow truly heterogeneous designs. For instance, it is possible to integrate, in addition to traditional digital circuits of different technologies, analog circuits such as sensors or antennas, as well as power supply, which give 3D-SIC a high degree diversity. It is also possible to mix old and new generations technologies to lower the cost of future circuits. [18].

### 1.2.3 3D-SIC design challenges

As explained, 3D-SICs offer numerous design perspectives thanks to their advantages. However there are drawbacks that need to be taken into account and that will be discussed in the following paragraphs.

Thermal dissipation The power density has increased exponentially over the past decades for the 2D-ICs and it appears that this trend will continue in the near future. As for 3D-SICs, due to their higher component density, they will also be subject to higher power density so thermal management should be considered carefully [5]. A simplified model of thermal dissipation has been developed in this thesis and will presented in Chapter 3.

Cost With the appearance of a new technology, the involvement of a high cost should often be expected. In the case of 3D technology, in addition of the cost of the technology itself, there are the lack of infrastructure and the reluctance of manufacturers who do not want to risk to change to new technologies [5].

Design complexity and design software A large number of systems have been implemented using the 2D technologies which means that current tools can cope with 2D design complexity even if they show more and more their limits [12, 19]. As for

3D-SICs, the increased complexity can be tackled by developing adapted software [5]. However, to the best of our knowledge, few 3D dedicated software currently exist. One can nevertheless cite the works in [26-29]. Most of other tools are mainly developed for and owned by particular manufacturers. In addition, they are based on 2D design tools which does not allow to tackle the complexity of 3D designs integrally as they do not take all 3D specificities into account. For example, as it will be shown in Section 1.3,3D partitioning and floorplanning are considered separately (as it is done for 2D-ICs) whereas the 3D geometrical assignment should be taken as a whole.

In the following section, we will have an overview about these software tools and generally about the design flow used to design integrated circuits.

### 1.3 Current design flows and their limitations

Design flows are the combination of electronic design automation (EDA) tools used to produce an integrated circuit. These flows can generally be summarized in 4 main steps [30]: specification, logical design, physical design and the actual integrated circuit, as shown in Figure 1.8.

Global view


Figure 1.8 - Classical design flow
As one can observe, the design flows are sequential. The process goes from one step to the other with local optimization loops. In practice, it is not unusual to have
several rollbacks to the previous steps due to the need of manual intervention to adjust the constraints and reach good solutions and this can last few days for a complex chip for one iteration.

As explained previously, designing ICs implies numerous choices. At the moment, with this growing complexity, the current design flows can already show their limits. Indeed, these tools are developed to only take into account particular specificities of a circuit (area, timing) whereas other characteristics also have to be optimized. Besides, most of the time, the designers will be likely to freeze a certain amount of choices on basis of their experience, and then begin the optimization process with the remaining parameters. This will therefore limit the exploration of the design space and other good solutions might be ignored. In addition, the fixed choices can be questionable since they are based on the designer's experience and it is difficult to master the whole complexity of the problem in terms of criteria and possibilities of design.

The current design flows, which are not developed to cope with the needs of 3DSICs, may thus need improvements to be able to deal with the increased complexity [12, 19].

For the moment, most 3D design flows adapt classical flows to include 3D specificities, in particular 3D partitioning and 3D place \& route (see Figure 1.8). We can observe that these two steps are separated: the circuits are first (manually) partitioned, then the place \& route occurs for each layer. However, one can guess that the performances of a 3D-SIC will depend on the position of a component, considering simultaneously its position on a layer ( $(\mathrm{X}, \mathrm{Y})$-coordinates) and the layer where it lies (Z-coordinate). 3D design flows therefore need improvements to take into account these three coordinates at the same time.

### 1.4 Design space exploration tools

In order to cope with the increasing complexity of integrated circuits and the limitations of the current design flows, numerous tools have been proposed, in particular works about design space exploration (DSE) that have been developed to quickly suggest possible interesting solutions to a designer and speed up the design processes. In this section, we will describe different DSE tools that have been proposed in the literature.

### 1.4.1 2D-IC exploration tools

MILAN The MILAN (Model based Integrated simuLAtioN) framework [31] aims to simplify the optimization and the exploration of design spaces for System-on-Chip (SoC) platforms. This tool works on the component level and allows the users to choose a compromise between the simulation speed and the results accuracy. The exploration and optimization process is done in two phases: first it searches for possible
combinations between the architecture, the application and the mapping and second it estimates the performances (power, latency) depending on the precision asked by the users.

SoC Architecture Explorer SoC Architecture Explorer [32] is a multi-objective optimization and exploration tool that aims the design of SoC architectures by evaluating the compromises between the footprint and the execution time. The exploration process focuses on the application and the system architecture where the tool analyses the data flow and estimates the data transfers to determine a number of possible architectures.
modeFRONTIER(ESTECO) modeFRONTIER [33] is a proprietary development environment developed by ESTECO. It is a multi-objective optimization tool that aims parallel SoC architectures. modeFRONTIER allows to deal with up to one million different design configurations thanks to statistical analysis tools and data mining techniques.

MULTICUBE The MULTICUBE project ( MULTI $^{3}$ ) $[34,35]$ is a European project started in 2008 and dedicated to the multi-objective exploration of MPSoC architectures for multimedia embedded systems. The aims is to developed a framework that allows a quick and automated exploration of the design space to improve the performances of a MPSoC with metrics such as power, latency, computing performance, bandwidth, QoS, etc. This project is based on several heuristics and optimization algorithms that reduce the exploration time and allow a quick selection of the best solutions. In addition, MULTICUBE also aims to define an application-oriented framework based on the results of the multi-objective exploration to optimize the resources allocation and the tasks scheduling of the applications. The exploration is done at the system level, using the SystemC language. The project includes proprietary and open-source tools whose development targets the industry. Among the developed prototyping tools, Multicube explorer and Multicube-SCoPE can be cited.

Multicube Explorer Multicube Explorer [36] is a design space exploration framework for supporting platform-based design. This tool allows a fast optimization of a system with objective functions such as power, delays, surface, etc. by means of a system simulator. Multicube explorer proposes several multi-objective optimization methods that aim to propose the best compromises.

Multicube-SCoPE Multicube-SCoPE [37] is an evolution of the SCoPE tool [38] oriented to design space exploration. It is a fast system performance and power
simulator providing metrics associated with a system in order to drive the DSE process.

### 1.4.2 3D-SIC tools

DSE for 3D-stacked DRAMs by Weis et al. Design space exploration for 3Dstacked DRAMs has been developed by Weis et al. [39]. They defined a 3D-DRAM based on a SystemC model with a 3D channel controller and also considered a wiring model for the TSVs. The used metrics are area, performance and energy efficiency evaluated for different DRAM architectures and technologies. 3D thermal issues has been kept out of the scope of the study. The simulation results allowed them to have a trade-off analysis of horizontal wirings against vertical wirings in terms of energy and cell efficiency. They could show quantitatively how a 3D-DRAM can perform better than a classical DRAM.

Observation This work is really interesting as it shows the stakes of using the 3D technology for DRAM. However, since it is based on DRAMs, the tools work with a memory structure that is repeated in the 3D-DRAM, which does not take into consideration more heterogeneous architectures. Also, only trade-off analyses are performed, which does not give a more global multi-criteria insight of the results as it will be illustrated in Chapter 2.

DSE for 3D architecture and DSE for 3D integrated circuits by Xie et al. Design space exploration for 3D architecture and design space exploration for 3D integrated circuits are two works proposed by Xie et al. [28,29]. In the first study, they combine several tools to perform a DSE:

- for the 3D cache partitioning, two strategies have been proposed at the subarrays granularity level
- the area, the delay and the energy of a 3D cache are assessed following a cost function
- 3DCacti, a tool developed to explore various 3D partitioning options of caches
- thermal-aware 3D floorplanning based on simulated annealing

With the DSE, they are able to propose different possible architectures for 3D microprocessor design by performing trade-off analyses of the criteria. The second study is an extension where a cost analysis is added.

Observation These works seem to be among the most integrated studies in the literature with cache partitioning and microprocessor floorplanning, and considering several criteria including thermal issues. However, the partitioning and the floorplanning are separated while a more 3D approach should consider both dimensions simultaneously. Also, the criteria are aggregated with a cost function which can lead
to inconsistency as it will be explained in Chapter 2 and only trade-off analyses are performed.

Automated design flow for 3D microarchitecture evaluation by Cong et al. An automated design flow for 3D microarchitecture evaluation has been proposed by Cong et al. [27]. They propose an evaluation flow for performance assessment and thermal management. This allows them to perform thermal-aware 3D floorplanning.

Observation This work is worth mentioning as it proposes a quick way to evaluate temperature issues. However, it only deals with the thermal criterion.

PathFinding flow The PathFinding flow has been proposed in $[40,41]$ to deal with design exploration of advanced packaging integration. The aim of this work is to be able to produce a specification for the architecture and for the technology with assessment of performance, power and cost by defining a virtual prototyping flow which aims are to:

- Speed-up (10x to 100x) the complete design flow (synthesis and place-androute) and assess design parameters with an acceptable level of inaccuracy. Such estimations will allow shorter design time and are admissible at a prototyping stage where the main interest lies in relative informations on the overall system cost/performance.
- Enable low-cost (time) system design iteration cycle which allow the performance evaluation for several different design parameters so it is possible to have trade-off analyses about the design.
- Perform design exploration of different system level, implementation and technology parameters, including application level analysis.
The PathFinding flow can also also work on tasks such as gate-level netlist partitioning, TSV and bumps array planning, 3D floorplanning for each die, etc.

Observation This work is also among the most integrated study in the literature. However, the criteria optimization is done following a uni-criterion approach which does not allow to explore quickly several possibilities.

### 1.5 Conclusion

In this chapter, we have presented a short overview of the evolution of IC design. Manufacturers have pushed back the limitations of the silicon for the past decades and are now facing new challenges due mainly to quantum effects. 3D-SICs have been proposed to face these problems and we have shown a quick review of this promising technology.

With the 3D integration, design flows have evolved and integrate 3D partitioning and 3D place-and-route. However, these two steps are performed separately while they should be considered simultaneously as the performances of the circuit will depend on the position of a component on a layer and the layer where it lies.

We have then presented researches that aim to deal with these challenges by making use of multi-objective optimization. To the best of our knowledge, all these tools use a uni-criterion approach or deal with a limited set of criteria while performing only trade-off analyses. This therefore lacks a more global view on all the criteria simultaneously and interesting information about a design space could be missed. The goal of this research is to show that a more multi-objective-oriented optimization could be more suitable to take into account the many aspects of a design.

To achieve this, we will present in the next chapter the tools related to the multicriteria field. We will then detail how a 3D-SIC can be modelled to apply multiobjective optimization and show that a more multi-criteria is able to provide qualitative and quantitative information that would not be available with current tools.

## 2

## Review of the literature

## Part II: Operations research

## Chapter abstract

In this chapter, we briefly present the basics of multi-objective optimization and multi-criteria decision aid, in order to justify our choice to use such a paradigm. We will explain in what kind of context a multi-criteria approach can be used and present some classical methods of the field.

### 2.1 Introduction

In this chapter, we will briefly present the basics of multi-objective optimization and multi-criteria decision aid, in order to justify our choice to use such a paradigm. As stated in Chapter 1, the 3D integration can offer new perspectives but designing 3D-SICs includes two major distinctive features: several criteria and a huge number of possible solutions. When facing such problems, two main approaches exist: the uni-criterion paradigm and the multi-criteria paradigm. For optimization problems, these paradigm will refer to the terminology mono-objective/multi-objective optimization while for decision aid, the terminology uni-criterion/multi-criteria will be used.

In the following, we will briefly describe each paradigm, showing some of the main approaches alongside illustrative examples. First, we will present the uni-
criterion methodology, then show why it can be limited in our context and explain why a multi-criteria paradigm can be more suitable.

### 2.2 The uni-criterion paradigm

### 2.2.1 Problem formulation

An optimization problem can be formulated, without loss of generality, as [9]

$$
\begin{gather*}
\min f(x)  \tag{2.1}\\
x \in A
\end{gather*}
$$

where $f$ is a real-valued function evaluating the solutions denoted $x$, and $A$ is the set of admissible solutions, $f$ is also called the criterion on which $x$ is evaluated. A criterion can therefore be defined as follows [42]:

Definition 2.1 (Criterion). A criterion is a function $f$, defined on $A$, taking its values in a totally ordered set, and evaluated according to a specific point of view, which then results in performance levels.

A criterion is thus a way to evaluate and compare potential solutions.
Let us note that the equation 2.1 expresses a minimization problem. A maximization problem can be seen as a minimization problem with the identity

$$
\begin{equation*}
\max _{x \in A} f(x)=-\min _{x \in A}(-f(x)) \tag{2.2}
\end{equation*}
$$

so that there is no loss of generality by using only minimization formulation.
In order to give a more precise idea of what an optimization problem is, we will describe in the next section some typical examples taken from the reference book $[7,9]$.

### 2.2.2 Examples of typical optimization problems

## Linear programming

Linear programming (LP) is a problem formulation where the aim is to optimize a linear function, subject to linear inequality constraints. This can be formulated as follows:

$$
\begin{equation*}
\min \mathbf{c}^{\top} \mathbf{x} \tag{2.3}
\end{equation*}
$$

subject to

$$
\begin{gathered}
A \mathbf{x} \leq \mathbf{b} \\
\mathbf{x} \geq \mathbf{0}
\end{gathered}
$$

where x is a vector of continuous, integer or boolean variables to be determined, c and $\mathbf{b}$ are vectors of coefficients, $A$ is a matrix of coefficients.

Efficient exact methods for solving LP problem exist such as, among the most knowns, the simplex algorithm [43] or the interior point method [44].

Example 2.2 (Linear programming). A company produces two electronic boards Board $_{1}$ and Board $d_{2}$ based on two kinds of memories denoted $M_{1}$ and $M_{2}$. The objective consists in finding the most profitable product mix, given the availability of each memory $M_{1}$ and $M_{2}$, and the amount of memory used as well as the profit per board. The decision variables are $x_{1}$ and $x_{2}$ that represent respectively the amount of Board $1_{1}$ and Board $d_{2}$ produced. The data are given in Table 2.1. The objective is to maximize the profit.
The problem can be formulated as an LP:

$$
\begin{equation*}
\max \text { profit }=5 x_{1}+4 x_{2} \tag{2.4}
\end{equation*}
$$

subject to the constraints

$$
\begin{aligned}
192 x_{1}+128 x_{2} & \leq 1024 \\
32 x_{1}+64 x_{2} & \leq 192 \\
x_{1}, x_{2} & \geq 0 \\
x_{1}, x_{2} & \in \mathbb{N}
\end{aligned}
$$

Table 2.1 - Data associated with the LP problem

|  | Usage for Board $_{1}$ | Usage for Board $_{2}$ | Stock |
| :--- | :---: | :---: | :---: |
| $M_{1}$ | 192 | 128 | 1024 |
| $M_{2}$ | 32 | 64 | 192 |
| Profit per unit | E5 | €4 |  |

When the variables are restricted to integers, the problems are solved with integer linear programming (ILP):

$$
\begin{equation*}
\min c^{\top} x \tag{2.5}
\end{equation*}
$$

subject to

$$
\begin{gathered}
A \mathbf{x} \leq \mathbf{b} \\
\mathbf{x} \in \mathbb{N}
\end{gathered}
$$

where $\mathbf{c}$ and $\mathbf{b}$ are vectors and $A$ is a matrix of coefficients.
When the set of decision variables contains both discrete and continuous variables, the problem refers to mixed integer programs (MILP).

Other particular ILP problems which deals with variables that are restricted to be either 0 or 1 are called $0-1$ linear programming.
Example 2.3 (Travelling salesman problem (TSP) [7]). The TSP is one of the most known optimization problem. It can be formulated as follows: given $n$ cities and the distance between each pair of cities, we have to find the shortest tour that visits each city once and returns to the origin city. This problem can be formulated as an ILP problem.
Let $d_{i j}$ be the distance between the city $i$ and the city $j, S$ be the set of solutions (tours) and define:

$$
x_{i j}= \begin{cases}1 & \text { if the path goes from city } \text { i to city } j \\ 0 & \text { otherwise }\end{cases}
$$

The ILP formulation is then:

$$
\begin{equation*}
\min \sum_{i=0}^{n} \sum_{j=0}^{n} d_{i j} x_{i j} \tag{2.6}
\end{equation*}
$$

s.t.

$$
\begin{array}{ll}
\sum_{i=0, i \neq j}^{n} x_{i j}=1 & j=0, \ldots, n \\
\sum_{j=0, j \neq i}^{n} x_{i j}=1 & i=0, \ldots, n \\
\sum_{i \in S, j \notin S} x_{i j} \geq 1 & \forall S \subset\{0, \ldots, n\} \\
x_{i j} \in\{0,1\} & \forall i, j
\end{array}
$$

## Non-linear programming

Non-linear programming (NLP) models deal with mathematical problems where some of the constraints and/or the objective function are non linear:

$$
\begin{equation*}
\min f(x) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{gathered}
f: \mathbb{R}^{n} \rightarrow \mathbb{R} \\
x \in \mathbb{R}^{n}
\end{gathered}
$$

subject to

$$
g_{i}(x) \leq 0, i \in J=1, \ldots, m
$$

where $g_{i}: X \rightarrow \mathbb{R}^{n}$ are the inequality constraints.
NLP are generally more difficult to solve than LP [7] and metaheuristics (see Section 2.4.2) are commonly used to solve this class of problems.

### 2.3 From the uni-criterion paradigm to the multi-criteria paradigm

With a uni-criterion paradigm, the optimization of one objective is generally performed while considering that this single criterion synthesizes all the characteristics of the problems or that the other criteria already satisfy an acceptable level by considering them as constraints. This methodology will search for a solution which is supposed to be optimal according to this criterion. However, most problems encountered in the field of IC design, and more generally in other industrial fields, contains several conflicting criteria as it will be illustrated in Chapter 3. Finding a solution that simultaneously optimizes all the criteria is only possible in rare cases.

For instance, when designing ICs, a manufacturer will try to simultaneously maximize the performance while minimize the cost of the circuit. However, we can already guess that those two objectives are conflicting. Also, producing high-end ICs can be subject to more difficulties in terms of thermal dissipation. In addition, a criterion based on ecological standards may have impacts on the cost and the performance of an IC.

This example shows that, even if the uni-criterion paradigm is the currently-used approach, it cannot always be applied since there is no achievable optimum, as several criteria have to be simultaneously taken into account. A solution that optimizes one criterion will likely affect another.

In order to deal with the multiple criteria of a problem, another paradigm consists in taking into account all the criteria simultaneously: the multi-criteria paradigm.

### 2.4 The multi-criteria paradigm

### 2.4.1 Problem formulation

A multi-criteria problem can be formulated without loss of generality as follows [9]:

$$
\begin{gather*}
\min \left\{f_{1}(x), f_{2}(x), \ldots, f_{m}(x)\right\}  \tag{2.8}\\
x \in \mathcal{A}
\end{gather*}
$$

where $\left\{f_{1}(x), f_{2}(x), \ldots, f_{m}(x)\right\}$ is a set denoted $\mathcal{F}$ of $m$ evaluation criteria that needs to be minimized and $x$ is a solution of the set $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$.

As explained in Section 2.3, a global optimal solution is often impossible to find for a multi-criteria problem. However, compromise solutions can exist and a way to identify them can be to use a dominance relation which has been defined as follows [42]:

Definition 2.4 (Dominance). A solution $a_{1}$ dominates a solution $a_{2}$ if:

$$
f_{k}\left(a_{1}\right) \leq f_{k}\left(a_{2}\right) \forall k
$$

where at least one of the inequalities is strict.
From this dominance relation, it is then possible to filter the solutions in order to keep only the non-dominated ones. This set of efficient solutions is called the Pareto frontier. Let us note that the efficient solutions refer to the decision space while the Pareto frontier refers to the evaluation space.

Two approaches can be used to establish this set [42]:

- Exact methods which aims to compute the Pareto frontier directly [45,46].
- Approximate methods which aims to approach as best as possible the Pareto optimal frontier in an acceptable time; a common way is to quickly explore the solution space, for example with metaheuristics [7].
As explained in Chapter 1, designing 3D-SICs involves a huge solution space to deal with in the optimization process. The solution (that is to say the most-suitable 3DSIC architecture) is unknown and an exhaustive search would take a prohibitive time. Also, due to the nature of the criteria (discrete and continuous variables, linear and non-linear criteria) that will be defined in Chapter 3, we have few hopes to be able to develop an exact method. For those reasons, approximate methods with metaheuristics for multi-objective optimization will be used. Let us also remind that the aim of this thesis is to evaluate the applicability of a multi-criteria paradigm to the design of 3D circuits. Therefore developing exact methods has been kept out of the scope of this work.


### 2.4.2 Metaheuristics for multi-objective optimization

Metaheuristics are a family of approximate optimization methods. They aim to provide "acceptable" solutions in reasonable time for solving complex problems [7]. As stated previously, finding the optimal solution for a multi-objective optimization problem (MOP) is only possible in exceptional cases since encountering conflicting criteria is generally common. Therefore, multi-objective metaheuristics will not produce a single solution but a set of alternatives defined as Pareto optimal solutions. The main goal is then to obtain this set.

In our study, due to the heterogeneous nature of the criteria, there are few hopes to find the exact Pareto optimal solutions without performing an explicit enumeration. In such cases, metaheuristics are commonly used and the goal is then to find an approximation of this set. Two properties have to be respected in order to ensure good approximations: convergence to the Pareto optimal front and uniform diversity. The first property allows to have solutions that are closed to the Pareto set whereas the second property shows a good distribution around the Pareto front.

Numerous metaheuristics have been developed since the 50s. Among the most known, let us cite genetic algorithm [47], scatter search [48], simulated annealing [49], tabu search [50], memetic algorithms [51] and ant colony optimization [52].

In this work, we will focus on genetic algorithms (GA) as they are quick to implement for a first approach and are suitable to heterogeneous variables problems. several implementations of genetic algorithms have been developed, such as Vector Evaluated Genetic Algorithm (VEGA), Multiple Objective Genetic Algorithm (MOGA), Non-dominated Sorting Genetic Algorithm (NSGA), Niched-Pareto Genetic Algorithm (NPGA), Sub-Population Genetic Algorithm (SPGA), etc. [53]. In this research, we have chosen to use a classical approach of genetic algorithm with NSGA. More details about other metaheuristics can be found in reference books such as $[7,54,55]$.

## General description of genetic algorithms

Genetic algorithms have been developed by Holland in the 1970s [47]. They are metaheuristics that reproduce the properties of a natural selection process as described by Charles Darwin. GAs are based on the principle of improvement of gene pool of a population over generations. GAs will mimic the natural evolution with techniques such as selection, crossover and mutation. In the following, we will briefly describe the general methodology of a GA without considering a multi-objective case since the key steps are similar. Afterwards, we will describe one of the most popular multi-objective genetic algorithms: NSGA-II (Non-dominated Sorting Genetic Algorithm) [6].

Genetic algorithms rely on a population that is evolved toward better solutions or individuals. The evolution is an iterative process and starts usually with randomlygenerated solutions. At each iteration, every individual is evaluated to define its fitness. The fitter ones are more likely to be selected for genetic modifications (crossover and possibly mutation). The produced solutions constitute the new generation that will be used for the next iteration. The algorithm is commonly terminated when a maximum number of generations has been produced or when no better solution has been produced after a several iterations. The general pseudo-code for genetic algorithms is shown in Algorithm 1.

Representation of a solution The representation or encoding of a solution is called a chromosome and depends on the problem. Several examples of problems show binary encodings however, in our study we will use a real-valued matrix that will be detailed in Chapter 3. Nevertheless, without loss of generality, we will illustrate the principles of a genetic algorithm by using binary-coded solutions.

```
Algorithm 1: General pseudo-code for genetic algorithms
    CHOOSE initial population;
    EVALUATE each individual's fitness;
    repeat
        SELECT parents;
        CROSSOVER pairs of parents;
        MUTATE the resulting offspring;
        EVALUATE the new candidates;
        SELECT individuals for the next generation;
    until TERMINATION CONDITION satisfied;
```

Initialization Initially many solutions are generated, usually randomly to form the initial population. Depending on the problem, the generation of the initial population can be guided (seeded) to areas where optimal solutions are likely to be found. Another way to generate solutions can be to use building mechanisms, for instance with a greedy-like algorithm.

Selection The selection is a stochastic process usually planned so that the fitter solutions have a higher probability of being selected. This aims to ensure the convergence of the algorithm.

In particular, one can mention the roulette wheel selection method where the fitness level is used to associate a probability of selection to each candidate. If $f_{i}$ is the fitness of the individual $i$, its probability to be selected is $p_{i}=\sum_{j=0}^{f_{i} f_{j}}$ where $n$ is the number of individuals in the population.

Crossover Once a pair of individuals has been selected, they will be crossed-over. Typically, two children are created from each set of parents. One method of crossover (one-point crossover) will be explained here but other approaches exists such as the two-point crossover or the uniform crossover [56]. The one-point crossover is chosen here as it is one of the best performing operators for various kinds of problem and finding a best overall operator is often difficult [57]. A random crossover point will be selected on both parents. Beyond that point, the data will be swapped with the information of the other parent as show in Example 2.5.

Example 2.5 (Crossover example). Let us consider two individuals $x$ and $y$ of the population:
If the randomly-chosen crossover point is 2 then the obtained offspring is:

$$
\begin{array}{rl}
x & = \\
y & =0 \\
\hline & 1 \\
1 & 1 \\
1 & 0
\end{array} 0
$$

Mutation Mutation is a genetic operation used to ensure diversity in the generated populations. It changes one or several pieces information in the chromosome of an individual. This alteration depends on how the solution is encoded. If it is a bit string, the most common operation is to apply a bit flip (see Example 2.6) while for float chromosomes, new values can be generated following user-defined rules (see detailed illustration in Chapter 3).

Example 2.6 (Mutation example). Let us consider one individual $x^{\prime}$ of the population:

$$
x^{\prime}=\begin{array}{llllllll}
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0
\end{array}
$$

If the randomly-chosen mutation point is 3 then $x^{\prime}$ becomes:

$$
x^{\prime}=0 \quad 1 \quad 100100010
$$

Termination The generational process is repeated until a termination condition has been encountered. Common conditions are:

- no better results produced after several generations
- fixed number of generations reached
- simulation elapsed time reached

As we can see, when implementing a genetic algorithm, several choices have to be made in terms of methods (crossover type, mutation type, termination conditions) and in addition, the related parameters have to be defined and eventually tuned, for example with algorithm such as irace [58].

## Multi-objective genetic algorithm: NSGA-II

While the original genetic algorithms have been developed for mono-objective purposes, they have also been extended to multi-objective optimization and among the most known, one can cite NSGA-II.

NSGA-II stands for Non-dominated Sorting Genetic Algorithm and has been developed by Deb [6] to provide a multi-objective version for genetic algorithms. It is an evolution of the original NSGA proposed in [59]. NSGA-II follows the same steps as a classical GA and additionally implements techniques, particularly in the selection step, to take into account several objectives simultaneously.

NSGA-II selection The selection is based on the Pareto dominance principle, particularly the Pareto rank which allows to sort all the solutions of a set following an extended Pareto principle and the crowding distance which estimates how dense the surrounding of a solution is.

Definition 2.7 (Pareto rank [6]). From a given pool of solutions, the Pareto optimal ones are of rank 1. For the higher ranks the following process is repeated iteratively: to find the solutions of rank $i \geq 2$, the solutions of rank $i-1$ are removed and the remaining Pareto solutions from this subset are of rank i. An illustration of the Pareto ranks is given in Figure 2.1.


Figure 2.1 - Illustration of Pareto ranks

Definition 2.8 (Crowding distance [6]). The crowding distance is a measure of how close a point is to it neighbours, and thus of the density of solutions surrounding a particular point in the population. It is computed by taking the average distance of
the two points on either side of this point along each of the objectives (see. Figure 2.2 and Algorithm 2).


Figure 2.2 - Crowding distance calculation [6]

```
Algorithm 2: Crowding distance for the set of solutions \(A\) [6]
    Input: \(A\)
    \(1 l=|A|\);
    2 foreach \(i\) do
    | set \(A[i]_{\text {distance }}=0\);
    4 end
    5 foreach objective \(m\) do
\(6 \quad A=\operatorname{sort}(A, \mathrm{~m})\);
\(7 \quad A[1]_{\text {distance }}=A[l]_{\text {distance }}=\infty\);
\(8 \quad\) for \(i=2\) to \((l-1)\) do
    | \(A[i]_{\text {distance }}=A[i]_{\text {distance }}+(A[i+1] \cdot m-A[i-1] . m)\)
        end
    end
12 Note: \(A[i] . m\) refers to the \(m\)-th objective function
    value of the \(i\)-th individual in the set \(A\)
```

The number of solutions per generation is fixed as constant. Between two solutions with different Pareto ranks, the lower rank will be preferred. Otherwise, if both solutions have the same Pareto rank then the one located in a less-crowded region will be preferred.

## Performance evaluation of a metaheuristic

In order to evaluate the performances of a metaheuristic, several metrics have been defined in the literature to assess the convergence and diversity properties of an algorithm [7]. Among the classical indicators, one can cite the contribution indicator, the spread indicator, the binary $\epsilon$-indicator, the unary hypervolume indicator and the density of the Pareto-front which are presented in [7,60]. These indicators can be grouped in 3 categories defined in [7]:

1. The convergence-based indicators:
"The convergence metrics evaluate the effectiveness of the solutions in terms of the closeness to the optimal Pareto front."
2. The diversity-based indicators:
"Diversity indicators measure the uniformity of distribution of the obtained solutions in terms of dispersion and extension. In general, the diversity is researched in the objective space."
3. The hybrid indicators: that combine both convergence and diversity measures.

Contribution indicator The contribution is a convergence-based binary indicator. The contribution of an approximation $P O_{1}$ relatively to another approximation $P O_{2}$ is the ratio of non-dominated solutions produced by $P O_{1}$ in $P O^{*}$, which is the set of Pareto solutions of $\mathrm{PO}_{1} \cup \mathrm{PO}_{2}$ [7]:

$$
\begin{equation*}
\operatorname{Cont}\left(P O_{1} / P O_{2}\right)=\frac{\frac{\|P O\|}{2}+\left\|W_{1}\right\|+\left\|N_{1}\right\|}{\left\|P O^{*}\right\|} \tag{2.9}
\end{equation*}
$$

where $P O$ is the set of solutions in $P O_{1} \cap P O_{2}, W_{1}$ the set of solutions in $P O_{1}$ that dominate some solutions of $\mathrm{PO}_{2}$ and $N_{1}$ the set of non-comparable solutions of $P O_{1}$. For instance, if this value is equal to 0.8 , it means that $80 \%$ of of the solutions of the non-dominated set $P O_{1} \cup P O_{2}$ are provided by $P O_{1}$. Therefore, $\operatorname{Cont}\left(P O_{1} / P O_{2}\right)$ has to be greater than 0.5 to indicate that $P O_{1}$ is better than $P O_{2}$ in terms of convergence to the Pareto front.

Spread indicator The spread indicator $I_{s}$ combines the distribution and cardinality to measure the dispersion of the approximated Pareto set $A$ [7]:

$$
\begin{equation*}
I_{s}=\frac{\sum_{u \in A}\left|\left\{u^{\prime} \in A:\left\|F(u)-F\left(u^{\prime}\right)\right\|>\sigma\right\}\right|}{|A|-1} \tag{2.10}
\end{equation*}
$$

where $F(u)$ is the vector of objectives to be optimized and $\sigma>0$ a neighborhood parameter. The closer is the measure to 1 , the better is the spread of the approximated set $A$.

Binary $\epsilon$-indicator The binary $\epsilon$-indicator is a convergence-based indicator. It will give the quality of a solution front in comparison with a another set, with regards to all objectives. Let us consider a minimization problem with $n$ positive objectives. An objective vector $f^{1}=\left(z_{1}^{1}, z_{2}^{1}, \ldots, z_{n}^{1}\right)$ is said to $\epsilon$-dominate another objective vector $f^{2}=\left(z_{1}^{2}, z_{2}^{2}, \ldots, z_{n}^{2}\right)$ if $\forall 1 \leq i \leq n: z_{i}^{1} \leq \epsilon \cdot z_{i}^{2}$, for a given $\epsilon>0$. A binary $\epsilon$-indicator $I_{\epsilon}(A, B)$ gives the factor $\epsilon$ such that for any solution in $B$ there is at least one solution in $A$ that is not worse by a factor of $\epsilon$ in all objectives. $I_{\epsilon}(A, B)$ can be calculated as follows [60]:

$$
\begin{equation*}
I_{\epsilon}(A, B)=\max _{z^{2} \in B} \min _{z^{1} \in A} \max _{1 \leq i \leq n} \frac{z_{i}^{1}}{z_{i}^{2}} \tag{2.11}
\end{equation*}
$$

Unary hypervolume indicator The hypervolume is an hybrid indicator that exists in a unary and a binary form. Since we already cited a binary indicator (epsilon), we will define the hypervolume indicator $I_{H}$ in its unary form. $I_{H}$, associated with an approximation set $A$ is given by the volume of the space portion that is weakly dominated (see Definition 2,9) by the set $A$ [7]. This indicator needs the specification of a reference point $Z_{r e f}$ (set arbitrarily) that denotes the upper bound over all objectives, as illustrated in Figure 2.3.


Figure 2.3 - Unary hypervolume indicator [7]

Definition 2.9 (Weak dominance). An objective vector $f=\left(f_{1}, \ldots, f_{n}\right)$ is said to weakly dominate $g=\left(g_{1}, \ldots, g_{n}\right)$ if all components of $f$ are smaller than or equal to the corresponding components of $g$, that is, $\forall i \in\{1, \ldots, n\}, f_{i} \leq g_{i}$.

### 2.4.3 Multi-criteria decision aid

Once the Pareto frontier is obtained or approximated, the compromise solutions can be found by establishing a preference model of the decision maker facing several conflicting solutions. Those models can be classified into three broad categories [42, 61] whose methods will be detailed in Section 2.4.5:

1. Aggregation methods: numerical scores are calculated by aggregating the criteria to determine the level of preference for a solution. The most known aggregation methods are the Multi-Attribute Utility Theory (MAUT) [62] and the Analytic Hierarchy Process [63].
2. Interactive methods: it is a sequential process composed by alternating computation steps and dialogue with the decision maker. A first compromise is submitted to the decision maker who can accept or deny it. If the solution is denied, the DM can give extra information (e.g. releasing a constraint) about his preferences (dialogue) and a new solution can be calculated, so a new decision process begins. Otherwise, no better solution can be found and the process stops. Among the most known interactive methods, the STEP Method (STEM) [64] or the Satisficing Trade-Off Method (STOM) [65] can be cited.
3. Outranking methods: the solutions are compared pairwise which enables the possibility to identify the relationship between the solutions. This shows the preference for a solution in comparison to another one. PROMETHEE [66] and ELECTRE [67] are among the most known outranking methods.
Generally, the purpose of MCDA is to provide answers for three main problematic [68]:
4. The choice problematic (P. $\alpha$ ): the aid aims the selection of a small number of good solutions in such way that one or several compromise solutions can be chosen.

Example 2.10. In circuit design, the objective would be to choose the best compromise CPU in terms of performance and price.
2. The sorting problematic (P. $\beta$ ): the aid aims the assignment of each solution to a predefined (ordered) category.
Example 2.11. Depending on performance, price, radiation resistance, thermal operational range, electronic components can be sorted following a robustness constraints order for commercial, industrial or military and spatial purposes.
3. The ranking problematic (P. $\gamma$ ): the aid aims the complete or partial preorder of all the solutions.

Example 2.12. With a preorder for CPUs based on an assessment of their performances, it is possible to associate a price to each processor depending on their ranking.

### 2.4.4 Preference modelling

As mentioned, preference modelling is an important step in multi-criteria decision making problem. It is necessary to understand how a model is built as it will determine how a method will work based on it and thus the outcoming results.

## Definitions

Before introducing several important MCDA methods, let us first give some definitions about preference modelling in order to ease the understanding of the following sections.

When modelling the decision maker's preferences, three binary relations which result from the comparison of two alternatives $a_{i}$ and $a_{j} \in \mathcal{A}$ are usually defined [42]:

$$
\begin{cases}a_{i} P a_{j} & \text { if } a_{i} \text { is prefered to } a_{j}  \tag{2.12}\\ a_{i} I a_{j} & \text { if } a_{i} \text { is indifferent to } a_{j} \\ a_{i} R a_{j} & \text { if } a_{i} \text { is incomparable to } a_{j}\end{cases}
$$

These relations express situations of preference, indifference and incomparability and it can be assumed that they satisfy the following properties:

$$
\forall a_{i}, a_{j} \in \mathcal{A} \begin{cases}a_{i} P a_{j} \Rightarrow a_{j} \neg P a_{i}: & : P \text { is asymmetric }  \tag{2.13}\\ a_{i} I a_{i} & : I \text { is reflexive } \\ a_{i} I a_{j} \Rightarrow a_{j} I a_{i} & : I \text { is symmetric } \\ a_{i} \neg R a_{i} & : R \text { is irreflexive } \\ a_{i} R a_{j} \Rightarrow a_{j} R a_{i} & : R \text { is symmetric }\end{cases}
$$

Intuitively:

- aPb corresponds to the existence of clear and positive reasons that justify significant preference in favour of a
- alb corresponds to the existence of clear and positive reasons that justify equivalence between the two alternatives
- aRb corresponds to an absence of clear and positive reasons that justify any of the two preceding relations
As stated, $(P, I, R)$ are binary relations. However, these relations can be poor in terms of information about the preferences of a decision maker. Indeed, $P$ will for instance express a strict preference between two alternatives whereas the DM can have a degree of intensity of the preference. For such kinds of situations, the preferences can be defined by a valued preference relation. This valued relation will
often take values in the interval $[0 ; 1]$, as it will be illustrated in Section 2.4 .5 for the PROMETHEE methods [68]. Let us also note that these three relations have been extended in [69] to allow more preference expressiveness.


### 2.4.5 Some important multi-criteria methods

## Multi-Attribute Utility Theory

Multi-Attribute Utility Theory (MAUT) has been introduced by Fishburn [70] and Keeney and Raiffa [71]. This method belongs to the family of aggregation methods that consist in substituting the initial multi-criteria problem

$$
\begin{equation*}
\min \left\{f_{1}(x), f_{2}(x), \ldots, f_{m}(x) \mid x \in \mathcal{A}\right\} \tag{2.14}
\end{equation*}
$$

the following uni-criterion problem:

$$
\begin{equation*}
\min \{U(x) \mid x \in \mathcal{A}\} \tag{2.15}
\end{equation*}
$$

where $U(x)$ is called the utility function that aggregates all the criteria to a single criterion:

$$
\begin{equation*}
U(x)=U\left[f_{1}(x), f_{2}(x), \ldots, f_{m}(x)\right] \tag{2.16}
\end{equation*}
$$

Generally, this utility function is a non-linear function defined such that:

$$
\begin{align*}
& U(a)>U(b) \Leftrightarrow a \text { is prefered to } b  \tag{2.17}\\
& U(a)=U(b) \Leftrightarrow a \text { is indifferent to } b \tag{2.18}
\end{align*}
$$

One of the easiest utility function is the weighted sum:

$$
\begin{equation*}
U(x)=\sum_{j=1}^{m} w_{j} f_{j}(x) \tag{2.19}
\end{equation*}
$$

where $w_{j}$ is the weight associated to the criterion $j$.
With this utility function, it is then possible to compute an aggregated score for each solution and rank them in order to choose among the best ones.

MAUT has been applied in numerous cases and developments have been provided to axiomatize this method and justify its use [62].

## Analytical Hierarchy Process (AHP)

Analytical Hierarchy Process (AHP) has been developed by Saaty [63]. This multi-criteria method allows to face structurally complex choices by decomposing the problem in several sub-problems that can be analysed and solved independently and are easier to understand. Similarly to PROMETHEE and ELECTRE, AHP proceeds
by making pairwise comparisons of the alternatives, but for example on basis of a ordinal scale from 1 to 9 . Indeed, one of the distinctive features of this methods is to build a matrix by asking the decision maker to compare all pairs of alternatives and criteria. Therefore, the input for AHP is not an evaluation table but the DM's preference matrix. The normalized right-hand eigenvector of this matrix is then used to compute the score associated to each alternative and the weight associated to each criterion.

In order to illustrate AHP, we will give more details on a particular case where only the criteria are compared. The decision maker will make pairwise comparisons and give an ordinal scale of preference for the criteria. The following matrix can be obtained:

$$
A=\left(\begin{array}{cccccc}
1 & a_{12} & \ldots & a_{1 j} & \ldots & a_{1 m}  \tag{2.20}\\
\frac{1}{a_{12}} & 1 & \ldots & a 2 j & \ldots & a_{2 m} \\
\vdots & & & & & \\
\frac{1}{a_{1 j}} & \frac{1}{a_{2 j}} & \ldots & a_{i j} & \ldots & a_{i m} \\
\vdots & & & & & \\
\frac{1}{a_{1 m}} & \frac{1}{a_{2 m}} & \ldots & a_{i m} & \ldots & 1
\end{array}\right)
$$

where $a_{i j}$ is expresses the relative importance of the criterion $i$ over the criterion $j$.
From this matrix, AHP uses a method based on eigenvector to extract the related weights of each criterion that can be used, for instance, as input data for MAUT in a weighted sum.

A comparison matrix is said to be consistent if $a_{i j} a_{j k}=a_{i k} \forall i, j, k$. However, consistency cannot always be reached and AHP's founders have defined a Consistency Index (CI):

$$
\begin{equation*}
C I=\frac{\lambda_{\max }-m}{m-1} \tag{2.21}
\end{equation*}
$$

where $\lambda_{\max }$ is the largest eigenvalue of the matrix and $m$ is the matrix size.
This Consistency Index is then compared to Random (consistency) Index (RI) which are considered to be appropriate CIs. These RIs are obtained by randomly generating matrices and taking the average CI values.

A Consistency Ratio (CR) then is defined:

$$
\begin{equation*}
C R=\frac{C I}{R I} \tag{2.22}
\end{equation*}
$$

If the value of the Consistency Ratio is lower or equal to $10 \%$, the inconsistency is considered to be acceptable. Otherwise, the decision maker has to revise judgements.

Let us note that several extensions for AHP have been developed that use other types of scales or other ways to exploit $A[63,72]$.

## STEP Method (STEM)

The STEP Method has been proposed by Benayoun [64]. STEM is an interactive and iterative exploration procedure that aims to reach the best compromise according the decision maker after a certain number of cycles. Each cycle is composed of a calculation phase based on the ideal point (see Definition 2.13) and a decision-making phase (discussion with the decision maker):

1. An efficient compromise solution is determined, which is the nearest to the ideal point in the minimax regret sense (minimization of the maximum regret when a solution is chosen over the ideal point).
2. This solution is submitted to the decision maker. Three cases can then happen:
(a) The decision maker is satisfied and the procedure ends;
(b) The decision maker wants to simultaneously improve all the evaluations. This is impossible since the proposed solution is efficient. The procedure ends and cannot help the decision maker.
(c) The decision maker identifies a particular criterion on which a concession can be made in order to improve other criteria. A new efficient solution can then be determined.
(d) This new solution is submitted. Go to step 2.

Definition 2.13 (Ideal point). The ideal point $f^{*}=\left(f_{1}^{*}, f_{2}^{*}, \ldots, f_{m}^{*}\right)$ is defined such that $f_{i}^{*}=\min \left\{f_{i}(x), \forall i=1,2, \ldots, m, \forall x \in \mathcal{A}\right\}$.

The ideal point possesses as coordinates the best values that can be achieved for each criterion separately.

## Satisficing Trade-Off Method (STOM)

The STOM method has been proposed by Nakayama [65]. Similarly to STEM, it relies on a discussion with the decision maker but is based on the setting of an aspiration level.

STOM can be summarized in four steps:

1. The first step is to set the ideal point.
2. Then the aspiration level for each criterion is asked to the decision maker; this is the reference point for each criterion of the decision maker. Note that, given the constraints of the method, the aspiration level should be lower than the ideal point.
3. A Pareto solution nearest to the ideal point and in the direction of the aspiration level is determined.
4. This solution is submitted to the decision maker. If it is satisfactory, the procedure ends. Otherwise, the decision maker is asked to trade off to define another aspiration level. Go to step 3 .

## The PROMETHEE methods

PROMETHEE (Preference Ranking Organisation METHod for Enrichment Evaluations) has been initiated by Brans [66] and developed with Mareschal [73] and Vincke [74]. Since its creation, this methods has been subject to numerous applications, as described in [75]. In this section, we will only describe the basics of PROMETHEE. More details can be found in [75].
The PROMETHEE methods are based on the three following steps:

- Enriching the preference structure: a preference function is introduced to characterize a valued relation (see Section 2.4.4)
- Enriching the dominance relation: a valued outranking relation is determined
- Decision aid: the valued outranking relations are exploited


## 1. Preference function

Since the dominance relation is really poor (binary relation), a preference function $P_{k}\left(a_{i}, a_{j}\right)$ will be introduced to enrich it. This function gives the preference degree of an alternative $a_{i}$ over an alternative $a_{j}$ with respect to the function $d_{k}\left(a_{i}, a_{j}\right)=f_{k}\left(a_{i}\right)-f_{k}\left(a_{j}\right)$ which is the difference between the evaluation of $a_{i}$ and $a_{j}$ for the criterion $k$, assuming a non decreasing function. Of course, this difference of evaluations has to respect some hypothesis such as having the same interval scale.
Consequently, it is therefore possible to define several types of preference functions based on preference $(P)$ or indifference $(Q)$ thresholds, as shown in Table 2.2. Below the indifference threshold, the decision maker will consider having no preference while above the preference threshold, the decision maker will have a strict preference.
2. Valued outranking relation

Multi-criteria preference index
The multi-criteria preference index is defined as follows:

$$
\begin{equation*}
\pi\left(a_{i}, a_{j}\right)=\sum_{k=1}^{m} P_{k}\left(a_{i}, a_{j}\right) \cdot w_{k}, \forall i \neq j \text { with } \sum_{k=1}^{k} w_{k}=1 \tag{2.23}
\end{equation*}
$$

where $w_{k}>0, k=1,2, \ldots, m$ are the weights on each criterion. $\pi\left(a_{i}, a_{j}\right)$ represents a measure of the preference of $a_{i}$ over $a_{j}$ on all the criteria.

Table 2.2 - Preference functions (reproduced from [9])

| Usual |  | Strict preference |
| :---: | :---: | :---: |
| U-shape |  | Q: indifference threshold |
| V-shape |  | P: preference threshold |
| Level |  | Q: indifference threshold <br> P: preference threshold |
| Linear |  | Q: indifference threshold P: preference threshold |
| Gaussian |  | S: preference threshold |

Let us note the following properties of the preference index:

$$
\begin{gather*}
\pi\left(a_{i}, a_{i}\right)=0  \tag{2.24}\\
0 \leq \pi\left(a_{i}, a_{j}\right)  \tag{2.25}\\
\pi\left(a_{i}, a_{j}\right)+\pi\left(a_{j}, a_{i}\right) \leq 1 \tag{2.26}
\end{gather*}
$$

## Outranking flow

An "outranking flow"is then defined on the basis of the preference index. This allows to compare alternatives with each others. Three types of flows are formulated:

- The positive outranking flow: $\phi^{+}=\frac{1}{n-1} \sum_{j \neq i} \pi\left(a_{i}, a_{j}\right)$. This flow expresses how $a_{i}$ outranks all the other alternatives.
- The negative outranking flow: $\phi^{-}=\frac{1}{n-1} \sum_{j \neq i} \pi\left(a_{j}, a_{i}\right)$. This flow expresses how $a_{i}$ is outranked by all the other alternatives.
- The net flow: $\phi(a)=\phi^{+}\left(a_{i}\right)-\phi^{-}\left(a_{i}\right)$. This flow expresses the balance between the positive and negative flows of $a_{i}$
Let us note the following properties for these flows:

$$
\begin{gather*}
\phi^{+}, \phi^{-} \in[0 ; 1]  \tag{2.27}\\
\phi \in[-1 ; 1] \tag{2.28}
\end{gather*}
$$

Based on these flows, the PROMETHEE methods will establish an outranking relation.

## 3. PROMETHEE I

The positive and negative flows allow to sort the alternatives of $A$. Let ( $S^{+}, I^{+}$) and ( $S^{-}, I^{-}$) be the two complete pre-orders obtained from these flows:

$$
\left\{\begin{array}{l}
a_{i} S^{+} a_{j} \Leftrightarrow \phi^{+}\left(a_{i}\right)>\phi^{+}\left(a_{j}\right)  \tag{2.29}\\
a_{i} I^{+} a_{j} \Leftrightarrow \phi^{+}\left(a_{i}\right)=\phi^{+}\left(a_{j}\right)
\end{array}\right.
$$

This means that the higher the positive flow is, the better the alternative.

$$
\left\{\begin{array}{l}
a_{i} S^{-} a_{j} \Leftrightarrow \phi^{-}\left(a_{i}\right)<\phi^{-}\left(a_{j}\right)  \tag{2.30}\\
a_{i} I^{-} a_{j} \Leftrightarrow \phi^{-}\left(a_{i}\right)=\phi^{-}\left(a_{j}\right)
\end{array}\right.
$$

This means that the lower the negative flow is, the better the alternative.
PROMETHEE I establishes a partial ranking by taking the intersection of
these two pre-orders:

$$
\left\{\begin{array}{l}
a_{i} P^{(1)} a_{j} \Leftrightarrow\left\{\begin{array}{l}
a_{i} S^{+} a_{j} \text { and } a_{i} S^{-} a_{j} \\
a_{i} S^{+} a_{j} \text { and } a_{i} I^{-} a_{j} \\
a_{i} I^{+} a_{j} \text { and } a_{i} S^{-} a_{j}
\end{array}\right.  \tag{2.31}\\
a_{i} I^{(1)} a_{j} \Leftrightarrow a_{i} I^{+} a_{j} \text { and } a_{i} I^{-} a_{j} \\
a_{i} R^{(1)} a_{j} \text { otherwise }
\end{array}\right.
$$

where ( $P^{(1)}, I^{(1)}, R^{(1)}$ ) represent respectively the preference, the indifference and the incomparability in PROMETHEE I.

## 4. PROMETHEE II

In order to obtain a complete ranking, the net flow will be considered:

$$
\left\{\begin{array}{l}
a_{i} P^{(2)} a_{j} \Leftrightarrow \phi\left(a_{i}\right)>\phi\left(a_{j}\right)  \tag{2.32}\\
a_{i} I^{(2)} a_{j} \Leftrightarrow \phi\left(a_{i}\right)=\phi\left(a_{j}\right)
\end{array}\right.
$$

where $P^{(2)}$ et $I^{(2)}$ represent respectively the preference and the indifference in PROMETHEE II. This means that the higher the net flow is, the better the alternative.
Let us note that, unlike PROMETHEE I, PROMETHEE II does not give place to incomparability and a complete ranking can directly be obtained.
5. The GAIA plane

When working with more than three criteria, it is impossible to have a perfect visual representation of the solutions space. The GAIA (Geometrical Analysis for Interactive Assistance) plane can give a visualization even if there are more than three criteria, by means of the principal component analysis (PCA) of the uni-criterion net flows [9].
The PCA allows a projection of the alternatives on a plane that minimizes the loss of information (or the errors) induced by this projection.
This plane allows to have a visual descriptive analysis with several criteria. It can highlight the conflicts and synergies between criteria and show the profiles of the alternatives. This will help to identify the potential compromise solutions.
In order to illustrate the use of the GAIA plane, we will take a simple example: six alternatives evaluated on 5 criteria. The associated GAIA plane is given in Figure 2.4.
Four distinctive visual information are shown:
(a) The green axes that represent the projections of each criterion's axis.


Figure 2.4 - Example of a GAIA plane
(b) The blue dots that represent the projections of each solution's uni-criterion net flow. The value of the uni-criterion net flows is read by projecting the point on the related criterion axis.
(c) The red axis that represents the decision axis which is the projection of the set of weights and gives the decision direction.
(d) The delta value that represents the percentage of kept information since there are projection errors.

From the GAIA plane, we can observe how the criteria are related between each other. Indeed, criteria axes that have opposite directions are conflicting in average, whereas criteria with the same direction are in synergy. In this case, we can see that C 1 is conflicting with C 2 and C 3 . Also, C 4 and C 5 are in synergy since they have the same direction.
As for the decision axis, it allows a decision maker to know in which direction the best compromise solutions are located based on the criteria weights. Indeed, the alternatives with the highest net flow score will have their furthest
projection on that axis, in the direction of that axis. This visually represents the PROMETHEE II ranking, provided that the delta value shows that enough information has been kept with the projection.
Finally, let us note that the PROMETHEE-GAIA methodology has been implemented in numerous softwares such as PROMCALC [76], DECISION LAB 2000 [77], D-Sight [78], Visual PROMETHEE [79], Smart Picker [80].

## The ELECTRE methods

ELECTRE (ELimination Et Choix Traduisant la REalité, or ELimination and Choice Translating REality) has been developed by Roy [67]. In this section, we will only describe the basics of ELECTRE. More details can be found in [81].

## 1. ELECTRE I

ELECTRE I is a method linked to the P. $\alpha$ problematic that aims to obtain a subset $N$ of alternatives such that all the solutions that do not belong to this set are outranked by at least one alternative of $N$ and the solutions of $N$ do not outrank each other. $N$ is therefore not the set of good alternatives but rather the set where the best compromise can certainly be found.
The outranking relation is obtained by establishing a weight $w_{k}$ for each criterion. A concordance index is then associated to each pair $\left(a_{i}, a_{j}\right)$ of alternatives:

$$
\begin{equation*}
c\left(a_{i}, a_{j}\right)=\frac{1}{W} \sum_{j: f_{k}\left(a_{i}\right) \leq f_{k}\left(a_{j}\right)} w_{k} \text {, where } W=\sum_{k=1}^{m} w_{k}, w_{k}>0 \tag{2.33}
\end{equation*}
$$

The concordance index represents a measure of the arguments favourable to the statement " $a_{i}$ outranks $a_{j}$ ".
A discordance index can also be defined:

$$
d\left(a_{i}, a_{j}\right)= \begin{cases}0 & \text { if } f_{k}\left(a_{i}\right) \geq f_{k}\left(a_{j}\right), \forall k  \tag{2.34}\\ \frac{1}{\delta} \max _{k}\left[f_{k}\left(a_{j}\right)-f_{k}\left(a_{i}\right)\right] & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\delta=\max _{a_{i}, a_{j}, k}\left[f_{k}\left(a_{i}\right)-f_{k}\left(a_{j}\right)\right] \tag{2.35}
\end{equation*}
$$

The discordance index is therefore higher if the preference of $a_{j}$ over $a_{i}$ is strong on at least one criterion.
Then concordance $\hat{c}$ and discordance $\hat{d}$ thresholds are defined alongside the outranking relation $S$ :

$$
\forall i \neq j, a_{i} S a_{j} \text { iff }\left\{\begin{array}{l}
c\left(a_{i}, a_{j}\right) \geq \hat{c}  \tag{2.36}\\
d\left(a_{i}, a_{j}\right) \leq \hat{d}
\end{array}\right.
$$

From this definition, a subset $N$ of alternatives (called the kernel) is established such that:

$$
\left\{\begin{array}{l}
\forall a_{j} \in A \backslash N, \exists a_{i} \in N: a_{i} S a_{j}  \tag{2.37}\\
\forall a_{i}, a_{j} \in N, a_{i} \bar{S} a_{j}
\end{array}\right.
$$

A subset $N$ of alternatives is established such that all the alternatives that do not belong to this set is outranked by at least one alternative of $N$ and the alternatives of $N$ are incomparable. The decision process will therefore take place within the set $N$. The kernel exists and is unique when the outranking relation $S$ does not contain circuit in its graph [42].
2. ELECTRE II

This method aims to rank the alternatives. The outranking relation is defined by fixing two concordance thresholds $\hat{c}_{1}$ and $\hat{c}_{2}$ such that $\hat{c}_{1}>\hat{c}_{2}$ and by building a strong outranking relation $S^{F}$ and a weak outranking relation $S^{f}$ based on these two thresholds:

$$
\begin{gather*}
a_{i} S^{F} a_{j} \text { iff }\left\{\begin{array}{l}
c\left(a_{i}, a_{j}\right) \geq \hat{c}_{1} \\
\sum_{k: f_{k}\left(a_{i}\right)>f_{k}\left(a_{j}\right)} w_{k}>\sum_{k: f_{k}(a)<f_{k}(b)} w_{k} \\
\left(f_{k}\left(a_{i}\right), f_{k}\left(a_{j}\right)\right) \notin D_{k}, \forall k
\end{array}\right.  \tag{2.38}\\
a_{i} S^{f} a_{j} \text { iff }\left\{\begin{array}{l}
c\left(a_{i}, a_{j}\right) \geq \hat{c}_{2} \\
\sum_{k: f_{k}\left(a_{i}\right)>f_{k}\left(a_{j}\right)} w_{k}>\sum_{k: f_{k}\left(a_{i}\right)<f_{k}\left(a_{j}\right)} w_{k} \\
\left(f_{k}\left(a_{i}\right), f_{k}\left(a_{j}\right)\right) \notin D_{k}, \forall k
\end{array}\right. \tag{2.39}
\end{gather*}
$$

Let us note that the discordance can also induce two levels of relations by building two sets of discordance for each criterion.
In order to obtain the ranking, a set is determined from $S^{F}$. This set $B$ contains the alternatives that are not strongly outranked by any others. From $B$ and $S^{f}$, the set $A^{1}$ of alternatives that are not weakly outranked by any alternatives of $B$ is determined. The set $A^{1}$ constitutes the best alternatives class. $A^{1}$ is then removed and the process is repeated to find $A^{2}$ and so on until a complete pre-order is obtained.
Let us note that a second complete pre-order can be obtained by applying the process first with the less good alternatives class and then the best ones.
3. ELECTRE III

This method takes into account the indifference and preference thresholds. It is based on a valued outranking relation that is less sensible to data and parameters variabilities.

In ELECTRE III, an outranking degree $S\left(a_{i}, a_{j}\right)$ associated to each pair ( $a_{i}, a_{j}$ ) of alternatives is defined. It can be understood as an "degree of credibility of outranking"of $a_{i}$ over $a_{j}$.
A weight $w_{k}$ is associated to each criterion and for each pair $\left(a_{i}, a_{j}\right)$ of alternatives the concordance index is computed as follows:

$$
\begin{equation*}
c\left(a_{i}, a_{j}\right)=\frac{1}{W} \sum_{k=1}^{m} w_{k} c_{k}\left(a_{i}, a_{j}\right), \text { where } W=\sum_{k=1}^{m} w_{k}, w_{k} \geq 0 \tag{2.40}
\end{equation*}
$$

with

$$
c_{k}\left(a_{i}, a_{j}\right)= \begin{cases}1 & \text { if } f_{k}\left(a_{i}\right)+q_{k}\left(f_{k}\left(a_{i}\right)\right) \geq f_{k}\left(a_{j}\right)  \tag{2.41}\\
0 & \text { if } f_{k}\left(a_{i}\right)+p_{k}\left(f_{k}\left(a_{i}\right)\right) \leq f_{k}\left(a_{j}\right) \\
\text { linear } & \text { if } \begin{array}{rl}
f_{k}\left(a_{i}\right)+q_{k}\left(f_{k}\left(a_{i}\right)\right) \leq f_{k}\left(a_{j}\right) \\
\leq f_{k}\left(a_{i}\right)+p_{k}\left(f_{k}\left(a_{i}\right)\right)
\end{array}\end{cases}
$$

where $q_{k}$ et $p_{k}$ represent respectively the indifference and preference thresholds.
The definition of discordance is then enriched by the introduction of a veto threshold $v_{k}\left(f_{k}\left(a_{i}\right)\right)$ (that has to be at least equal to $p_{k}$ ) for each criterion $k$ such that any credibility for the outranking of $a_{j}$ by $a_{i}$ is refused if $f_{k}\left(a_{j}\right) \geq$ $f_{k}\left(a_{i}\right)+v_{k}\left(f_{k}\left(a_{i}\right)\right)$.
A discordance index is then defined:

$$
D_{k}\left(a_{i}, a_{j}\right)= \begin{cases}0 & \text { if } f_{k}\left(a_{j}\right) \leq f_{k}\left(a_{i}\right)+p_{k}\left(f_{k}\left(a_{i}\right)\right)  \tag{2.42}\\
1 & \text { if } f_{k}\left(a_{j}\right) \geq f_{k}\left(a_{i}\right)+v_{k}\left(f_{k}\left(a_{i}\right)\right) \\
\text { linear } & \text { if } \begin{array}{rl}
f_{k}\left(a_{i}\right)+p_{k}\left(f_{k}\left(a_{i}\right)\right) \leq f_{k}\left(a_{j}\right) \\
\leq f_{k}\left(a_{i}\right)+v_{k}\left(f_{k}\left(a_{i}\right)\right)
\end{array}\end{cases}
$$

The degree of outranking is finally defined:

$$
S\left(a_{i}, a_{j}\right)=\left\{\begin{array}{ll}
c\left(a_{i}, a_{j}\right) & \text { if } D_{k}\left(a_{i}, a_{j}\right) \leq c\left(a_{i}, a_{j}\right)  \tag{2.43}\\
c\left(a_{i}, a_{j}\right) & \prod_{k \in \mathcal{F}\left(a_{i}, a_{j}\right)} \frac{1-D_{k}\left(a_{i}, a_{j}\right)}{1-c\left(a_{i}, a_{j}\right)}
\end{array}\right. \text { otherwise }
$$

where $\mathcal{F}\left(a_{i}, a_{j}\right)$ is the set of criteria for which $D_{k}\left(a_{i}, a_{j}\right)>c\left(a_{i}, a_{j}\right)$. The degree of outranking is thus equal to the concordance index when no criterion is discordant, otherwise the concordance index is decreased proportionally depending on the importance of the discordances.

A value $\lambda=\max _{a_{i}, a_{j} \in \mathcal{A}, i \neq j} S\left(a_{i}, a_{j}\right)$ is determined and only the outranking degree that have a value greater or equal to $\lambda-s(\lambda)$, where $s(\lambda)$ is a threshold to be determined, are considered. A ranking can then be determined from a qualification index $Q(a)$ for each alternative $a$ that represents the difference between the number of outranked alternatives by $a$ and the number of alternatives that outrank $a$. The set of actions having the largest qualification will be called the first distillate $D_{1}$.
If $D_{1}$ contains only one alternative, the previous procedure is repeated with $A \backslash D_{1}$. Otherwise the same procedure is applied for $D_{1}$ and if the obtained distillate $D_{2}$ contains only one alternative, the procedure is repeated with $D_{1} \backslash D_{2}$. Otherwise, it is applied for $D_{2}$, and so on until $D_{1}$ is completely used, before starting with $A \backslash D_{1}$. This procedure produces a first complete preorder.
A second complete preorder can be obtained by applying the opposite procedure where the alternatives with the smallest qualification are first used.

### 2.5 Conclusion

In this chapter, we have given a short overview of multi-objective optimization and multi-criteria decision aid. We have explained in what kind of context a multicriteria paradigm can be applied and have presented some of the classical method used in the field.

In the next chapter, we will define the problem we tackle and show how a 3D-SIC can be modelled in order to apply multi-objective optimization.

## 3

## Problem definition, modelling and simulation results

## Chapter abstract

In this chapter, we define the design problem we tackle: the 3D partitioning with floorplanning estimation. We then present the criteria we consider and show how a 3D-SIC can be modelled in order to apply multi-objective optimization. Simulations are ran based on an existing platform and the obtained results can provide qualitative and quantitative information to a designer such as trade-off analysis or what would be the advantages of using 3D-SICs with respect to some criteria, and those analyses would not be available with current tools. Then, since the first case study was limited, the methodology is tested with a more realistic case study that contains more functional components, to show that a multi-criteria paradigm does give added value compared to a unicriterion approach, in terms of design space analysis. Finally, the robustness of the algorithm is studied in order to show that it can have good convergence and diversity properties despite the complexity of the problem.
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### 3.1 Introduction

In Chapter 1, we have presented a review of the literature about the field of microelectronics design. We have highlighted some limitations of the current tools that already occur for 2D-ICs. In this chapter, we will define the 3D partitioning problem, which is the issue we tackle and show how we model it in order to propose improvements to design flows.

### 3.2 Problem definition

As stated in Chapter 1, the limitations of the current design flows can be summarized in three points:

- Limitation of the design space exploration due to huge runtime
- Unicriterion optimization or limited trade-off analysis on a limited number of criteria
- Few 3D-SIC dedicated tools

In order to address these limitations, we propose in this thesis a methodology based on multi-objective/criteria tools and taking into account 3D-SIC specificities to explore the design space.

While this methodology could be applied at different levels in a design flow, we have focused our development in the logical design step and the virtual prototyping flow, more specifically the partitioning with floorplanning estimation and performance assessments.

### 3.2.1 Designing an IC

In order to meet the specifications, a design has first to make a choice at a physical level:

- Targeted architecture, e.g. ASIC, FPGA
- Number of functional units
- Number of memories and their size
- The general layout

Since the 3D-SICs are based on conventional circuits, the options and degrees of freedom coming from 2D-ICs are still present:
— Process technology, e.g. 180 nm to 22 nm CMOS

- Memories technology, e.g. SRAM, DRAM, FLASH
- Communication infrastructure, e.g. bus, Network-on-Chip

In addition to those options and degrees of freedom coming from 2D-ICs, numerous 3D-SIC's parameters appear [5]:

- Number of tiers to use
- Place-and-route of the functional units between the tiers
- Technology to use per tiers (heterogeneity)
- ...

The above mentioned parameters illustrate the numerous possibilities for designing a circuit and how the design space for 2D-ICs becomes much larger when considering 3D-SICs. The main issue is therefore to choose the most efficient combination among all those options. This can thus similar to a combinatorial optimization problem. Also, given the multi-criteria nature of designing 3D-SIC, we choose to take into account all the criteria simultaneously for the optimization. In our case, due to the heterogeneous nature of the criteria (see Section 3.3), we have few hopes to successfully adopt an exact method and we will therefore use metaheuristics which are commonly-used tools for such kinds of problems. In the next section we will define the criteria that a designer can consider.

### 3.3 Model and criteria definition

Typically, the criteria that have to be optimized simultaneously can be the performance, the power consumption, the cost, the package size, the heat dissipation, etc. In this model, we will decide to consider five criteria which are among the most important parameters while designing a circuit [41]:

1. The total interconnection length: this parameter can reflect the global performance of a system. The objective is to minimize it in order to have, for instance, a short delay and low power consumption. It will be calculated using the Manhattan distance [82]:

$$
\begin{equation*}
d_{i, j}=\left|x_{i}-x_{j}\right|+\left|y_{i}-y_{j}\right| \tag{3.1}
\end{equation*}
$$

where $\left(x_{k}, y_{k}\right)$ is the geometrical coordinates of the $k^{t h}$ block. As a first approximation, the center point of each block will be selected as reference coordinates. Also, since it is more interesting to place close to each other two blocks that require a large bandwidth ( $B W$ ) to communicate, we will balance
the values as follows:

$$
\begin{equation*}
d_{i, j}^{\prime}=\frac{d_{i, j}}{B W_{i j}} \tag{3.2}
\end{equation*}
$$

where $B W_{i j}$ is the bandwidth required between the block $i$ and the block $j$. The global interconnection length $D$ will be the sum of $d_{i, j}^{\prime}$ for all communicating blocks:

$$
\begin{equation*}
D=\sum d_{i, j}^{\prime} \tag{3.3}
\end{equation*}
$$

2. The cost: an economical factor is obviously an important criterion for a design. This criteria has been estimated with the aid of an expert in 3D-SIC manufacturing. While a circuit can be more efficient with many layers, it will also be more expensive. This criteria has to be minimized. Due to the confidential nature of the cost of a 3D-SIC, we will consider a simplified model where the cost is the sum of a surface cost ( cost $_{\text {surf }}$ ) which is proportional to the area and a layer cost (cost layer ) which is increasing exponentially with the number of tiers:

$$
\begin{equation*}
\operatorname{cost}=\operatorname{cost}_{\text {surf }}+\operatorname{cost}_{\text {layer }} \tag{3.4}
\end{equation*}
$$

with

$$
\begin{align*}
\operatorname{cost}_{\text {suf }} & =a(\text { tech }) \cdot S  \tag{3.5}\\
\operatorname{cost}_{\text {layer }} & =b(\text { tech })^{\text {number of tiers }} \tag{3.6}
\end{align*}
$$

where $a($ tech $)$ and $b(t e c h)$ are coefficient depending on the technology assigned. Let us note that this criterion includes both discrete and continuous variables.
3. The package volume: this can be an important criterion when designing embedded circuits. The package volume is calculated as follows:
volume $=$ largest layer size $*$ stack thickness $*$ number of tiers (3.7)
A large approximation of $20 \mu \mathrm{~m}$ will be made for the thickness of one tier. Let us note that this criterion includes both discrete (number of tiers) and continuous variables (layer size).
4. The clock source position: in this model, we consider a synchronous system so the objective is to minimize the distance between each block and the clock source in order to have a high frequency. We choose arbitrarily to approximate the reference point as a fixed point located at the upper left corner of the middle tier of the 3D-SIC.

Table 3.1 - Recap table of the criteria

| Criterion | Unit | Type |
| :---: | :---: | :---: |
| Interconnection length | mm or $\mu \mathrm{m}$ (bandwidth-weighted) | Continuous |
| Cost | cost unit | Mixed |
| Volume | $\mathrm{mm}^{3}$ or $\mu \mathrm{m}^{3}$ | Mixed |
| Clock source position | mm or $\mu \mathrm{m}$ | Continuous |
| Thermal dissipation | W | Continuous |

5. The thermal dissipation: thermal dissipation is one of the major issues when designing 3D-SICs. It can be more appropriate to place two blocks underneath each other in successive tiers but a high heat dissipation may happen in intensive computational process. This criterion is a research topic on its own $[26,83]$. Here we will use a simplified evaluation model with finite elements. This model will consider that the dissipated power of the component $i$ (function of the distance to the component), intra- or inter- tiers, is inversely proportional to the distance to the heat source:

$$
\begin{equation*}
P_{\text {diss }, i}(r)=P_{\text {comp }, i} \frac{1}{R_{t h} \cdot r} \tag{3.8}
\end{equation*}
$$

where $P_{\text {comp }, i}$ is the given power to be dissipated by the component $i, r$ the distance to the heat source (the component) and $R_{\text {th }}$ a coefficient that symbolizes the thermal resistance per length unit that will oppose the dissipation and that depends on whether the dissipation is intra- or inter- tiers. This criterion is still on early development stage in our research and we can generate thermal maps of a partition as shown in Figure 3.1 but this is currently based on finite elements [84] which require quite a long computational time even for a simplified thermal model. This criterion in its present development stage is difficult to integrate to the exploration process, due to the computation time of finite elements methods. In this work, we will simply compute the peak thermal power of a circuit by taking the maximum vertical sum of the power the be dissipated in each tier, which can be done more quickly.
A recap table containing the criteria is shown in Table 3.1.
We will first focus on the three first criteria (total interconnection length, cost, volume) in order to be able to have a visualization of the design space. We will also arbitrarily introduce some limitations in term of degrees of freedom to analyse what happens if we release a constraint. This will be done while considering the three same criteria, in order to keep a visualization and show how the flexibility of MOO


Figure 3.1 - Power grid and thermal map of a partition (3 tiers)
will improve the information and the results. These analyses will be done with a first limited case study to show the applicability of the multi-criteria paradigm

Then will analyse our methodology with the five criteria that have been presented with a second case study which is more realistic in term of functional components and show the added value of a multi-criteria analysis.

### 3.4 Multi-objective optimization

### 3.4.1 Overview of the method

In summary, the problem we are facing is to place several blocks that have to be assigned in many tiers while considering multiple conflicting criteria. Now that the criteria have been defined, we will present a proposition of a new design methodology based on multi-objective optimization, with the related model.

As explained in Chapter 1, designing ICs implies numerous choices and designers are likely to freeze a certain amount of possibilities on basis of their experience. This will therefore limit the exploration of the design space and interesting solutions may be ignored.

In order to enable a design space exploration, we propose a method in four steps based on MCDA which is illustrated in Figure 3.2. The implementation will be briefly presented in the next section.


Figure 3.2 - MCDA-based design methodology for 3D DSE partitioning
For the problem we consider, the input data will contain the information about the scenario:

- Type and number of blocks: computational units, memories, etc.
- Size of the blocks: inherent to the block.
- Minimum aspect ratio: we consider a degree of freedom where a block can have its dimensions varying within a given aspect ratio range. This means that a block does not have to be square, as shown in Figure 3.3. This parameter can influence the delay in a block.
- Size variability of a block: we add this degree of freedom considering that the specified size of a block can be fixed by the designer but this fixed size can restrict the design space exploration. The variability of a block's size can impact the performances and the global footprint.
In addition, the bandwidth requirements are needed as they will indicate which are the important interconnections and prevent two blocks that require a large bandwidth from being too far from each other. The available manufacturing technologies are also useful to enable the design of heterogeneous systems.

The combination of all the parameters described in the model are the possible alternatives for a 3D-SIC design and will provide output data after design space exploration. For a partition problem the required output data are generally the geometrical layout of the circuit [41]:

- The geometrical coordinates for each block and the assigned layer.


Figure 3.3 - Example of aspect ratio degree of freedom

- The size of each block (if it can vary from the specified size).
- The aspect ratio for each block.
- The technology assigned to each tier: a thinner technology will reduce the size of each block. The size of a block will define the number of transistors inside using a given technology, for example 180 nm . For a constant number of transistors, if the block is manufactured with a smaller technology, let us say 45 nm , then its size will be divided by a $(180 / 45)^{2}$ factor, as shown in Figure 3.4. Please note, that this factor is a rough approximation which is not always met with real physical design and of course this accuracy can be improved.


Figure 3.4 - The use of different manufacturing technologies results in a size variation

### 3.4.2 Implementation of the method

In this section, we will briefly explain the implementation of our design method and show some experimental results based on this first approach. Due to the huge size of the design space, an explicit enumeration of the possible solutions will take considerable time. For instance, for a simplified problem of 3 tiers of $10 \times 10 \mathrm{~mm}$ and 5 blocks of $2 \times 2 \mathrm{~mm}$ to place, there are 75 possible positions for each block.

The number of combinations is given by $\frac{n!}{k!(n-k)!}$, where $n$ is the number of possible positions and $k$ the number of blocks. For this simplified problem, there are therefore 17259390 combinations. For 10 blocks to place, the number of possibilities increases to more than $8.10^{11}$. Besides, this small calculation does not take into account the numerous other possible choices.

We will therefore apply a metaheuristic and more specifically a NSGA-II algorithm. We chose to use NSGA-II as it is quick to implement which is convenient as proof of concept for our research purposes (show the applicability of MOO/MCDA for 3D-SIC design). In addition, this algorithm is flexible and is known for handling mixed variables since they are only involved for evaluations of the alternatives in the selection step. For the first case study we consider a circuit based on a MPSoC platform developed at IMEC [8]. This case study has been implemented using Matlab on an Intel Core i5 $2.30 \mathrm{GHz}, 4 \mathrm{~GB}$ DDR3 SDRAM and all data were coded using matrices.

As shown in Table 3.2, we choose to encode our data in real or integer values, so that they can be used directly by design tools:

- The component identification number (ID) is a fixed integer value linked to the component.
- The assigned layer ( L ) is a discrete value ranging from 1 to 5 in the case study.
- The geometrical coordinates ( $\mathrm{X}, \mathrm{Y}$ ) are real values that depends on the dimension of the circuits and the aspect ratio of a block, so that the component cannot be placed outside the chip.
- The size ( S ) is a fixed real value linked to the component.
- The aspect ratio (AR) is a real value ranging from $A R_{\min }$ to $1 / A R_{\min }$ where $A R_{\min }$ is given as a specification as explained in Section 4.
- The length in X and Y axis (LX, LY) are real values computed from the size and the aspect ratio.
- The assigned technology per layer is a discrete value taking one of the specified technology (see Table 3.12).
This matrix will be our full chromosome for the NSGA-II algorithm (see example in Table 3.2.

We implemented our design space exploration following the steps of the NSGA-II which can be summarized by the diagram shown in Figure 3.5. This implementation includes an archive containing all the non-dominated solutions already explored.

## Initialization (the initial population)

We will work with a minimum size of population, namely 50 , which is a common value in GAs [85]. The initial population will be a set of at least 50 solutions with the best Pareto ranks from a randomly-generated set of 10000 solutions. The produced set places the blocks randomly (using a uniform distribution) and does not allow

Table 3.2 -Output matrix template

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 2 | 4.5 | 6 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 2 | 4 | 0.4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 3 | 3 | 3.1 | 6.9 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 4 | 3 | 8.4 | 10.1 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 3 | 6.6 | 2.2 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 6 | 1 | 9 | 5.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 1 | 10 | 3.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| 8 | 1 | 7.5 | 11 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 9 | 2 | 9 | 5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 1 | 4.5 | 8 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 11 | 2 | 8.6 | 0.4 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 12 | 3 | 8.3 | 7.4 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID: component identification number, L: assigned layer;
(X, Y): geometrical coordinate; $\mathrm{S}:$ size $\left(\mathrm{mm}^{2}\right)$; AR: aspect ratio;
(LX, LY): length in X and Y axis; T: assigned technology for the layer
overlapping between the blocks. These incorrect solutions are simply removed and it is difficult to estimate this proportion as it depends on the problem size (number of blocks). We could of course use a greedy algorithm as well as a more advanced method such as GRASP (Greedy Randomized Adaptive Search Procedure) [86]. This can be done as future work for comparison purposes.

Of course, having at least 50 Pareto solutions does not always happen. Actually, the selection is based on the Pareto rank so it does not include only the Pareto solutions (rank 1), but also the solutions with higher ranks until there are enough solutions.

## Selection for crossover

For the selection step, two solutions will be allowed to make a crossover depending on a roulette wheel where the probability is proportional to the normalized Euclidean distance between the solutions ordered by their Pareto rank in the objective space. The normalization is done as follows :

$$
\begin{equation*}
\frac{g_{i}\left(a_{j}\right)}{\max _{a_{j} \in A} g_{i}\left(a_{j}\right)} \tag{3.9}
\end{equation*}
$$

where $A$ is the set of alternatives in the Pareto front with $a_{j} \in A$ and $g_{i}\left(a_{j}\right)$ is the evaluation of the alternative $a_{j}$ on the criterion $i$.

The probability for two solutions to do a crossover will vary linearly with the Euclidean distance between them, as shown in Figure 3.6. The distance between the two


Figure 3.5 - General NSGA-II steps
furthest alternatives ( $d_{f u r t h e s t}$ ) will be associated with a probability $P_{c, \min }$ while the distance between the two closest alternatives ( $d_{\text {closest }}$ ) will be associated with a probability $P_{c, \max }$. If two solutions are close to each other, they will have more chance to reproduce than if they are distant. This is to ensure the intensification properties of our algorithm. Therefore, we will have to specify a lower bound ( $P_{c, m i n}$ ) and an upper bound $\left(P_{c, \max }\right)$ for the crossover probability. $P_{c, \min }$ is set for the solutions which are the furthest to each other while $P_{c, \text { max }}$ is set for those which are the closest. In between, the probability will vary linearly inside these bounds.

These values will be fixed as $\left[P_{c, \min }=0.6 ; P_{c, \max }=1.0\right]$ since these seem to be common values [85] and we have empirically observed that intensification properties
are ensured.


Figure 3.6 - Evolution of the crossover probability as a function of the distance between two solutions

## Crossover

Let us now see how does the crossover occur. First, let us remark that it does not have limitations for the exploration process since the information contained in the matrix spans the whole circuit.

Second, we have to analyse how the chromosome is coded in order to see how we will apply the crossover step. For instance, let us choose the Layer (L) column as indicator for the crossover. If we order the matrix in Table 3.2 following this column, we will have the Table 3.3 and the Table 3.4 for another solution that we will use for the crossover.

Now, without loss of generality, let us suppose that the crossover happens (randomly) on line 7. One of the child will be the Table 3.5 and we see that the original
scenario is not preserved since the first column (in bold) contains the same ID several times.

Table 3.3 - First parent, ordered by L column; the line specifies the crossover cut

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 1 | 9 | 5.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 1 | 10 | 3.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| 8 | 1 | 7.5 | 11 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 1 | 4.5 | 8 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 1 | 2 | 4.5 | 6 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 2 | 4 | 0.4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 9 | 2 | 9 | 5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 11 | 2 | 8.6 | 0.4 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 3 | 3 | 3.1 | 6.9 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 4 | 3 | 8.4 | 10.1 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 3 | 6.6 | 2.2 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 12 | 3 | 8.3 | 7.4 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

> ID: component identification number; L: assigned layer; $(\mathrm{X}, \mathrm{Y})$ : geometrical coordinate; $\mathrm{S}:$ size $\left(\mathrm{mm}^{2}\right)$; AR: aspect ratio;
> $(\mathrm{LX}, \mathrm{LY})$ : length in X and Y axis; T : assigned technology for the layer

Table 3.4 - Second parent, ordered by L column; the line specifies the crossover cut

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 1 | 1.6 | 8.5 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 1 | 1.2 | 1.3 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 6 | 1 | 0.6 | 4.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 3 | 2 | 5.9 | 4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 9 | 2 | 5.4 | 8 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 2 | 8.5 | 8.1 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 11 | 2 | 2.8 | 4.6 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 1 | 3 | 7 | 6.3 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 3 | 7.4 | 9.8 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 3 | 5.6 | 5.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| 8 | 3 | 2.8 | 5.5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 12 | 3 | 5.7 | 7.5 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID: component identification number; L: assigned layer;
(X, Y): geometrical coordinate; S: size ( $\mathrm{mm}^{2}$ ); AR: aspect ratio;
(LX, LY): length in X and Y axis; T: assigned technology for the layer

We observe that the only possible indicator for the crossover step is the ID column. Indeed if we order the two parents following the ID column, we have the Tables 3.6 and 3.7. If we still consider that the crossover occurs on line 7, we can have the

Table 3.5 - Possible child, ordered by L column

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6}$ | $\mathbf{1}$ | 9 | 5.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| $\mathbf{7}$ | 1 | 10 | 3.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| $\mathbf{8}$ | 1 | 7.5 | 11 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| $\mathbf{1 0}$ | 1 | 4.5 | 8 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| $\mathbf{1}$ | 2 | 4.5 | 6 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| $\mathbf{2}$ | 2 | 4 | 0.4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| $\mathbf{9}$ | 2 | 9 | 5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| $\mathbf{1}$ | 3 | 7 | 6.3 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| $\mathbf{2}$ | 3 | 7.4 | 9.8 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| $\mathbf{7}$ | 3 | 5.6 | 5.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| $\mathbf{8}$ | 3 | 2.8 | 5.5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| $\mathbf{1 2}$ | 3 | 5.7 | 7.5 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID: component identification number; L : assigned layer;
(X, Y): geometrical coordinate; S : size $\left(\mathrm{mm}^{2}\right)$; AR: aspect ratio; (LX, LY): length in X and Y axis; T : assigned technology for the layer
child shown in Table 3.8. We see that there is no inconsistency since the scenario is still respected.

Table 3.6 - First parent, ordered by ID column; the line specifies the crossover cut

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 4.5 | 6 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 2 | 4 | 0.4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 3 | 3 | 3.1 | 6.9 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 4 | 3 | 8.4 | 10.1 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 3 | 6.6 | 2.2 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 6 | 1 | 9 | 5.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 1 | 10 | 3.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| 8 | 1 | 7.5 | 11 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 9 | 2 | 9 | 5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 1 | 4.5 | 8 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 11 | 2 | 8.6 | 0.4 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 12 | 3 | 8.3 | 7.4 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID: component identification number; L; assigned layer;
(X, Y): geometrical coordinate; $\mathrm{S}:$ size $\left(\mathrm{mm}^{2}\right) ;$ ARt aspect ratio;
(LX, LY): length in X and Y axis; T: assigned technology for the layer

Table 3.7 - Second parent, ordered by ID column; the line specifies the crossover cut

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 7 | 6.3 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 3 | 7.4 | 9.8 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 3 | 2 | 5.9 | 4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 4 | 1 | 1.6 | 8.5 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 1 | 1.2 | 1.3 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 6 | 1 | 0.6 | 4.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 3 | 5.6 | 5.5 | 0.54 | 1 | 0.7348 | 0.73485 | 90 |
| 8 | 3 | 2.8 | 5.5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 9 | 2 | 5.4 | 8 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 2 | 8.5 | 8.1 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 11 | 2 | 2.8 | 4.6 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 12 | 3 | 5.7 | 7.5 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID; component identification number; L ; assigned layer,
( $\mathrm{X}, \mathrm{Y}$ ): geometrical coordinate; S : size $\left(\mathrm{mm}^{2}\right)$; AR: aspect ratio; (LX, LY): length in X and Y axis; T: assigned technology for the layer

Table 3.8 - Possible child, ordered by ID column

| ID | L | X | Y | S | AR | LX | LY | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 4.5 | 6 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 2 | 2 | 4 | 0.4 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 3 | 3 | 3.1 | 6.9 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 4 | 3 | 8.4 | 10.1 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 5 | 3 | 6.6 | 2.2 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 6 | 1 | 9 | 5.7 | 18.6 | 1 | 4.3128 | 4.3128 | 90 |
| 7 | 1 | 10 | 3.5 | 0.54 | 1 | 0.7348 | 0.7348 | 90 |
| 8 | 3 | 2.8 | 5.5 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 9 | 2 | 5.4 | 8 | 6.74 | 1 | 2.5962 | 2.5962 | 90 |
| 10 | 2 | 8.5 | 8.1 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 11 | 2 | 2.8 | 4.6 | 6.62 | 1 | 2.5729 | 2.5729 | 90 |
| 12 | 3 | 5.7 | 7.5 | 0.66 | 1 | 0.8124 | 0.8124 | 90 |

ID; component identification number; L; assigned layer;
(X, Y): geometrical coordinate; S: size $\left(\mathrm{mm}^{2}\right) ; \mathrm{AR}$ : aspect ratio;
(LX, LY): length in X and Y axis; T: assigned technology for the layer

## Mutation

A mutation cannot happen anywhere in the matrix. Indeed, if we take the conclusion about the choice of the crossover row indicator, all the elements except the ID column can mutate.

The mutation used is a random uniform distribution $U([a, b])$, where $[a, b]$ is the interval of values allowed for the mutation. For the discrete values, we use equidis-
tributed probabilities. The mutation probability of a child will be set as $P_{m}=0.3$. Empirical observations have shown that smaller mutation probability can easily lead to a local optimum. This can be explained by the fact that we choose that only one single element of a line can mutate instead of the whole line. If a child is forced to mutate, then one randomly-chosen value of the whole matrix will mutate within the range of values it is allowed to take.

A Gaussian mutation is also a common operator but it has not been chosen since it will produce a solution which is not far from the original one. This is not really interesting to have similar solutions when exploring the design space for integrated circuits. Of course, a large standard deviation value can be chosen but this will be likely to produce solutions which are out of the feasible bounds.

## Consistency test

Of course, infeasible solutions (overlapping blocks or blocks outside of the tier's surface) may appear after the crossover/mutation step, since these operations are made with randomness. In order to verify that, we perform a test on each new solution to check if there is overlapping between the blocks. Currently, the solutions which are infeasible will be discarded. Of course, it is possible to apply some repair mechanism, for instance by moving the badly-placed blocks. This is still to be investigated as future work since moving these blocks is not trivial as this can create overlapping elsewhere on a layer.

## Termination

Three stop conditions have been implemented and are based on what is commonly used:

- Maximum number of iterations, set to 100 .
- Maximum elapsed time, set to 60 minutes.
- Maximum number of iterations with an unchanged population, set to 10.

The maximum elapsed time has been chosen arbitrarily for quick testing purposes. As illustrated in Section 3.4.2, the design space is huge and finding an accurate Pareto frontier can be time consuming. On other hand, NSGA-II has shown that it can quickly produce good approximations [6]. Having a simulation time of a few hours is therefore enough, considering that, in practice, the optimization of one single architecture can take from several days to several weeks with the current design tools. Also, due to the approximation in the model, trying to find a really accurate Pareto front would not have real added value either.

### 3.5 Experimental set-up and results

### 3.5.1 Case study 1: basic MPSoc analysis

The considered MPSoC is made of 13 blocks as shown on Figure 3.7:
-6 processors (CPU, based on [87])
-2 data memories (L2D\#)

- 2 instruction memories (L2Is\#)
-1 external memory interface (EMIF)
-1 input/output control processor (FIFO)
Details about the area required for each component is given in Table 3.9 for a 90 nm technology. This table is also the input matrix required to specify the scenario.

Table 3.9 - Scenario input matrix example

| Component | ID | Size $(90 \mathrm{~nm})$ | Min aspect ratio | Size variability |
| :---: | :---: | :---: | :---: | :---: |
| CPU 1~6 | $1 \sim 6$ | $18.6 \mathrm{~mm}^{2}$ | 0.5 | $\pm 20 \%$ |
| FIFO | 7 | $0.54 \mathrm{~mm}^{2}$ | 0.5 | 0 |
| L2D1-2 | $8-9$ | $6.74 \mathrm{~mm}^{2}$ | 0.5 | $+30 \%$ |
| L2Is1-2 | $10-11$ | $6.62 \mathrm{~mm}^{2}$ | 0.5 | $+30 \%$ |
| EMIF | 12 | $0.66 \mathrm{~mm}^{2}$ | 0.5 | 0.1 |

ID: Component identification number

The MPSoC can be configured for three use cases which have specific bandwidth requirements. For the following results, we will base our simulation on the "data split scenario" configuration which possesses the communication specifications shown in Table 3.10. This information is implemented, as shown in Table 3.11, in an input matrix which is built by specifying the communication structure: the first column will contain the ID of the source block and each next pairs of columns will contain the ID of the target blocks and the bandwidth required.

The input data are thus shown in Tables 3.9 and 3.11. The available technologies are also needed to take advantage of the heterogeneity. An example matrix for this input data is given in Table 3.12. We consider therefore 12 blocks to assign.

In summary, the problem we consider is to place 12 blocks while taking into account several (5) criteria. We will also consider a scenario where the blocks can be placed on 1 up to 5 tiers. The input data will be processed to generate partitions. Those output data will be encoded using the matrix model following the example shown in Table 3.2. They will be generated through a multi-objective optimization.

As explained earlier, we will use a metaheuristic to approximate the Pareto optimal frontier. For that purpose, we choose to use NSGA-II [6] as a proof of concept.


Figure 3.7 - Architecture of the MPSoC platform [8]
Table 3.10 - "Data split scenario" bandwidth requirements

| Source | Target | Bandwidth (MB/s) |
| :---: | :---: | :---: |
| FIFO | EMIF | 39.6 |
| EMIF | CPU $i$ | 6.6 |
| L2D1 | CPUi | 26.4 |
| L2D2 | L2D1 | 52.7 |
| CPUi | FIFO | 1.2 |
| CPUi | L2D2 | 6.6 |
| CPUj | L2Is1 | 300 |
| CPUk | L2Is2 | 300 |

Index: $i, j, k \in \mathbb{N}^{+}$;

$$
1 \leq i \leq 6 ; 1 \leq j \leq 3 ; 4 \leq k \leq 6
$$

The algorithm was run from a sample of 10000 generated solutions from 1 up to 5 tiers. This size of random solutions is chosen arbitrarily since it is actually quite difficult to estimate the size of solution space, due to the number of degrees of freedom and the heterogeneous nature of the criteria. Also, taking too few solutions (e.g. 100) is not interesting since we have empirically observed that our algorithm will take a

Table 3.11 - Bandwidth input matrix

| S | T | B | T | B | T | B | T | B | T | B | T | B |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7 | 1.2 | 9 | 6.6 | 10 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 7 | 1.2 | 9 | 6.6 | 10 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 7 | 1.2 | 9 | 6.6 | 10 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 7 | 1.2 | 9 | 6.6 | 11 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 7 | 1.2 | 9 | 6.6 | 11 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 7 | 1.2 | 9 | 6.6 | 11 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 12 | 39.6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 1 | 26.4 | 2 | 26.4 | 3 | 26.4 | 4 | 26.4 | 5 | 26.4 | 6 | 26.4 |
| 9 | 8 | 52.7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 1 | 6.6 | 2 | 6.6 | 3 | 6.6 | 4 | 6.6 | 5 | 6.6 | 6 | 6.6 |

## S: source block ID

(T, B): target block ID and required bandwidth

Table 3.12 - Available technologies input matrix example

| Technology (nm) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 90 | 60 | 45 | 32 | 22 |

longer time to begin to converge. 10000 randomly-generated solutions seems to us a good compromise of time and workable solutions.

## Results and their use for a designer

The simulations have been carried out on an Intel Core i5 $2.30 \mathrm{GHz}, 4 \mathrm{~GB}$ DDR3 SDRAM (runtime of 60 minutes, as explained in Section 3.4.2) and the presented results are the synthesis of 5 independent experiments. The optimization was done for three objectives (so that we can visualize the design space) and the main results are given in Figure 3.8 (interconnection length-cost projection) and Figure 3.9 (3D plot). Two conclusions can be drawn from that figure:

- The $[10 ; 20]$ range values for the IL criteria: a small enhancement of the IL value leads to a large increase of the cost so the interest for a design with more than 4 tiers seems low.
- The [260;280] range values for the cost criteria: a small increase of the price can give a large enhancement of the performance. A designer might consider accepting a slightly higher price for a noticeably better performance, knowing that this information can be quantified with an accurate model. Indeed, with the estimate model that we propose, a small $10 \%$ increase of the cost can
decrease the IL by $60 \%$.


Figure 3.8 - IL-cost projection view of the Pareto frontier

These results did not take into account the degree of freedom of aspect ratio. If we go further by releasing a degree of freedom and allowing varying aspect ratios, we can have the Pareto front shown in Figure 3.10. This figure shows the Pareto front from Figure 3.8 (without aspect ratio, symbol: •) alongside with a new Pareto front (with aspect ratio, symbol: +).

As expected, the Pareto front given when considering varying aspect ratios is globally better. Furthermore, by comparing the two graphs, we can see an interesting area where the two frontiers begin to merge at the cost value 350 . This means that, in that area, it is not interesting to take the aspect ratio into account as the solutions will not necessarily be better. Once again, these kind of information can be important in the design of an IC and yet they would not be available with the current design flows since only a small number of possibilities are explored. Indeed, due to the sequential nature of the current design flows, such degrees of freedom are not even tried since they dramatically increase the duration of each optimization loop.

$*: 1$ tier; $\times: 2$ tiers; $+\div 3$ tiers; $*: 4$ tiers; $\nabla: 5$ tiers
Figure 3.9 - 3D view (interconnection length-volume-cost) of the Pareto frontier

### 3.5.2 Case study 2: scalability

In the previous section, we have shown how a circuit can be modelled in 3DSIC to apply a multi-objective optimization and run simulations based on a MPSoC platform developed by IMEC. This case study remains however limited as it contains only 12 blocks. In order to further investigate the validity of the results obtained previously, we will use a more realistic case study. It will be based on the previous MPSoC platform where we will apply a scalability effect.

We will consider 24 processors instead of 6 and also separate the L1 cache memory from each CPU core into L1 data cache memories and L1 instruction memories (total of 48 L 1 memories blocks), assuming their size will be $10 \%$ of the related L2 memories. Since there is one L2D1 and one L2D2 data cache memory for 6 cores and one L2Is instruction memory for 3 cores in the original design, we will have 16 blocks of L2 memories. We will keep the FIFO and EMIF blocks from the original model. This will thus increase the total number of functional blocks to 90 , which is a


Figure 3.10 - IL-cost projection view of the Pareto frontier (with and without aspect ratio)
$\cdot:$ Pareto front without aspect ratio; $+:$ Pareto front with aspect ratio
realistic number to work with. In addition, we will also consider size variability that will bring a form of functional heterogeneity to the circuit: $\pm 30 \%$ for the CPU cores and $+100 \%$ for the L1 and L2 memories. This will give the input matrix given in Table 3.13.

For the communication requirements, the only change compared to the original case is that the exchanges between the CPU processors and the L2 cache memories will now transit through the L1 cache memories. In order to simplify the necessary bandwidth between the CPU cores and the L1 memories, we will assume a bandwidth 64 times bigger than for the L2. These data are summarized in Table 3.14 (the full matrix model can be found in Appendix II).

Table 3.13 - Scalability case input matrix

| Component | ID | Size $\left(90 \mathrm{~nm}^{\prime}\right)$ | Min aspect ratio | Size variability |
| :---: | :---: | :---: | :---: | :---: |
| CPU core 1~24 | $1 \sim 24$ | $17.27 \mathrm{~mm}^{2}$ | 0.5 | $\pm 30 \%$ |
| L1D | $25 \sim 48$ | $0.67 \mathrm{~mm}^{2}$ | 0.5 | $+100 \%$ |
| L1Is | $49 \sim 72$ | $0.66 \mathrm{~mm}^{2}$ | 0.5 | $+100 \%$ |
| L2D1\#1~4 | $73 \sim 76$ | $6.74 \mathrm{~mm}^{2}$ | 0.5 | $+100 \%$ |
| L2D2\#1~4 | $77 \sim 80$ | $6.74 \mathrm{~mm}^{2}$ | 0.5 | $+100 \%$ |
| L2Is1~8 | $81 \sim 88$ | $6.62 \mathrm{~mm}^{2}$ | 0.5 | $+100 \%$ |
| FIFO | 89 | $0.54 \mathrm{~mm}^{2}$ | 0.5 | 0 |
| EMIF | 90 | $0.66 \mathrm{~mm}^{2}$ | 0.5 | 0 |

ID: Component identification number
Table 3.14 - Scalability case bandwidth requirements

| Source | Target | Bandwidth (MB/s) |
| :---: | :---: | :---: |
| FIFO | EMIF | 39.6 |
| EMIF | CPU core 1~24 | 6.6 |
| CPU core 1-24 | L1D1~24 | 1690 |
| CPU core 1~24 | L1Is1~24 | 19200 |
| L2D1\#1 | L1D1~6 | 26.4 |
| L2D1\#2 | L1D7~12 | 26.4 |
| L2D1\#3 | L1D13~18 | 26.4 |
| L2D1\#4 | L1D19~24 | 26.4 |
| L2D2\#1~4 | L2D1\#1~4 | 52.7 |
| CPU core 1~24 | FIFO | 1.2 |
| L1D1~6 | L2D2\#1 | 6.6 |
| L1D7~12 | L2D2\#2 | 6.6 |
| L1D13~18 | L2D2\#3 | 6.6 |
| L1D19-24 | L2D2\#4 | 6.6 |
| L1Is1~3 | L2Is1 | 300 |
| L1Is4~6 | L2Is2 | 300 |
| L1Is7~9 | L2Is3 | 300 |
| L1Is10~12 | L2Is4 | 300 |
| L1Is13~15 | L2Is5 | 300 |
| L1Is16~18 | L2Is6 | 300 |
| L1Is19~21 | L2Is7 | 300 |
| L1Is22~24 | L2Is8 | 300 |

## Simulation and validation procedure

In order to validate the methodology, we will run the simulations of this case study to produce partitions with 1 to 3 layers. These have been carried out on an Intel

Core i5 $2.30 \mathrm{GHz}, 4 \mathrm{~GB}$ DDR3 SDRAM (runtime of 60 minutes) and the presented results are the synthesis of 5 independent experiments.

First, we will mimic the current design flow by performing a mono-objective optimization (minimizing the interconnection length). Then we will compare the obtained solution to other 2- and 3-tiers 3D-SIC that have been produced with a multi-objective approach.

After simulations, we obtain the following results for the mono-objective optimization of a 2D-IC and a 2 and 3 tiers circuit (we will denote them by $A, B$ and $C$ ) shown in Table 3.15.

Table 3.15 - Mono-objective optimization for 1,2 and 3 tiers circuits

| Alternative | Number of layers | Interconnection length |
| :---: | :---: | :---: |
| $A$ | 1 | 6.27 |
| $B$ | 2 | 5.24 |
| $C$ | 3 | 4.04 |

Without surprise, we observe that the 3D-SICs perform better on that criterion than a 2D-IC, which validates the consistency of the model compared to what is expected in reality.

Let us compare $A$, to the 2 - and 3 -tiers circuits (respectively denoted $D$ and $E$ ) obtained with a multi-objective optimization (see Table 3.16). We will make the comparison with circuits that are the closest to $A$ with regards to the interconnection length criterion, in order to show the added value of working with a multi-criteria paradigm and simultaneously taking several criteria into account.

Table 3.16 - Multi-objective optimization for 1,2 and 3 tiers circuits

| Alt. | Number <br> of layers | Interconnection <br> length | Cost | Volume | Clock <br> position | Thermal <br> dissipation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | 1 | 6.27 | $1.22 \cdot 10^{9}$ | $2.44 \cdot 10^{7}$ | $3.36+10^{4}$ | 81 |
| $D$ | 2 | 6.21 | $1.23 \cdot 10^{9}$ | $2.49 \cdot 10^{7}$ | $3.83 \cdot 10^{4}$ | 280 |
| $E$ | 3 | 6.22 | $1.15 \cdot 10^{9}$ | $2.36 \cdot 10^{7}$ | $3.11 \cdot 10^{4}$ | 459 |

As expected, except on the interconnection length criterion, the alternative $D$ is dominated by $A$ on all the criteria. Analysing the circuit $E$ is more interesting though as we can observe that $E$ dominates $A$ on all criteria except for the thermal dissipation. This may seem surprising, especially for the cost and the volume criteria, however it can be explained by looking at the circuits themselves. In Figure 3.11, we can see the alternative $A$ with a surface of $-35 \times 35 \mathrm{~mm}^{2}$ whereas for $E$, in Figure
3.12 , the surface is $\sim 20 \times 20 \mathrm{~mm}^{2}$ on 3 layers which is in total less than $35 \times 35 \mathrm{~mm}^{2}$. This is not a big difference in terms of total surface but it can give information about when it can be interesting to design 3D circuits instead of 2D-ICs since the cost and the volume depend on the surface of a circuit. So this explains why $E$ might perform better on these criteria. The clock source criterion is also better thanks to the smaller surface while the thermal dissipation is unsurprisingly worse due to the inherent greater power density of 3D-SICs.


Figure 3.11 - Scaled-up MPSoC platform (1 layer)

Now let us compare $B$ and $C$ to $D$ and $E$ with a multi-criteria point of view (see Table 3.17).
$B$ and $C$ are the best uni-criterion 2- and 3-tiers circuits for the interconnection length while $D$ and $E$ are solutions close to $A$ for that criterion. We can see that none of these alternatives dominate any other. Let us analyse these alternatives criterion per criterion. $C$ is the best circuit for the interconnection length but if that criterion was not taken into consideration, $C$ would be dominated since it is the only criterion where it performs well compared to the others. For the cost and the volume, $C$ and $E$ are better than $B$ and $D$ for the reasons explained previously (smaller surface). As


Figure 3.12 - Scaled-up MPSoC platform (3 layers)

Table 3.17 - Comparison of 2 and 3 tiers circuits

| Alt. | Number <br> of layers | Interconnection <br> length | Cost | Volume | Clock <br> position | Thermal <br> dissipation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | 2 | 5.26 | $1.23 \cdot 10^{9}$ | $2.49 \cdot 10^{7}$ | $4.57 \cdot 10^{4}$ | 351 |
| $C$ | 3 | 4.04 | $1.15 \cdot 10^{9}$ | $2.37 \cdot 10^{7}$ | $6.72 \cdot 10^{4}$ | 593 |
| $D$ | 2 | 6.21 | $1.23 \cdot 10^{9}$ | $2.49 \cdot 10^{7}$ | $3.83 \cdot 10^{4}$ | 280 |
| $E$ | 3 | 6.22 | $1.15 \cdot 10^{9}$ | $2.36 \cdot 10^{7}$ | $3.11 \cdot 10^{4}$ | 459 |

for the thermal dissipation the 2 -tiers circuits $B$ and $D$ unsurprisingly perform better than the 3 -tiers circuits.

If a mono-objective optimization was used, only the interconnection length would be considered and one would choose the circuit $C$ as it holds the best score for this criterion while it performs rather badly on the clock position and thermal dissipation. $E$ has better score in terms of volume, clock position and thermal dissipation but is not as good on the interconnection length criterion. If the thermal dissipation was the
main criterion, the 2D circuit $A$ would be the best choice though it can have a higher cost

In a multi-criteria point of view, none of these circuits dominate any other so making a choice is not trivial. It would depend on the importance of each criterion compared to the others. We will show in Chapter 4 how these results can be exploited in order to help a designer choose in a transparent process. Let us finally note that these analyses have to be moderated within the limits of our model as, even if the criteria evaluation is consistent in an ordinal point of view, it is not physically accurate so quantitative comparisons would be imprecise compared to what would be expected in reality.

With these two case studies, we have shown that the proposed methodology can provide qualitative and quantitative information that would not be available with classical tools and that it can be applied for scaled-up problems that include degrees of freedom that are usually not considered, such as the form factor of the blocks and the heterogeneity. We have then analysed the solutions with a more global multi-criteria point of view and have shown that additional information is available to compare the solutions and making a choice among this small set of 5 alternatives is not a trivial task as it would seem to be when applying a uni-criterion paradigm.

In the next section we will analyse how robust the proposed methodology is by computing its performance with the indicators presented in Chapter 2 and in the next chapter, we will show how the obtained results can be exploited by using multicriteria decision aid that would ease the choice of a designer.

### 3.6 Robustness of the methodology

In this section we will take a deeper look at the results of the multi-objective optimization steps. We will analyse the properties of the design space in order to have the view over the convergence and the robustness of our methodology the classical performance indicators used in the field (see Chapter 2).

The following results have been obtained with 5 independent runs. The set of non-dominated solutions over all the simulations will constitute the reference set $R$ for the epsilon and the hypervolume indicators. Also, these results have been simulated with all the five criteria presented in Section 3.3 instead of only the three first for the case study of Section 3.5.1.

### 3.6.1 Contribution indicator

Table 3.18 and Figure 3.13 show the evolution of the averaged contribution indicator over the iterations for the 5 runs. We see that for the first iterations, the values of $\operatorname{Cont}\left(\mathrm{PO}_{i} / P O_{i-1}\right)$ are greater than 0.5 , which means that the algorithm does indeed improve the solutions, then for the last iterations, the indicators are lower than 0.5 which means that there is a convergence.

| Iteration | $\operatorname{Cont}\left(P O_{i} / P O_{i-1}\right)$ |
| :---: | :---: |
| 1 | 0.7626 |
| 2 | 0.8510 |
| 3 | 0.8917 |
| 4 | 0.8788 |
| 5 | 0.8295 |
| $\ldots$ | $\ldots$ |
| 38 | 0.4522 |
| 39 | 0.3870 |
| 40 | 0.2369 |

Table 3.18 - Evolution of the contribution indicator

### 3.6.2 Spread indicator

Figure 3.14 shows the results of the spread indicator $I_{s}$ function of the neighbourhood indicator $\sigma$ (all the 5 runs share the same graph shape). We see that the Pareto front is well spread: if we consider $I_{s} \geq 0.9$ we have $\sigma<0.35$ in average for the 5 runs (normalized values), so we can consider that the algorithm produces a well-spread approximation of the Pareto front.


Figure 3.13 - Evolution of the contribution indicator

### 3.6.3 Binary $\epsilon$-indicator

The non-dominated set computed from all the runs will constitute the reference set $R$ that will serve to show the evolution of the $\epsilon$-indicator over time. This evolution is shown in Table 3.19 (for averaged values after each 10 iterations). We can see that in the first iterations, $I_{\epsilon}(A, R)>1$ and $I_{\epsilon}(R, A) \approx 1$ which means that the front is improved while in the last iterations, $I_{\epsilon}(A, R)>1$ and $I_{\epsilon}(R, A)>1$ which shows convergence.

A comparison of the binary $\epsilon$-indicators between each experiment (after convergence) is also given, in Table 3.20. We can see that $I_{\epsilon}(A, B)>1$ and $I_{\epsilon}(B, A)>1$ which indicates that neither $A$ weakly dominates $B$ nor $B$ weakly dominates $S$. This means that the generated front is consistent from one experiment to another.

Also, in Table 3.21 are given the $\epsilon$-indicator between iterations of an experiment (the same observations apply for the other runs). We can see that in the first iterations, the front is always improved $\left(I_{\epsilon}\left(A_{i}, A_{i-1}\right)>1\right.$ and $\left.I_{\varepsilon}\left(A_{i-1}, A_{i}\right) \leq 1\right)$ while in the last iterations, it begins to converge $\left(I_{\epsilon}\left(A_{i}, A_{i-1}\right)>1\right.$ and $\left.I_{\epsilon}\left(A_{i-1}, A_{i}\right)>1\right)$.


Figure 3.14 - Spread indicator $I_{s}$ function of the neighbourhood parameter $\sigma$

| Iteration | Averaged $I_{\epsilon}(A, R)$ | Averaged $I_{\epsilon}(R, A)$ |
| :---: | :---: | :---: |
| 1 | 5.5255 | 1.0178 |
| 10 | 4.4307 | 1.0235 |
| 20 | 3.8102 | 1.1023 |
| 30 | 2.3614 | 1.1234 |
| 40 | 1.6569 | 1.2381 |

Table 3.19 - Evolution of the binary $\epsilon$-indicator (averaged values compared to the reference set $R$ ) over time

### 3.6.4 Unary hypervolume indicator

The evolution of the hypervolume (averaged values) is given in Table 3.22 and in Figure 3.15. We can see that the value is (linearly) increasing over time, reaching convergence in the last iterations where the value stabilizes.

The result for each experiment is also given, in Table 3.23 and the used reference point is the worst point computed from all the sets for normalized data. As we can see, the values are rather consistent from one run to another.

| $I_{e}(A, B)$ | Run 1 | Run 2 | Run 3 | Run 4 | Run 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Run 1 | 1 | 1.7270 | 1.3594 | 1.8664 | 1.2542 |
| Run 2 | 1.5713 | 1 | 1.4122 | 1.7791 | 1.3420 |
| Run 3 | 1.4737 | 1.8638 | 1 | 1.9268 | 1.3069 |
| Run 4 | 1.3436 | 1.4564 | 1.2843 | 1 | 1.2365 |
| Run 5 | 1.4214 | 1.7650 | 1.3918 | 1.7545 | 1 |

Table 3.20 - Comparison of the binary $\epsilon$-indicators for each experiment

| Iteration | $I_{\epsilon}\left(A_{i}, A_{i-1}\right)$ | $I_{\epsilon}\left(A_{i-1}, A_{i}\right)$ |
| :---: | :---: | :---: |
| 1 | 1.6674 | 1.1053 |
| 2 | 1.7223 | 1 |
| 3 | 2.4439 | 1 |
| 4 | 1.7477 | 1 |
| 5 | 2.0577 | 1 |
| $\ldots$ | $\ldots$ | $\ldots$ |
| 38 | 1.8788 | 1.4916 |
| 39 | 1.5344 | 1.8065 |
| 40 | 1.9862 | 1.6609 |

Table 3.21 - Comparison of the binary $\epsilon$-indicators between iterations of the same experiment

| Iteration | Averaged hypervolume |
| :---: | :---: |
| 1 | 0.0574 |
| 10 | 0.0701 |
| 20 | 0.0876 |
| 30 | 0.0931 |
| 40 | 0.1036 |

Table 3.22 - Evolution of the unary hypervolume indicator (averaged values compared to the reference set $R$ ) over time

### 3.6.5 Density of the Pareto front - gaps in the frontier

Another indicator of the Pareto front structure is its density. Here we will measure the density by finding gaps in the frontier. This will be done by counting the number of solutions in the neighbourhood of another solution. Since the extreme distance between two solutions is 450.364 in average for the 5 runs (non-normalized),


Figure 3.15 - Evolution of the unary hypervolume indicator (averaged values compared to the reference set $R$ over time

| Run | $I_{H}$ |
| :---: | :---: |
| 1 | 0.1171 |
| 2 | 0.1105 |
| 3 | 0.1015 |
| 4 | 0.1185 |
| 5 | 0.0939 |

Table 3.23 - Hypervolume for each experiment
we consider that an acceptable neighbourhood is twice the distance between two solutions if all the solutions were equidistant. We have thus a neighbourhood of about 2. This test has shown that there was always at least one solution near another one, even for a neighbourhood of 1 , meaning that the algorithm can produce a sufficiently dense frontier.

### 3.6.6 Convexity indicator

The convexity is also an indicator of the structure, so analyses have been performed to determine the shape of the Pareto front. Globally, the Pareto front is not convex, as one may expect given the heterogeneous nature of the criteria and correlation between them. Also, since an approximate algorithm has been used, small gaps between solutions may exist that will not give a convex shape to the frontier.

### 3.6.7 A word on the scalability of the methodology

The previous results have been obtained with the case study shown in Section 3.5.1. Similar results can be obtained for the scaled-up case study of Section 3.5.2 which contains about a hundred blocks, and it has also been successfully tested for a few hundreds of randomly-generated blocks. Reaching several hundred to a thousand of blocks, the algorithm starts to take tens of minutes per iteration which shows its limits in terms of scalability even though convergence can still be shown.

### 3.7 Conclusion

In this chapter, we have proposed a 3D-SIC model that can take into account 5 different criteria to apply MOO with a more global multi-criteria analysis. To the best of our knowledge, current tools deal with a limited set of criteria (usually 3 ) and only perform trade-off analyses. We have performed simulation on two different case studies and the results have shown interesting information that can be relevant for a designer. First, using a multi-objective optimization methodology does not only consider all the criteria at the same time but also proceed to an extensive design space exploration which is rarely done with current tools. Second, the qualitative results shown here can give relevant information to the designer and they can even be quantified with a more accurate model. Third, the flexibility of MOO allows to easily consider new degrees of freedom, such as the form factor of the blocks and the heterogeneity, without having to change the paradigm. Finally, we have validated the methodology with a scaled-up case study and shown that a multi-objective optimization gives added values compared to a uni-criterion paradigm.

We have then shown that the proposed methodology has proved to be robust even if the problem contains criteria of heterogeneous nature. With the several indicators that we have analysed, we can conclude that the algorithm we used can show good properties of convergence, spread and density.

In the next chapter, we will show how these results can be exploited, with a multi-criteria point of view, to help a designer make a choice among a set of efficient solutions.

## 4

## Results exploitation

## Chapter abstract

In this chapter, we show how the obtained results with multi-objective optimization can be used to help a designer, using multi-criteria decision aid. We present how the solutions can be analysed, with a multi-criteria point of view. Then we discuss on their possible actual use and how difficult it is to make the industry adopt it. We then propose some hints to make it integrated into design flows as we do believe that a multi-criteria paradigm can help in design integrated circuits and that it can progressively be of use since designers will have to face greater and greater challenges.
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- K. Lidouh, N.A.V. Doan, Y. De Smet, "PROMETHEE-compatible presentations of multicriteria evaluation tables", International Journal of Multicriteria Decision Making, to be published (minor revision)
- K. Lidouh, N.A.V Doan, Y. De Smet, "PROMETHEE-compatible presentations of multicriteria evaluation tables", 2nd International MCDA Workshop on PROMETHEE (IMW2015), Bruxelles (Belgique), January 2015, to be published (accepted)


### 4.1 Introduction

In Chapter 3 we have defined the problem we are dealing with in this work, show how a 3D-SIC can be modelled, as well as simulation results based on multiobjective optimization. In Section 3.6, we have shown that the methodology can show good convergence and diversity properties even if the problem contains criteria of heterogeneous nature. In this chapter, we will discuss about how a designer could use these results and take advantage of a multi-criteria oriented methodology in the process of producing a 3D-SIC to, for instance, make a choice among the solutions of the Pareto frontier.

As explained in Chapter 2, once a Pareto front has been determined or approximated, the next step is to choose among this set of solutions. The simulations performed in the experiments of Section 3.6 have produced 804 individuals in the Pareto front and with such a large number of alternatives, choosing is not always trivial.

### 4.2 Constraint modelling

To ease decision making, it is possible to model constraints in order to eliminate unrequired alternatives and reduce the number of solutions, which will ease the choice process. For that purpose, we have developed a visual interface where a decision maker can introduce constraints to be fulfilled and see directly the remaining solutions that fit these requirements. The general interface is shown in Figure 4.1.

The sliders are used to define the constraints. Two graphs are represented to visualise the solutions. The first one uses parallel axes. Let us note that, in order to use this representation effectively, we have normalized the evaluations between 0 and 1. The second graph is a PCA plane where the evaluations are projected (instead of the uni-criterion net flows for the GAIA plane). It can help a decision maker to more easily see in which direction the solutions are.

In Figure 4.2, an example is shown where alternatives have been filtered. For illustration purposes, we have arbitrarily chosen values by considering normalized constraints of 0.5 for the interconnection length, 0.3 for the cost, 0.8 for the volume, 0.7 for the clock source position and 0.4 for the thermal dissipation (taking lower values means adding more constraints). Alternatives that do not reach these constraints are removed from the visualisation and we can see that from 804 potential solutions, there are 6 remaining possibilities which can ease the choice process.

This software also allow the see the best profiles given a set of weight for the criteria, by using a weighted sum. If these weights cannot be defined by the designer, they can be elicited with a procedure implemented within the interface that is similar to AHP.

This tool has been developed under Matlab and can be used for any problems that need to filter unrequired solutions with constraints to ease a decision process.


Figure 4.1 - Constraints modelling (without filtered alternatives)

The users will eventually have to be aware that the evaluations have to be normalized between 0 and 1 in order to have an effective representation with the parallel axes. Besides, modelling these constraints can be difficult as they are based on performance estimations that have to be compared with real specifications so this would require further investigations to adapt this method for designers.

### 4.3 Preference modelling

Another way to help decision makers to make their choice is to model their preferences, for instance with an outranking method. In the scope of this work, we will present the use of the PROMETHEE methodology as it has been developed in our department with an efficient software called D-Sight [78] and has also shown good results in different fields [75]. In addition, using this method can be justified as the evaluations are quantified. Also, even if the number of alternatives is large, PROMETHEE does not require a large number of inputs from the decision maker, as opposed to some other methods such as AHP (see Chapter 2) where pairwise comparisons of alternatives can be asked to a DM.


Figure 4.2 - Constraints modelling (with filtered alternatives)

### 4.3.1 Using the PROMETHEE methods

## Building a PROMETHEE model

In order to use the PROMETHEE method, the decision maker has to inform about his preferences on the criteria, these being preference functions, indifference and preference thresholds and weights on the criteria (see Chapter 2). To illustrate this, we will use the results of the simulations presented in Section 3.6. In those results, there are 804 alternatives in the Pareto front, evaluated on 5 criteria. The evaluation table can be found in Appendix I. Let us take a simple example of preference modelling in order to illustrate what kind of aid a multi-criteria analysis can provide.

First, we have to define preference functions for each criterion. For the interconnection distance, cost, volume and clock position, we will choose a V-shape function. For these criteria, using this function, the preference index will increase linearly until a preference threshold is reached. For the power dissipation, we will choose a Ushape function where there is no preference until an indifference threshold is reached. Indeed there can be no real problem if the difference between two circuits in terms of heat dissipation is low, and it can be directly problematic when this difference is high.

For illustration purposes, the thresholds will be arbitrarily set at $10 \%$ of relative difference in the evaluations. For the weights, we will consider that the interconnection distance, the cost and the power dissipation are more important than the volume and the clock position, with the volume less important than the clock position. We will choose the weights by considering that the three first cited criteria share the same importance, $25 \%$ each, and the two remaining ones taking the last $25 \%$ ( $14 \%$ and $11 \%$ respectively). The robustness of this set of weights can be studied with a sensitivity analysis that will allow to confirm whether or not the variability of a weight will change the ranking. Let us note that it is possible to elicit the weights by answering simple questions with a procedure similar to AHP.

A summary of all these data is given in Table 4.1. Of course, a more accurate model could be defined, however let us remind that the purpose here is to show how a multi-criteria analysis can give added information to designers.

Table 4.1 - PROMETHEE model

| Criterion | Preference <br> function | Indifference <br> threshold | Preference <br> threshold | Weight |
| :---: | :---: | :---: | :---: | :---: |
| Interconnection distance | V-shape | x | $10 \%$ | $25 \%$ |
| Cost | V-shape | x | $10 \%$ | $25 \%$ |
| Volume | V-shape | x | $10 \%$ | $11 \%$ |
| Clock position | V-shape | x | $10 \%$ | $14 \%$ |
| Power dissipation | U-shape | $10 \%$ | x | $25 \%$ |

Now that a model has been proposed, let us analyse the results produced by DSight.

## Multi-criteria analysis

PROMETHEE rankings D-Sight will do all the computations of the flows and PROMETHEE (I and II) rankings can be obtained, based on the preferences. A decision maker can make a choice based on these rankings, for example by choosing the solution(s) ranked first. In addition, other tools are available, that allow to have a transparent decision process and analyse the set of solutions to know why a given ranking is obtained. One of the most useful one is the GAIA plane which is illustrated in Figure 4.3 (for the sake of readability, the alternative names have been removed).

As a reminder from Chapter 2, the GAIA plane is based on the principal component analysis of the unicriterion net flows of the solutions and minimises the projection error of each alternative on it. Four distinctive visual information are shown:

1. The green axes that represent the projections of each criterion's axis.


Figure 4.3 - GAIA plane of the case study
2. The blue dots that represent the projection of each solution's uni-criterion net flow. The value of the uni-criterion net flow is read by projecting the point on the related criterion axis.
3. The red axis that represents the decision axis which is the projection of the set of weights and gives the decision direction.
4. The delta value that represents the percentage of kept information since there are projection errors.
The first observation that can be drawn is that the blue dots are at the same time well-spread and dense, which illustrate the conclusions of Section 3.6. This also means that each criterion is well-represented in terms of solutions.

Second, let us take a look at the information that is provided by the criteria axes (green). This is shown in Figure 4.4.

From the GAIA plane, we can observe how the criteria are related between each other. Indeed, criteria axes that have opposite directions are conflicting, whereas


Figure 4.4 - GAIA plane of the case study (criteria axis only)
criteria with the same direction are in synergy. In the present case, we can see that the criteria of interconnection distance, power dissipation and cost are conflicting, which reflects the design reality. Also, the volume criterion shares the same direction as the interconnection distance criterion which is normal as reducing the interconnection distance will also tend to reduce the circuit volume. These observations also confirm that the defined model is indeed consistent with the reality.

Finally, let us have a view at the information provided by the decision axis. As explained previously, the decision axis represent the criteria weights and therefore gives the decision direction. Indeed, the alternatives with the highest net flow score will have their furthest projection on that axis, in the direction of that axis (see Figure 4.5). This visually represents the PROMETHEE II ranking, provided that the delta value shows that enough information has been kept with the projection. In this case, this value is relatively low ( $62.8 \%$ ) which means that a lot of information has been lost with the projection, that can lead, for instance, to PROMETHEE II ranking errors with the visual projections compared to the ranking obtained with the computed net
flows.


Figure 4.5 - GAIA plane of the case study (with decision axis projection)

Robustness analysis with stability intervals Another tool that can help decision makers is the robustness analysis that will allow them to know how stable a solution is, given the provided preference model. It is based on stability intervals on the weights where the first-ranked alternative will not change. This tool can be useful as there can be uncertainties on the values given for the weights. For the considered model, the stability intervals are shown in Table 4.2. We can observe that the firstranked solution is relatively robust with all the criteria weights spanning on rather large intervals. This means that small uncertainties will not affect the ranking of the first alternative.

As we can observe, the PROMETHEE methodology can help a decision maker facing choices and provide a transparent process. While the tools have been developed in order to be simple to use and analyse, the main difficulty is to model the preferences accordingly with a designer's needs. As the specifications required for a

Table 4.2 - Stability intervals (level 1)

| Criterion | Min weight | Value | Max weight |
| :---: | :---: | :---: | :---: |
| Interconnection distance | $5.73 \%$ | $25 \%$ | $50.00 \%$ |
| Cost | $3.37 \%$ | $25 \%$ | $36.38 \%$ |
| Volume | $0.00 \%$ | $11 \%$ | $23.85 \%$ |
| Clock position | $2.06 \%$ | $14 \%$ | $43.06 \%$ |
| Power dissipation | $17.85 \%$ | $25 \%$ | $68.21 \%$ |

design cannot translate easily into preference information, establishing a preference model is not a trivial task and this will therefore need further investigations to adapt this methodology for designers.

### 4.4 Pertinently representing multi-criteria information in evaluation tables

Another way to help decision making could be to enrich evaluation tables with multi-criteria information. We have proposed a contribution with that purpose in [88]. However, as it is difficult to find a direct application of this methodology in microelectronic design, this work will only be cited and reproduced in Appendix III.

### 4.5 On the use of a multi-criteria paradigm in microelectronic design

As described in Chapter 1, the multi-criteria paradigm is rarely used in the field of IC design; at best, trade-off analyses are performed. To our knowledge, more global multi-criteria analyses have not been carried out yet.

When discussing with design experts, it is quite interesting to see how they easily understand the stake of the MCDA paradigm and how it would be able to help designers facing IC development challenges. However, it is more difficult to make them adopt this approach for three main reasons that have appeared throughout several discussions:

1. "It is not how we optimize circuits" seems to be one of the most frequent statements. Indeed, the industry follows a uni-criterion paradigm and is not used to first explore several possible solutions and then determine good compromise solutions. The designers will generally decide about an architecture
and try to optimize it (following a uni-criterion paradigm) to fulfil the specifications.
2. Designers can understand how preference modelling work, however they are not used to answer questions about indifference/preference thresholds or criteria weights as they receive specifications to achieve. This would need to adapt how the design of a circuit is approached and how specifications are formulated.
3. The design space exploration is based on performance estimation. While our model can provide consistent ordered information, the evaluations are not accurate. Therefore, modelling preference can be a more difficult task since it requires the designers to work with (assessed) values that are different from real specifications.
As we can observe, the main reason of difficulties to adopt a multi-criteria paradigm lies in the lack of knowledge about this approach. This will need a deep work in all the steps in a design flow, from how the specifications are defined to the optimization processes. Specifications are currently more and more difficult to fulfil as the industry is nearing the limits of the present technologies. Changing how they are formulated, with therefore adequate methodologies, might help overcome this problem.

Also, (uni-criterion) optimization processes are nowadays more and more timeconsuming (weeks to months). This can be seriously problematic in economical terms as a circuit will require more man-years. With this work, we have shown that applying a multi-objective optimization for design space exploration can shorten the design time. These simulations only last hours to days and can already give to designer assessments about the optimization of a circuit, which might lead to shorter optimization processes.

Finally, with the results we have obtained, we do believe that the multi-criteria analysis can aid designers when facing design challenges and allow them to make more transparent choices.

### 4.6 Conclusion

In this chapter, we have presented how the results of a multi-criteria approach can be exploited for designers. We have shown two ways to help in a decision process and cited a third work. Then we have discussed about the adoption of this paradigm in the field of microelectronic design where we have proposed some possible hints. Although the results we have obtained can provide relevant information to a designer that would not be available with current tools, their exploitation seems to be more complicated as it would require a change in how the industry works. Nevertheless, we do believe that a multi-criteria paradigm can help in design integrated circuits and
that it can progressively be integrated into design flows since designers will have to face greater and greater challenges.

## 5

## Conclusions

In this thesis, we have studied the applicability of multi-objective optimization and multi-criteria decision aid in the context of 3D-stacked integrated circuits design. In the past decades, the electronic industry has been following the Moore's law to improve the performances of integrated circuits. However, due to physical limitations appearing with the miniaturization of the transistors below a certain threshold, it will probably be impossible to follow this law in the future with the current tools.

In order to overcome this problem, new technologies have emerged, and among them the 3D-Stacked Integrated Circuits have been proposed. 3D-SICs can bring numerous advantages in the design of future ICs but at the cost of additional design complexity due to their highly combinatorial nature, and requiring the optimization of several conflicting criteria. Indeed, 3D circuits, while being based on 2D-ICs, require additional choices such as the number of layers to use or the place-and-route in these tiers. In addition, 3D-SICs bring more challenges in terms of thermal dissipation, cost and design complexity, which illustrate the need to simultaneously optimize multiple objectives. Besides, the multi-criteria approach has been discussed in the literature as a paradigm to adopt for solving numerous similar problems, namely for 2D-ICs place-and-route problems.

## Contributions

The contributions of this thesis can be summarized as follows:

- application of a multi-criteria paradigm to the problem of 3D circuits partitioning with estimation of floorplanning
- proposition of a model considering 5 criteria and degrees of freedom that are not considered with current tools, with simulations for two case studies: a basic MPSoC platform and a scaled-up circuit to show the added value of a more multi-criteria point of view
- validation of the robustness of the methodology with the analysis of convergence and diversity indicators used in the field
We have proposed to apply multi-objective optimization and multi-criteria decision aid for the design of 3D-SICs. First, we have defined the problem, the 3D partitioning with floorplanning estimation by running the complete design flow with simulation of synthesis and place-and-route. This problem consists in finding the three-dimensional geometrical disposition for a circuit (repartition of the components among the layers and their position on each tier) while optimizing multiple objectives. We have proposed a model for the 3D-SICs that includes 5 criteria and degrees of freedom that are not usually considered such as the form factor of the blocks and the functional heterogeneity (blocks with varying size). Indeed, considering form factor can improve the total interconnection length and the heterogeneity has to be taken into account as it is an advantage of 3D-SICs. This constitutes an improvement compared to current tools which, to the best of our knowledge, use a limited set of criteria (usually interconnection length, cost/area and eventually thermal dissipation) and only make trade-off analyses.

Simulations have been performed on a case study based on an MPSoC platform and the obtained results have shown that qualitative and quantitative information, that would not be available with current tools, can be provided to designers. For instance, with the Pareto front that can be obtained after a multi-objective optimization, it is possible to quantify by how much a concession on one criterion can improve another, or where circuits of $1,2,3$... tiers are located in the design space by quantitatively comparing them to each other with different Pareto fronts. In addition, we have validated the proposed methodology by using a scaled-up case study with functional heterogeneity and have shown that a more global multi-criteria point of view brings added value compared to trade-off analyses that are performed with current tools. Indeed, we have shown that additional information is available to compare the solutions and making a choice among these alternatives is not as trivial a task as it would seem to be when applying a uni-criterion paradigm. Therefore, this enriches the type of information that can be obtained about a design space.

We have then proved that the methodology and associated algorithms are robust even though the problem of designing 3D-SICs is complex, with criteria of heterogeneous nature. By using classical indicators of the field, we have demonstrated good convergence and diversity properties. Indeed, all the values computed for these metrics have shown that the used algorithm does converge towards better solutions at each iteration while maintaining diversity in the Pareto front.

Finally, we have shown how the obtained results can be exploited and how multicriteria decision aid tools could help a designer by providing additional information. We have presented how preference modelling (with the PROMETHEE methods) and constraint modelling can help a designer when choosing among several alternatives. For instance, it is possible to establish a ranking to make a choice or filter alternatives that do not achieve a constraint level to reduce the number of solutions for the decision process. We have also mentioned a contribution about how to enrich evaluation tables with multi-criteria information in order to highlight compromise solutions and profiles of alternatives and that can also inform a decision maker about the characteristics of the considered problem.

## Perspectives

Since the focus of this thesis is to show the applicability of a multi-criteria paradigm to the design of 3D-SICs, there remain several open perspectives. In particular, the accuracy of the model we proposed has yet to be improved. We have shown that MOO can provide quantitative information to designers. Currently, the values have been modelled to respect the same relative order of the solutions as in reality. Having a more precise model would allow to propose more realistic quantitative analyses.

Currently, simulations have been performed with a classical approach of genetic algorithms. Several developments could be carried out to improve our algorithm. First, adding a local search step to NSGA-II can increase its search ability, for example to optimize one or several solutions that are supposed to be interesting. Second, it can also be interesting to study how the genetic operators can be particularized to the problem of designing 3D-SIC. Indeed, it could be possible to develop a crossover/mutation operation that can take into account the geometry of a circuit or the position of a block within a tier. Finally, for performance assessment purposes, comparisons with other multi-objective evolutionary algorithms such as MOGA, NPGA or SPGA [53] could be performed.

Within the scope of this thesis, we have focused our developments at the logical level of a design flow. The obtained results have shown that added value can be provided about the design space by giving deeper multi-criteria insights of the problem. With the information it can give and thanks to its flexibility, we believe that a multi-criteria methodology can be transposed at other levels such as the architecture level or even the physical level since a uni-criterion paradigm is used at each step. This should also give added information to designers and help them face the growing complexity of producing ICs.

Another line of research is the improvement of the thermal dissipation criterion. In our model, we have considered the peak output power since computing a thermal map can be time consuming. This choice has provided sufficient results for the scope
of our work and an improvement could be to develop a method that can quickly compute the thermal dissipation while limiting precision loss. Since this is one of the most critical issues of 3D-SICs, this topic is actually a research field in itself with several developments of thermal-aware partitioners/floorplanners. One can cite the works in [ $26,27,83]$.

In Chapter 4 we have presented how multi-criteria decision aid methods can be used to exploit the obtained simulation results. However, as discussed, circuit specifications can not be easily translated into preference models or constraint models since the values and scales used are different and numerous degrees of freedom have to be considered to define a model. In addition, applying MCDA for the design of ICs is not trivial as the industry is not used to this paradigm. This can be improved by studying how MCDA can be adapted to the microelectronic field in order to address its specific needs.

In our algorithm, we produce initial solutions randomly. This is one of the two possibilities to generate solutions. A further development is to adopt a constructivist approach for building partitions, for instance with a GRASP-type algorithm [86,89], which is based on the successive constructions of a greedy randomized solution (with a mono-objective greedy function) and its improvement through local search. This would require to develop an extended version of GRASP to consider multiple objectives with the related models adapted for the design of 3D-SICs. Such an algorithm would allow to benefit from "good" solutions before beginning the design space exploration and may reduce simulation times.

A particularly important topic that we have not considered in this work is the applications that will run on a platform. This is actually related to hardware/software (HW/SW) co-design which is a research topic in itself. HW/SW co-design aims to match the right software on the right hardware platform in order to take the best out of a design [90]. Considering that HW/SW co-design can be summarized to a multi-criteria combinatorial problem, applying MCDA to that field would already be an improvement. Furthermore, integrating co-design to a performance assessment model will improve it since the estimations will be more precise. For instance, the consumption of a circuit (and its thermal dissipation) will be more accurate as it depends on the application that is run on a platform. In overall this would contribute to improving the global design of a circuit.

As a conclusion, we have proposed in this thesis a methodology based on a multicriteria paradigm to address the problem of 3D partitioning with floorplanning estimation. To this end, we have built a model with criteria and degrees of freedom that are not considered with current tools. We have performed simulations with a NSGA-II algorithm on two different case studies and have shown that a more global multi-criteria point of view does provide added value in terms of information about the design space. This algorithm has been proven to be robust with good convergence and diversity properties based on classical indicators used in the field. Finally,
we have shown how multi-criteria decision aid can help a designer when choosing among several solutions and that MCDA can provide additional information to ease this decision process.
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## Appendix

I Scalability case study - evaluation table

| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 67.1437 | 345.4001 | 7.4892 | 21.94 | 127.3416 |
| 2 | 67.7864 | 345.4001 | 7.4892 | 21.94 | 122.2465 |
| 3 | 57.6018 | 378.6057 | 7.4892 | 21.94 | 125.0883 |
| 4 | 68.4043 | 345.4001 | 7.4892 | 21.94 | 122.3357 |
| 5 | 67.7316 | 345.4001 | 7.4892 | 21.94 | 123.0006 |
| 6 | 47.3105 | 331.4099 | 9.5167 | 29.64 | 109.4241 |
| 7 | 60.6876 | 334.7414 | 10.2556 | 24.32 | 115.2110 |
| 8 | 58.5433 | 380.2269 | 12.4531 | 28.24 | 98.5728 |
| 9 | 68.3753 | 321.4214 | 12.4531 | 14.72 | 102.6114 |
| 10 | 41.4362 | 393.2764 | 11.3974 | 12.94 | 116.2991 |
| 11 | 41.0517 | 332.5171 | 9.5362 | 29.32 | 116.8199 |
| 12 | 44.9002 | 352.2112 | 10.2724 | 19.12 | 117.6486 |
| 13 | 44.9635 | 327.5125 | 9.2938 | 14.76 | 150.0761 |
| 14 | 46.9319 | 372.3325 | 9.9838 | 10.44 | 108.0185 |
| 15 | 56.1703 | 379.5890 | 9.9838 | 13.14 | 98.8526 |
| 16 | 75.7641 | 347.6755 | 9.9838 | 22.14 | 106.6269 |
| 17 | 75.8782 | 347.6755 | 9.9838 | 22.14 | 107.0287 |
| 18 | 59.8297 | 348.3533 | 9.9838 | 15.64 | 102.8682 |
| 19 | 54.6413 | 400.4910 | 10.8763 | 11.54 | 100.5127 |
| 20 | 55.5439 | 327.4200 | 12.6941 | 15.56 | 127.7859 |
| 21 | 50.9166 | 317.2817 | 10.2605 | 20.86 | 118.8282 |
| 22 | 61.4915 | 322.8419 | 8.3174 | 29.34 | 142.2117 |
| 23 | 55.3600 | 361.6828 | 10.8977 | 31.76 | 96.8864 |
| 24 | 45.2119 | 417.1320 | 12.8873 | 24.24 | 95.5818 |
| 25 | 73.8553 | 326.8663 | 9.5001 | 16.36 | 109.8921 |
| 26 | 37.6445 | 320.7500 | 11.5028 | 11.86 | 157.4299 |
| 27 | 36.9018 | 323.2837 | 10.8478 | 11.66 | 146.0659 |
| 28 | 36.2394 | 338.2235 | 11.5028 | 10.16 | 151.4752 |
| 29 | 64.3923 | 418.2308 | 9.5458 | 27.06 | 100.6367 |
| 30 | 48.9768 | 354.5924 | 12.6941 | 26.82 | 100.5739 |
| 31 | 31.9275 | 431.8478 | 8.3639 | 32.34 | 120.5627 |
| 32 | 28.9445 | 368.8540 | 8.5959 | 32.34 | 121.0761 |
| 33 | 57.8361 | 409.9552 | 10.8658 | 30.46 | 97.1735 |
| 34 | 53.9757 | 441.6485 | 10.8658 | 30.46 | 98.4224 |
| 35 | 48.2477 | 412.2440 | 8.0452 | 19.54 | 125.5353 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 36 | 44.2677 | 490.4301 | 12.5707 | 14.24 | 98.9135 |
| 37 | 39.1444 | 396.6074 | 9.2943 | 14.22 | 105.9363 |
| 38 | 51.7699 | 391.0361 | 9.0224 | 14.72 | 102.4671 |
| 39 | 38.8748 | 395.2614 | 9.2943 | 13.42 | 127.6504 |
| 40 | 53.1014 | 511.7339 | 10.8658 | 30.46 | 97.2863 |
| 41 | 55.4079 | 440.3307 | 8.8679 | 21.64 | 109.1315 |
| 42 | 43.7142 | 350.4684 | 10.4325 | 29.64 | 106.8218 |
| 43 | 40.4749 | 412.8290 | 9.5167 | 29.26 | 105.3220 |
| 44 | 35.4249 | 473.6215 | 9.3517 | 26.82 | 101.1535 |
| 45 | 22.3437 | 460.7526 | 9.5167 | 18.84 | 114.1096 |
| 46 | 54.7345 | 439.9054 | 12.0184 | 31.76 | 98.8338 |
| 47 | 53.9511 | 439.9054 | 12.0184 | 33.96 | 94.2783 |
| 48 | 45.6106 | 334.1571 | 8.4218 | 14.76 | 151.9635 |
| 49 | 75.6979 | 556.7591 | 11.6992 | 7.54 | 108.0221 |
| 50 | 32.6110 | 338.8461 | 8.8063 | 33.76 | 145.1223 |
| 51 | 59.1314 | 529.5249 | 11.6992 | 9.24 | 103.7090 |
| 52 | 66.5220 | 414.0414 | 9.1875 | 5.64 | 127.1133 |
| 53 | 68.8931 | 346.8552 | 7.4892 | 21.74 | 121.3420 |
| 54 | 57.3688 | 390.0994 | 10.8977 | 31.76 | 95.7242 |
| 55 | 58.8415 | 390.0994 | 10.8977 | 31.76 | 96.0155 |
| 56 | 59.1594 | 390.0994 | 10.8977 | 31.76 | 96.0277 |
| 57 | 54.9439 | 353.4165 | 12.6941 | 26.82 | 99.0506 |
| 58 | 57.2414 | 422.7552 | 10.8977 | 31.76 | 96.2415 |
| 59 | 53.8370 | 346.1536 | 8.5959 | 29.54 | 121.4288 |
| 60 | 53.1831 | 298.7061 | 12.6941 | 22.06 | 114.3782 |
| 61 | 42.6019 | 354.8774 | 8.3049 | 21.84 | 126.9813 |
| 62 | 52.9383 | 478.4032 | 10.8977 | 31.76 | 97.7516 |
| 63 | 60.5928 | 379.5890 | 9.9838 | 13.14 | 99.7596 |
| 64 | 55.1757 | 312.3621 | 9.8092 | 29.64 | 108.4054 |
| 65 | 35.7660 | 305.1366 | 8.8081 | 14.76 | 152.3996 |
| 66 | 68.9482 | 358.5851 | 12.4531 | 14.22 | 102.3315 |
| 67 | 56.8187 | 342.8449 | 6.9513 | 21.96 | 140.5623 |
| 68 | 100.8476 | 426.3386 | 12.3678 | 19.46 | 94.2662 |
| 69 | 42.7333 | 429.7475 | 10.8658 | 19.96 | 99.1190 |
| 70 | 70.1955 | 344.7131 | 8.3890 | 19.46 | 119.3050 |
| 71 | 59.4849 | 494.0730 | 10.8658 | 28.66 | 97.3414 |
| 72 | 55.2610 | 390.8226 | 7.4892 | 23.02 | 123.5170 |
| 73 | 56.2332 | 454.8249 | 10.8658 | 30.46 | 96.8138 |
| 74 | 56.0679 | 468.1574 | 11.0691 | 30.46 | 96.4121 |
| 75 | 56.3206 | 454.8249 | 10.8658 | 30.46 | 96.9986 |
| 76 | 56.7347 | 454.8249 | 10.8658 | 30.46 | 96.4880 |
| 77 | 55.9827 | 454.8249 | 10.8658 | 30.46 | 97.7561 |
| 78 | 59.3294 | 454.8249 | 10.8658 | 30.46 | 96.3436 |
| 79 | 43.2587 | 483.1022 | 11.9658 | 30.46 | 97.7299 |
| 80 | 51.1697 | 318.0677 | 9.0813 | 35.76 | 113.2998 |
| 81 | 54.8029 | 414.8593 | 10.5993 | 34.24 | 97.4695 |
| 82 | 57.7455 | 287.8231 | 11.8119 | 32.66 | 121.0908 |
| 83 | 73.5559 | 438.7583 | 12.3678 | 20.86 | 96.3733 |
| 84 | 56.3632 | 306.3343 | 11.8993 | 32.36 | 118.3371 |
| 85 | 43.3298 | 454.7806 | 12.3678 | 19.46 | 99.1698 |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 86 | 73.7186 | 291.7806 | 11.0260 | 19.46 | 111.8533 |
| 87 | 57.7091 | 360.2522 | 8.3890 | 19.46 | 117.4501 |
| 88 | 74.6318 | 329.2087 | 7.1983 | 17.16 | 128.2028 |
| 89 | 63.5617 | 346.8833 | 7.1983 | 31.46 | 130.9974 |
| 90 | 30.8621 | 400.3657 | 9.1355 | 31.96 | 119.2233 |
| 91 | 72.5163 | 372.0953 | 9.5167 | 29.64 | 105.8705 |
| 92 | 66.0537 | 369.4947 | 11.4923 | 19.66 | 98.6959 |
| 93 | 77.8276 | 452.7632 | 8.9558 | 19.46 | 109.2791 |
| 94 | 50.4464 | 490.4301 | 12.5707 | 14.24 | 98.5152 |
| 95 | 76.8637 | 318.0227 | 12.4531 | 12.74 | 100.7783 |
| 96 | 54.4188 | 440.3307 | 8.8679 | 21.64 | 109.2133 |
| 97 | 57.1054 | 278.3202 | 10.3593 | 23.74 | 133.5718 |
| 98 | 47.1377 | 496.8517 | 12.6941 | 21.74 | 94.5614 |
| 99 | 81.6104 | 381.1627 | 10.8658 | 29.36 | 94.9476 |
| 100 | 53.3402 | 486.1285 | 10.1350 | 34.74 | 97.6307 |
| 101 | 68.0443 | 377.4104 | 12.8873 | 24.24 | 97.7235 |
| 102 | 32.0455 | 324.9844 | 7.5432 | 28.96 | 155.2454 |
| 103 | 84.2261 | 428.1332 | 8.7660 | 34.74 | 102.7804 |
| 104 | 53.1241 | 486.1285 | 10.1350 | 32.24 | 98.3764 |
| 105 | 52.7889 | 486.1285 | 10.1350 | 34.64 | 98.4685 |
| 106 | 73.9236 | 404.6075 | 8.7660 | 34.74 | 105.3392 |
| 107 | 37.6601 | 306.4263 | 8.5959 | 32.34 | 120.8261 |
| 108 | 73.2667 | 357.4979 | 11.0944 | 22.36 | 99.2449 |
| 109 | 49.0023 | 353.3792 | 11.0944 | 22.36 | 101.8214 |
| 110 | 73.9457 | 353.3792 | 11.0944 | 22.36 | 100.2309 |
| 111 | 74.9185 | 356.8307 | 11.0944 | 22.36 | 99.1744 |
| 112 | 74.1909 | 353.3792 | 11.0944 | 22.36 | 99.9047 |
| 113 | 72.9825 | 403.7095 | 12.1961 | 22.36 | 96.5349 |
| 114 | 54.0551 | 318.1933 | 12.6941 | 18.64 | 121.2905 |
| 115 | 79.9484 | 270.9378 | 11.5017 | 31.46 | 121.1028 |
| 116 | 67.6957 | 381.5379 | 10.8658 | 30.46 | 96.0618 |
| 117 | 56.1407 | 381.5379 | 10.8658 | 30.46 | 98.2528 |
| 118 | 53.3194 | 388.2291 | 10.8658 | 30.46 | 99.6646 |
| 119 | 59.4928 | 380.2269 | 12.4531 | 27.64 | 96.1539 |
| 120 | 66.7415 | 381.5379 | 10.8658 | 30.46 | 97.2829 |
| 121 | 42.7157 | 412.8290 | 9.5167 | 29.64 | 104.9874 |
| 122 | 47.5413 | 444.2982 | 8.8224 | 22.04 | 113.5096 |
| 123 | 56.1213 | 512.4664 | 10.5993 | 30.86 | 97.0809 |
| 124 | 544.3092 | 288.4866 | 9.5167 | 27.96 | 118.7996 |
| 125 | 56.8597 | 305.1638 | 9.5167 | 27.96 | 115.7110 |
| 126 | 47.5859 | 398.4497 | 8.7746 | 19.46 | 1244.3053 |
| 127 | 54.0043 | 408.4362 | 8.0280 | 28.54 | 109.73944 |
| 128 | 58.1685 | 404.2767 | 8.5625 | 31.14 | 112.0533 |
| 129 | 58.6016 | 345.8977 | 10.9950 | 36.74 | 103.7678 |
| 130 | 55.4697 | 345.8977 | 10.9950 | 38.94 | 98.1309 |
| 131 | 46.17200 | 286.3536 | 11.9046 | 37.86 | 125.1303 |
| 132 | 52.6912 | 400.0987 | 10.9950 | 38.94 | 99.5115 |
| 133 | 54.4271 | 394.0360 | 8.0280 | 29.64 | 118.5165 |
| 134 | 59.47377 | 392.6381 | 8.8679 | 24.44 | 115.3807 |
| 135 | 52.8188 | 394.0360 | 8.0280 | 30.94 | 121.2273 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 136 | 55.8758 | 298.9164 | 11.9046 | 29.76 | 118.5249 |
| 137 | 47.0295 | 395.1061 | 8.0212 | 29.64 | 118.5722 |
| 138 | 44.4510 | 472.4002 | 9.3450 | 34.74 | 98.8457 |
| 139 | 18.2582 | 437.2638 | 12.3765 | 19.64 | 133.0083 |
| 140 | 54.6047 | 410.2074 | 8.0280 | 27.96 | 120.0238 |
| 141 | 54.0908 | 408.4362 | 8.0280 | 28.54 | 109.9283 |
| 142 | 44.7667 | 417.1955 | 8.1788 | 33.74 | 113.7118 |
| 143 | 46.4718 | 408.4362 | 8.0280 | 28.54 | 112.7864 |
| 144 | 54.9063 | 408.4362 | 8.0280 | 28.54 | 110.1660 |
| 145 | 54.0817 | 408.4362 | 8.0280 | 28.54 | 110.5983 |
| 146 | 49.7030 | 408.4362 | 8.0280 | 33.04 | 114.5409 |
| 147 | 49.0215 | 444.5704 | 8.7601 | 31.14 | 112.2014 |
| 148 | 59.6176 | 356.8307 | 11.0944 | 19.26 | 108.8385 |
| 149 | 66.5703 | 341.6386 | 7.4892 | 20.44 | 129.0848 |
| 150 | 59.9975 | 521.9933 | 10.8658 | 27.96 | 96.0588 |
| 151 | 38.3503 | 383.9737 | 9.6007 | 37.96 | 114.5707 |
| 152 | 31.2267 | 400.1136 | 9.8126 | 31.96 | 106.4101 |
| 153 | 31.1118 | 400.3657 | 9.1355 | 31.96 | 118.8076 |
| 154 | 47.1843 | 435.0963 | 9.3450 | 34.74 | 101.0556 |
| 155 | 34.9439 | 400.3657 | 9.1355 | 31.96 | 116.7625 |
| 156 | 31.3780 | 400.3657 | 9.1355 | 31.96 | 116.9787 |
| 157 | 30.9287 | 407.2777 | 9.1355 | 31.96 | 114.3962 |
| 158 | 45.2024 | 489.4444 | 10.5993 | 30.86 | 99.3862 |
| 159 | 48.4691 | 375.1244 | 7.6305 | 14.76 | 149.3286 |
| 160 | 42.1125 | 346.2995 | 11.2707 | 22.36 | 104.6279 |
| 161 | 45.8106 | 343.3617 | 11.0944 | 22.36 | 103.7713 |
| 162 | 44.4114 | 330.3757 | 11.5017 | 31.46 | 122.1135 |
| 163 | 43.2611 | 355.5664 | 9.2938 | 14.76 | 150.5290 |
| 164 | 50.8215 | 303.8639 | 8.4456 | 19.46 | 122.2705 |
| 165 | 44.4680 | 295.2336 | 11.5017 | 31.46 | 121.4953 |
| 166 | 56.2292 | 351.4315 | 10.7705 | 22.56 | 100.1391 |
| 167 | 72.9891 | 311.8305 | 12.6941 | 31.46 | 103.9234 |
| 168 | 67.8289 | 277.8022 | 12.6941 | 31.46 | 120.6805 |
| 169 | 35.8265 | 309.0332 | 7.1941 | 29.36 | 149.3435 |
| 170 | 47.0899 | 359.6294 | 10.7117 | 27.24 | 109.1292 |
| 171 | 52.5234 | 325.4054 | 8.7134 | 35.66 | 116.3160 |
| 172 | 65.6790 | 424.6716 | 9.0224 | 14.24 | 99.0998 |
| 173 | 46.9313 | 484.6466 | 10.9298 | 14.22 | 105.3430 |
| 174 | 49.9400 | 359.7155 | 9.0224 | 14.22 | 107.4596 |
| 175 | 66.6063 | 351.1630 | 7.4892 | 23.02 | 127.4326 |
| 176 | 38.7615 | 364.7985 | 8.2615 | 36.64 | 139.5135 |
| 177 | 85.2155 | 316.1776 | 12.5620 | 15.86 | 110.8522 |
| 178 | 93.8050 | 364.4797 | 8.1682 | 25.74 | 115.5890 |
| 179 | 78.8251 | 303.1227 | 112.5620 | 19.36 | 119.4254 |
| 180 | 78.9629 | 303.1227 | 12.5620 | 19.36 | 119.8466 |
| 181 | 37.5168 | 414.2434 | 9.8345 | 15.84 | $127 . .7761$ |
| 182 | 32.5520 | 399.2970 | 11.0456 | 15.86 | 123.4950 |
| 183 | 37.2693 | 350.9679 | 8.3522 | 33.76 | 143.5792 |
| 184 | 36.4096 | 395.3331 | 11.0456 | 15.76 | 122.0380 |
| 185 | 22.7388 | 373.1171 | 7.4956 | 22.44 | 121.7426 |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 186 | 34.1353 | 393.6141 | 11.0456 | 15.86 | 128.8091 |
| 187 | 34.9099 | 307.2429 | 9.2943 | 15.86 | 135.5480 |
| 188 | 36.0948 | 396.6303 | 12.3004 | 15.86 | 122.6954 |
| 189 | 72.0929 | 288.1649 | 12.7738 | 21.86 | 121.1848 |
| 190 | 46.4876 | 340.2722 | 9.5167 | 29.64 | 108.0806 |
| 191 | 56.3674 | 512.4664 | 10.5993 | 30.86 | 94.9808 |
| 192 | 65.4383 | 393.3299 | 10.5993 | 34.24 | 94.8932 |
| 193 | 37.5239 | 348.8331 | 10.8027 | 32.34 | 121.0732 |
| 194 | 60.8142 | 408.7385 | 10.8658 | 30.46 | 97.2360 |
| 195 | 36.7935 | 346.6650 | 10.8027 | 32.34 | 121.5763 |
| 196 | 52.6566 | 545.0644 | 12.5707 | 14.24 | 98.2065 |
| 197 | 79.6736 | 352.9201 | 9.5167 | 29.64 | 106.0659 |
| 198 | 59.2152 | 390.3681 | 10.8783 | 29.66 | 98.6472 |
| 199 | 66.6735 | 351.1630 | 7.4892 | 23.02 | 126.0170 |
| 200 | 66.4671 | 351.1630 | 7.4892 | 23.12 | 127.3275 |
| 201 | 73.9825 | 288.1649 | 12.7738 | 21.86 | 119.8945 |
| 202 | 60.8182 | 476.3486 | 10.8783 | 29.66 | 97.3634 |
| 203 | 50.6481 | 334.3903 | 9.2525 | 35.76 | 112.0129 |
| 204 | 47.6071 | 350.0589 | 9.7727 | 13.52 | 112.6410 |
| 205 | 70.2186 | 317.8574 | 12.4531 | 19.32 | 108.2199 |
| 206 | 55.0022 | 448.5569 | 9.9838 | 11.84 | 105.9511 |
| 207 | 75.1913 | 318.0227 | 12.4531 | 13.84 | 95.4934 |
| 208 | 90.0382 | 288.1649 | 12.7738 | 19.46 | 122.8937 |
| 209 | 58.6635 | 380.2269 | 12.4531 | 28.24 | 97.6012 |
| 210 | 71.7585 | 365.4396 | 12.4531 | 14.24 | 97.9771 |
| 211 | 71.0826 | 321.4214 | 12.4531 | 14.72 | 101.4576 |
| 212 | 74.1808 | 332.5934 | 12.4531 | 13.02 | 99.8575 |
| 213 | 70.2325 | 417.6606 | 11.1020 | 29.66 | 93.3132 |
| 214 | 49.3959 | 328.8576 | 8.9205 | 35.76 | 112.2172 |
| 215 | 29.0077 | 552.8741 | 12.0067 | 9.94 | 113.4470 |
| 216 | 64.9424 | 350.1117 | 7.5215 | 23.12 | 129.2964 |
| 217 | 43.3768 | 345.0730 | 8.0212 | 26.04 | 139.0607 |
| 218 | 38.5967 | 359.4228 | 8.9439 | 26.04 | 138.2159 |
| 219 | 36.8103 | 338.2235 | 11.5028 | 10.16 | 148.4535 |
| 220 | 50.1248 | 319.5091 | 9.3477 | 32.34 | 120.5121 |
| 221 | 54.9956 | 234.2890 | 11.5017 | 31.46 | 122.0863 |
| 2222 | 49.9631 | 419.6632 | 9.3450 | 344.74 | 100.6159 |
| 223 | 43.3631 | 405.8584 | 9.3450 | 344.74 | 102.9874 |
| 224 | 63.7354 | 400.1639 | 12.8873 | 24.24 | 96.6318 |
| 225 | 42.7329 | 410.0575 | 8.4405 | 20.04 | 131.6816 |
| 226 | 51.6068 | 364.1128 | 8.0452 | 32.14 | 116.5314 |
| 227 | 42.0865 | 516.4367 | 11.1916 | 34.74 | 97.7231 |
| 228 | 45.3650 | 516.1457 | 12.4531 | 14.22 | 104.1458 |
| 229 | 61.9402 | 337.5795 | 8.0212 | 28.44 | 131.2622 |
| 230 | 51.6487 | 327.8256 | 8.8586 | 35.56 | 119.4363 |
| 231 | 56.7730 | 363.7903 | 11.0944 | 22.36 | 99.7696 |
| 232 | 48.2236 | 360.8082 | 8.5959 | 25.24 | 118.9967 |
| 233 | 51.5201 | 424.4922 | 11.8506 | 32.94 | 97.7779 |
| 234 | 79.3979 | 403.7095 | 12.1961 | 19.96 | 97.8826 |
| 235 | 50.5058 | 347.8662 | 9.2803 | 22.36 | 118.8251 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 236 | 52.5607 | 454.2770 | 8.9558 | 22.36 | 108.8546 |
| 237 | 52.7399 | 454.2770 | 8.9558 | 22.36 | 107.4342 |
| 238 | 42.9127 | 412.8290 | 9.5167 | 29.64 | 104.9763 |
| 239 | 43.7190 | 510.3282 | 11.5870 | 34.74 | 97.5286 |
| 240 | 70.2453 | 381.5379 | 10.8658 | 26.76 | 98.6151 |
| 241 | 61.9978 | 413.7253 | 10.8658 | 26.76 | 93.8789 |
| 242 | 48.5015 | 325.7272 | 9.8407 | 19.46 | 119.1958 |
| 243 | 50.2768 | 437.6252 | 10.4227 | 34.74 | 98.3386 |
| 244 | 33.3719 | 339.9392 | 7.5432 | 28.96 | 154.8905 |
| 245 | 53.7598 | 417.1321 | 10.8658 | 30.46 | 98.9397 |
| 246 | 78.4504 | 381.1627 | 10.8658 | 28.96 | 97.3324 |
| 247 | 81.9728 | 381.1627 | 10.8658 | 30.46 | 97.8597 |
| 248 | 65.2511 | 394.4953 | 11.0691 | 30.46 | 98.1996 |
| 249 | 84.3657 | 381.1627 | 10.8658 | 30.46 | 97.1864 |
| 250 | 81.8917 | 437.4766 | 10.8658 | 24.96 | 98.0183 |
| 251 | 47.2260 | 339.1342 | 9.8407 | 19.46 | 119.9051 |
| 252 | 35.2501 | 388.8749 | 10.8478 | 9.94 | 128.1933 |
| 253 | 56.3112 | 486.1285 | 10.1350 | 34.74 | 97.3521 |
| 254 | 68.3044 | 332.5934 | 12.4531 | 14.22 | 104.8495 |
| 255 | 26.7757 | 409.3761 | 9.2943 | 22.44 | 117.1989 |
| 256 | 72.6471 | 414.2575 | 9.3450 | 34.74 | 101.3048 |
| 257 | 61.2232 | 336.9966 | 8.1036 | 36.56 | 122.7024 |
| 258 | 52.8166 | 350.6923 | 10.1392 | 13.42 | 124.7007 |
| 259 | 46.1694 | 377.7403 | 9.0224 | 14.22 | 106.2996 |
| 260 | 37.1649 | 328.0752 | 9.2943 | 10.14 | 139.0130 |
| 261 | 56.8749 | 360.6774 | 8.2782 | 18.14 | 133.8666 |
| 262 | 53.5431 | 488.7379 | 10.2916 | 34.74 | 97.1421 |
| 263 | 58.3334 | 360.6774 | 8.2782 | 18.14 | 135.0653 |
| 264 | 37.7243 | 412.2124 | 9.2943 | 14.22 | 107.8078 |
| 265 | 50.5740 | 337.1089 | 9.2943 | 18.14 | 131.5942 |
| 266 | 38.6168 | 304.2286 | 11.5028 | 10.14 | 150.7673 |
| 267 | 47.1505 | 401.0309 | 9.2943 | 21.26 | 105.8057 |
| 268 | 41.5383 | 355.1282 | 9.2943 | 23.52 | 123.5744 |
| 269 | 32.2964 | 447.5980 | 9.4822 | 12.64 | 114.6895 |
| 270 | 49.6060 | 316.8820 | 8.8537 | 14.76 | 150.3118 |
| 271 | 37.6978 | 540.25233 | 12.0067 | 9.94 | 119.2606 |
| 272 | 32.0038 | 4188.2046 | 8.3639 | 25.24 | 117.4724 |
| 273 | 28.9176 | 44669796 | 9.2943 | 32.34 | 107.6907 |
| 274 | 33.7896 | 423.4145 | 9.0873 | 11.34 | 116.6936 |
| 275 | 28.4046 | 409.3761 | 9.2943 | 22.44 | 114.7682 |
| 276 | 44.6205 | 486.1285 | 10.1350 | 32.64 | 98.8703 |
| 277 | 51.6525 | 353.7626 | 11.6327 | 22.36 | 100.9465 |
| 278 | 53.7042 | 373.6541 | 11.0944 | 22.36 | 99.2147 |
| 279 | 57.8447 | 402.3695 | 12.4531 | 28.24 | 98.2853 |
| 280 | 49.3257 | 328.8576 | 8.9205 | 35.76 | 114.1049 |
| 281 | 54.0690 | 511.7339 | 10.8658 | 30.46 | 94.5515 |
| 282 | 49.2827 | 315.3877 | 8.9205 | 35.76 | 115.3900 |
| 283 | 54.3315 | 511.7339 | 10.8658 | 30.46 | 96.3061 |
| 284 | 58.2386 | 392.6381 | 8.8679 | 25.44 | 113.3499 |
| 285 | 58.9254 | 317.6194 | 9.2118 | 27.84 | 115.7758 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 286 | 44.3364 | 386.9664 | 8.3287 | 18.64 | 127.7590 |
| 287 | 56.1186 | 353.2042 | 8.0212 | 24.74 | 137.0858 |
| 288 | 44.0197 | 407.8024 | 8.3287 | 13.56 | 142.6864 |
| 289 | 32.6393 | 408.6840 | 8.3756 | 14.76 | 145.7999 |
| 290 | 32.2974 | 383.8006 | 8.0212 | 21.04 | 130.3954 |
| 291 | 33.5330 | 407.9252 | 9.4686 | 16.34 | 129.7503 |
| 292 | 44.6006 | 334.3129 | 7.0321 | 26.04 | 140.1545 |
| 293 | 35.7913 | 330.0914 | 7.9878 | 37.34 | 128.0082 |
| 294 | 61.6874 | 466.0088 | 10.3691 | 17.64 | 96.1573 |
| 295 | 62.8978 | 466.0088 | 10.3691 | 17.64 | 95.6477 |
| 296 | 53.3307 | 440.6843 | 11.1718 | 17.64 | 96.2172 |
| 297 | 21.9975 | 480.3911 | 12.3765 | 13.56 | 148.6316 |
| 298 | 51.6770 | 327.2837 | 8.7134 | 36.56 | 118.4748 |
| 299 | 52.4152 | 407.8024 | 8.3287 | 13.56 | 137.6340 |
| 300 | 30.1791 | 407.8024 | 8.3287 | 13.56 | 146.0116 |
| 301 | 49.2599 | 479.3314 | 9.9838 | 10.36 | 114.7688 |
| 302 | 51.9531 | 407.8024 | 8.3287 | 13.56 | 143.2845 |
| 303 | 67.7175 | 346.7237 | 12.4531 | 17.32 | 105.6336 |
| 304 | 51.5886 | 407.8024 | 8.3287 | 13.56 | 143.8056 |
| 305 | 23.5363 | 480.3911 | 12.3765 | 13.56 | 143.7344 |
| 306 | 19.6694 | 411.2197 | 12.3765 | 21.04 | 134.3587 |
| 307 | 42.8300 | 362.2327 | 9.5167 | 29.64 | 112.5624 |
| 308 | 20.9050 | 4111.2197 | 12.3765 | 16.34 | 135.4180 |
| 309 | 39.5801 | 361.7541 | 8.9439 | 26.04 | 138.0216 |
| 310 | 21.8322 | 411.2197 | 12.3765 | 19.34 | 133.8507 |
| 311 | 55.7786 | 353.3792 | 11.0944 | 22.36 | 101.2293 |
| 312 | 54.9422 | 337.5795 | 8.0212 | 26.04 | 136.5539 |
| 313 | 44.2646 | 345.0730 | 8.0212 | 26.04 | 139.1988 |
| 314 | 56.1210 | 343.7280 | 8.0212 | 26.04 | 130.3497 |
| 315 | 62.8885 | 337.5795 | 8.0212 | 28.74 | 129.7067 |
| 316 | 54.6815 | 337.5795 | 8.0212 | 26.04 | 136.8615 |
| 317 | 32.3145 | 367.8312 | 8.3522 | 33.76 | 144.6403 |
| 318 | 37.4743 | 359.4228 | 8.9439 | 26.04 | 139.5414 |
| 319 | 56.2538 | 337.5795 | 8.0212 | 26.04 | 136.9815 |
| 320 | 50.7434 | 407.8024 | 8.3287 | 13.56 | 144.0398 |
| 321 | 57.0332 | 337.5795 | 8.0212 | 26.04 | 136.5573 |
| 322 | 54.9193 | 355.2317 | 8.0212 | 27.34 | 132.2284 |
| 323 | 49.9045 | 355.2311 | 9.5167 | 29.64 | 107.7836 |
| 324 | 34.6224 | 542.6298 | 12.0067 | 9.94 | 119.4686 |
| 325 | 36.7945 | 413.6859 | 8.4405 | 27.24 | 117.2627 |
| 326 | 49.4347 | 315.3877 | 8.9205 | 35.76 | 113.3828 |
| 327 | 66.2821 | 393.3299 | 10.5993 | 34.24 | 95.2296 |
| 328 | 25.7009 | 455.1565 | 10.4039 | 21.44 | 117.5937 |
| 329 | 63.3406 | 313.9855 | 8.0438 | 22.44 | 121.1688 |
| 330 | 63.3488 | 312.3561 | 8.0438 | 22.44 | 120.3739 |
| 331 | 63.2559 | 301.3468 | 7.8742 | 22.44 | 121.1726 |
| 332 | 68.5387 | 332.5934 | 12.4531 | 14.22 | 103.0227 |
| 333 | 48.7472 | 339.2927 | 8.9205 | 35.76 | 112.6812 |
| 334 | 44.5686 | 389.3634 | 9.5167 | 29.64 | 105.9675 |
| 335 | 57.8955 | 297.1446 | 12.6941 | 17.34 | 121.7916 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 336 | 59.7430 | 456.5192 | 10.5993 | 30.44 | 96.1866 |
| 337 | 57.8304 | 337.7437 | 9.9838 | 14.22 | 112.2992 |
| 338 | 56.0284 | 410.7025 | 9.0224 | 14.22 | 103.4741 |
| 339 | 43.6173 | 457.7251 | 11.5322 | 9.24 | 108.3934 |
| 340 | 63.9349 | 332.4880 | 9.6685 | 14.22 | 112.4470 |
| 341 | 64.0690 | 325.3707 | 8.0438 | 21.44 | 122.3796 |
| 342 | 79.7881 | 420.1399 | 12.3130 | 34.24 | 92.8326 |
| 343 | 70.2180 | 398.2975 | 12.4531 | 14.24 | 96.6156 |
| 344 | 84.9141 | 429.5357 | 12.4531 | 7.34 | 124.5053 |
| 345 | 48.4829 | 328.8576 | 8.9205 | 35.76 | 114.1635 |
| 346 | 73.4357 | 434.1700 | 10.5993 | 30.44 | 93.4126 |
| 347 | 54.9181 | 241.4400 | 11.5017 | 31.46 | 123.3593 |
| 348 | 43.2682 | 345.1816 | 8.4218 | 7.34 | 129.0506 |
| 349 | 33.4643 | 448.9066 | 10.1402 | 7.34 | 126.7922 |
| 350 | 50.4974 | 343.7664 | 8.4218 | 7.34 | 132.3931 |
| 351 | 51.5279 | 343.7664 | 8.4218 | 7.34 | 131.4255 |
| 352 | 44.7419 | 406.7954 | 9.6907 | 7.34 | 126.2983 |
| 353 | 48.4745 | 400.0481 | 10.1578 | 7.64 | 127.4349 |
| 354 | 59.8442 | 388.8936 | 8.6544 | 14.22 | 115.1258 |
| 355 | 70.5626 | 317.8574 | 12.4531 | 19.32 | 109.0422 |
| 356 | 71.4675 | 333.8032 | 12.4531 | 14.74 | 99.3730 |
| 357 | 81.5133 | 288.1649 | 12.7738 | 19.46 | 123.0135 |
| 358 | 64.8714 | 397.7172 | 10.5993 | 30.94 | 94.8374 |
| 359 | 69.8532 | 322.9213 | 12.4531 | 25.14 | 97.9748 |
| 360 | 84.8058 | 302.0407 | 12.4531 | 9.94 | 115.3341 |
| 361 | 73.6783 | 342.4534 | 12.4531 | 13.62 | 101.5747 |
| 362 | 68.0735 | 334.3991 | 12.4531 | 14.72 | 101.7782 |
| 363 | 68.4998 | 409.4378 | 12.4531 | 14.74 | 97.3097 |
| 364 | 71.2620 | 321.4214 | 12.4531 | 14.72 | 102.5375 |
| 365 | 68.4850 | 321.4214 | 12.4531 | 14.72 | 104.4712 |
| 366 | 53.0006 | 517.2515 | 12.5707 | 14.24 | 98.4847 |
| 367 | 50.7338 | 322.9566 | 8.9205 | 35.76 | 112.9490 |
| 368 | 73.9038 | 350.7014 | 12.4531 | 13.32 | 103.6675 |
| 369 | 37.8533 | 396.6074 | 9.2943 | 14.22 | 106.7442 |
| 370 | 44.9851 | 491.0462 | 12.4531 | 14.22 | 105.2062 |
| 371 | 58.8865 | 355.1136 | 6.7809 | 14.22 | 116.0239 |
| 372 | 55.7258 | 508.7742 | 12.4531 | 13.84 | 98.2211 |
| 373 | 52.2775 | 472.3221 | 12.5707 | 14.24 | 98.9955 |
| 374 | 69.0014 | 347.4131 | 12.4531 | 14.72 | 101.1222 |
| 375 | 65.6283 | 395.5135 | 10.5993 | 30.44 | 96.1662 |
| 376 | 57.0354 | 371.3910 | 7.6042 | 14.22 | 115.6544 |
| 377 | 43.4537 | 293.3426 | 11.8119 | 32.66 | 119.7962 |
| 378 | 47.0173 | 393.6284 | 9.7727 | 7.34 | 128.3987 |
| 379 | 68.6512 | 358.5851 | 12.4531 | 14.22 | 102.9247 |
| 380 | 69.7614 | 332.5934 | 12.4531 | 14.22 | 103.0067 |
| 381 | 68.3655 | 332.5934 | 12.4531 | 14.22 | 105.8114 |
| 382 | 42.1082 | 410.0860 | 9.0224 | 14.24 | 109.3076 |
| 383 | 48.7162 | 421.7012 | 9.0224 | 14.24 | 100.0172 |
| 384 | 72.6554 | 408.6512 | 9.3422 | 14.24 | 101.1318 |
| 385 | 72.1025 | 365.4396 | 12.4531 | 14.24 | 98.5626 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 386 | 73.4242 | 434.1700 | 10.5993 | 30.44 | 93.7013 |
| 387 | 59.1728 | 502.6488 | 11.7361 | 14.24 | 97.1268 |
| 388 | 50.5444 | 521.8786 | 12.5707 | 14.24 | 98.3188 |
| 389 | 51.7347 | 490.4301 | 12.5707 | 14.24 | 98.9019 |
| 390 | 39.4079 | 360.5756 | 9.9308 | 14.24 | 100.0786 |
| 391 | 40.2490 | 436.6221 | 9.3422 | 14.24 | 99.5021 |
| 392 | 43.6432 | 480.3343 | 11.2658 | 14.24 | 99.0197 |
| 393 | 64.8127 | 465.9077 | 10.7443 | 14.24 | 98.8194 |
| 394 | 74.9306 | 380.2269 | 12.4531 | 21.34 | 96.1511 |
| 395 | 73.6792 | 316.0717 | 12.4531 | 23.44 | 92.5792 |
| 396 | 49.7389 | 403.2405 | 9.0224 | 25.84 | 104.7437 |
| 397 | 59.2490 | 380.2269 | 12.4531 | 28.24 | 98.0530 |
| 398 | 77.5178 | 341.8314 | 12.3130 | 34.24 | 92.8854 |
| 399 | 49.9310 | 416.0725 | 9.0224 | 28.24 | 102.1937 |
| 400 | 59.0928 | 386.8019 | 12.4531 | 28.24 | 97.2811 |
| 401 | 87.9475 | 393.9995 | 12.3130 | 30.74 | 91.8094 |
| 402 | 36.5647 | 374.2268 | 9.9722 | 24.84 | 114.6037 |
| 403 | 35.9105 | 339.0144 | 6.7011 | 29.36 | 146.7685 |
| 404 | 33.7155 | 330.8138 | 99.9722 | 24.82 | 127.4715 |
| 405 | 46.9882 | 349.5208 | 9.9722 | 24.82 | 126.1003 |
| 406 | 37.2534 | 362.7086 | 9.9722 | 24.82 | 124.2838 |
| 407 | 53.3825 | 384.9258 | 9.9838 | 11.84 | 106.2895 |
| 408 | 53.3324 | 394.2737 | 11.4071 | 34.24 | 99.1394 |
| 409 | 56.0230 | 408.8624 | 9.0224 | 14.22 | 104.8237 |
| 410 | 93.0125 | 450.2296 | 10.3166 | 34.74 | 96.6861 |
| 411 | 51.8419 | 376.1328 | 11.7681 | 14.22 | 106.5094 |
| 412 | 55.0019 | 383.0027 | 11.7681 | 14.22 | 104.4783 |
| 413 | 38.6559 | 415.4503 | 8.7640 | 20.04 | 130.8444 |
| 414 | 55.9826 | 447.1718 | 8.9097 | 15.74 | 121.3628 |
| 415 | 55.0009 | 334.5879 | 11.2802 | 16.36 | 109.7521 |
| 416 | 49.0667 | 426.3825 | 8.5062 | 19.54 | 123.4421 |
| 417 | 56.3659 | 410.2663 | 12.6941 | 17.44 | 93.4064 |
| 418 | 56.1041 | 412.8745 | 8.0830 | 19.54 | 122.8547 |
| 419 | 41.7444 | 437.9529 | 8.8679 | 21.64 | 109.8065 |
| 420 | 75.8204 | 335.2991 | 10.5993 | 34.24 | 98.4721 |
| 421 | 34.4772 | 469.6168 | 9.4822 | 12.64 | 109.3375 |
| 422 | 37.6900 | 447.5353 | 11.0277 | 5.24 | 157.3910 |
| 423 | 68.0738 | 381.5379 | 10.8658 | 30.46 | 98.5808 |
| 424 | 49.7067 | 427.3330 | 11.8506 | 32.94 | 99.9784 |
| 425 | 58.8076 | 317.6790 | 8.5959 | 32.34 | 120.5235 |
| 426 | 64.4960 | 398.0466 | 11.8564 | 30.16 | 97.1812 |
| 427 | 37.0510 | 352.4649 | 10.4300 | 19.62 | 115.83466 |
| 4288 | 53.3150 | 419.6632 | 9.3450 | 344.74 | 98.1692 |
| 429 | 73.05444 | 425.4128 | 9.3450 | 34.74 | 97.6094 |
| 430 | 64.5068 | 398.0466 | 11.8564 | 30.16 | 97.2368 |
| 431 | 533.2752 | 504.0905 | 10.4227 | 34.74 | 97.6031 |
| 432 | 66.6069 | 351.1630 | 7.4892 | 23.02 | 126.8817 |
| 433 | 74.9058 | 288.1649 | 12.7738 | 21.86 | 120.8201 |
| 434 | 76.9333 | 288.1649 | 12.7738 | 21.86 | 119.9245 |
| 435 | 74.9763 | 288.1649 | 12.7738 | 21.86 | 119.9828 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 436 | 80.9047 | 288.1649 | 12.7738 | 19.46 | 123.1572 |
| 437 | 71.0137 | 288.1649 | 12.7738 | 19.46 | 123.2382 |
| 438 | 31.7027 | 362.7757 | 8.4654 | 28.96 | 154.7654 |
| 439 | 35.4008 | 406.4844 | 10.4039 | 24.66 | 118.6520 |
| 440 | 53.8935 | 325.4054 | 8.7134 | 35.76 | 115.9780 |
| 441 | 71.6603 | 289.8389 | 12.7738 | 20.96 | 122.8548 |
| 442 | 65.8589 | 351.1630 | 7.4892 | 23.02 | 129.2212 |
| 443 | 53.8338 | 317.8364 | 9.0675 | 34.96 | 111.0491 |
| 444 | 65.6525 | 351.1630 | 7.4892 | 23.12 | 130.4470 |
| 445 | 31.9117 | 422.6460 | 8.4405 | 20.04 | 131.0322 |
| 446 | 26.8908 | 376.7087 | 8.8081 | 12.46 | 146.5505 |
| 447 | 38.6646 | 351.2251 | 10.4300 | 19.62 | 116.0918 |
| 448 | 59.0153 | 458.2684 | 10.5993 | 30.94 | 93.9718 |
| 449 | 42.3341 | 373.6472 | 9.9838 | 12.52 | 116.4631 |
| 450 | 42.2839 | 358.0734 | 9.9838 | 12.52 | 116.9356 |
| 451 | 30.8280 | 336.7191 | 8.8063 | 36.56 | 148.9218 |
| 452 | 34.5546 | 331.2774 | 8.3522 | 33.76 | 145.2555 |
| 453 | 37.6940 | 351.3217 | 10.4300 | 19.62 | 117.1128 |
| 454 | 50.8649 | 318.0941 | 8.4405 | 27.22 | 126.5147 |
| 455 | 55.2634 | 353.3792 | 11.0944 | 22.36 | 101.3256 |
| 456 | 55.0461 | 374.8011 | 8.7601 | 27.22 | 114.7700 |
| 457 | 42.3874 | 410.0575 | 8.4405 | 20.04 | 133.3325 |
| 458 | 43.0935 | 412.8290 | 9.5167 | 28.34 | 105.0655 |
| 459 | 59.1498 | 335.2991 | 10.5993 | 34.24 | 100.9554 |
| 460 | 57.1578 | 475.6265 | 10.5993 | 30.86 | 98.2114 |
| 461 | 68.3635 | 406.8858 | 12.8873 | 18.14 | 97.2454 |
| 462 | 48.7044 | 353.4165 | 12.6941 | 25.72 | 103.0755 |
| 463 | 59.8521 | 401.6576 | 10.8658 | 32.66 | 97.4902 |
| 464 | 60.4730 | 452.1425 | 10.8658 | 30.16 | 97.6241 |
| 465 | 46.9499 | 461.6319 | 9.2299 | 11.34 | 114.1623 |
| 466 | 75.5352 | 318.0227 | 12.4531 | 13.84 | 95.7951 |
| 467 | 88.8882 | 427.9939 | 12.5620 | 11.34 | 104.8597 |
| 468 | 30.1468 | 461.6319 | 9.2299 | 11.34 | 115.0335 |
| 469 | 50.4109 | 512.3729 | 12.2744 | 8.94 | 116.0127 |
| 470 | 44.2186 | 461.6319 | 9.2299 | 11.34 | 114.5057 |
| 471 | 43.5169 | 466.4352 | 9.2299 | 11.34 | 113.8841 |
| 472 | 79.5653 | 500.8236 | 11.0508 | 11.34 | 102.6535 |
| 473 | 33.1922 | 502.3554 | 11.2658 | 11.34 | 113.1891 |
| 474 | 44.3301 | 461.6319 | 9.2299 | 11.34 | 115.4892 |
| 475 | 33.7614 | 502.1459 | 10.8713 | 11.34 | 112.9257 |
| 476 | 46.7912 | 461.6319 | 9.2299 | 11.34 | 114.3664 |
| 477 | 44.8472 | 461.6319 | 9.2299 | 11.34 | 116.4482 |
| 478 | 46.5836 | 501.9656 | 9.9237 | 11.34 | 113.7738 |
| 479 | 44.5784 | 393.7284 | 9.9838 | 11.34 | 108.9966 |
| 480 | 50.7045 | 367.8353 | 8.4405 | 27.22 | 122.4414 |
| 481 | 42.4280 | 410.0575 | 8.4405 | 20.04 | 133.3609 |
| 482 | 42.2169 | 410.0575 | 8.4405 | 21.84 | 129.7894 |
| 483 | 44.8059 | 410.0575 | 8.4405 | 22.24 | 126.0119 |
| 484 | 64.2939 | 363.5648 | 8.3049 | 27.14 | 111.7001 |
| 485 | 50.3384 | 353.4165 | 12.6941 | 26.82 | 100.8515 |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 486 | 72.8200 | 401.2772 | 12.8873 | 24.24 | 96.1651 |
| 487 | 32.3805 | 339.0964 | 8.8063 | 33.76 | 147.5204 |
| 488 | 57.6658 | 371.1518 | 8.7601 | 27.14 | 110.7633 |
| 489 | 59.1766 | 407.8470 | 8.4405 | 32.24 | 115.4815 |
| 490 | 50.9014 | 353.4165 | 12.6941 | 26.82 | 100.4446 |
| 491 | 50.5859 | 360.8082 | 8.5959 | 25.24 | 119.2431 |
| 492 | 66.3297 | 351.1630 | 7.4892 | 23.12 | 130.4029 |
| 493 | 64.3218 | 353.9508 | 8.2257 | 21.64 | 121.7370 |
| 494 | 45.8342 | 318.0494 | 11.4776 | 32.66 | 118.8256 |
| 495 | 53.3343 | 308.2223 | 8.8537 | 14.76 | 151.6800 |
| 496 | 76.1330 | 386.9564 | 9.3450 | 34.74 | 104.4707 |
| 497 | 53.7629 | 463.0934 | 9.3450 | 34.74 | 97.4671 |
| 498 | 33.9409 | 353.6098 | 7.9155 | 28.96 | 154.4713 |
| 499 | 56.3187 | 486.1285 | 10.1350 | 34.74 | 96.8275 |
| 500 | 61.0329 | 428.2966 | 10.5993 | 34.24 | 96.0230 |
| 501 | 51.6523 | 325.4054 | 8.7134 | 36.06 | 120.6945 |
| 502 | 33.7373 | 529.2382 | 10.9121 | 26.82 | 100.6299 |
| 503 | 57.6113 | 353.3792 | 11.0944 | 16.26 | 109.7944 |
| 504 | 45.5379 | 325.2446 | 9.3477 | 32.34 | 120.8127 |
| 505 | 72.7069 | 403.7095 | 12.1961 | 22.36 | 98.1292 |
| 506 | 53.0439 | 519.1078 | 10.8658 | 30.46 | 96.8146 |
| 507 | 46.9276 | 491.8034 | 10.8658 | 30.46 | 98.7299 |
| 508 | 47.1747 | 502.9335 | 10.8658 | 30.46 | 97.9699 |
| 509 | 36.5920 | 457.7251 | 11.5322 | 10.54 | 111.6804 |
| 510 | 48.8638 | 478.7341 | 10.8658 | 30.46 | 97.7645 |
| 511 | 58.6960 | 524.4500 | 10.8658 | 24.96 | 95.2498 |
| 512 | 75.0791 | 529.3399 | 13.2443 | 12.96 | 100.1006 |
| 513 | 61.8664 | 413.7253 | 10.8658 | 30.46 | 97.0754 |
| 514 | 75.5716 | 510.9255 | 10.2692 | 24.96 | 97.9834 |
| 515 | 61.2163 | 368.0134 | 10.2692 | 32.86 | 99.7046 |
| 516 | 73.5768 | 403.7095 | 12.1961 | 22.36 | 98.4524 |
| 517 | 62.8510 | 368.0134 | 10.2692 | 32.06 | 98.9364 |
| 518 | 91.7994 | 401.3056 | 10.8658 | 26.76 | 96.9162 |
| 519 | 52.6258 | 355.7281 | 9.3630 | 32.34 | 116.8144 |
| 520 | 56.2427 | 394.8704 | 11.0691 | 30.46 | 97.5216 |
| 521 | 48.9545 | 353.4165 | 12.6941 | 26.82 | 101.7255 |
| 522 | 66.3269 | 390.7955 | 11.8564 | 30.46 | 97.8930 |
| 523 | 57.3509 | 452.1425 | 10.8658 | 30.46 | 98.0129 |
| 524 | 70.1478 | 381.5379 | 10.8658 | 30.46 | 98.3796 |
| 525 | 68.0223 | 381.5379 | 10.8658 | 30.46 | 98.7050 |
| 526 | 44.1669 | 299.9896 | 10.2605 | 26.44 | 142.9024 |
| 527 | 55.4858 | 283.0568 | 10.2605 | 28.22 | 130.6553 |
| 528 | 58.5379 | 410.9787 | 8.8679 | 25.44 | 112.2867 |
| 529 | 33.8012 | 365.7349 | 10.2023 | 23.76 | 1366.7379 |
| 530 | 53.4753 | 486.1285 | 10.1350 | 34.74 | 97.5205 |
| 531 | 43.5842 | 486.1285 | 10.1350 | 34.74 | 97.8135 |
| 532 | 34.2669 | 309.0332 | 7.1941 | 29.36 | 153.0377 |
| 533 | 66.5146 | 393.3299 | 10.5993 | 34.24 | 95.8462 |
| 534 | 72.7773 | 406.0620 | 8.3104 | 16.36 | 111.6497 |
| 535 | 48.2457 | 330.6815 | 8.4218 | 14.76 | 149.7666 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 536 | 36.8893 | 363.1051 | 8.3522 | 33.76 | 142.9625 |
| 537 | 50.3205 | 428.6718 | 9.3450 | 34.74 | 98.2386 |
| 538 | 50.2746 | 325.4054 | 8.7134 | 36.56 | 120.2313 |
| 539 | 58.6787 | 308.2254 | 8.5959 | 32.34 | 120.7590 |
| 540 | 53.2016 | 398.9839 | 11.8506 | 32.94 | 95.5060 |
| 541 | 51.9039 | 288.0398 | 8.9205 | 35.76 | 114.7756 |
| 542 | 60.6189 | 335.2991 | 10.5993 | 34.24 | 99.0934 |
| 543 | 56.5276 | 464.7965 | 11.0348 | 13.76 | 97.5737 |
| 544 | 57.5044 | 390.2340 | 12.6941 | 27.74 | 95.0669 |
| 545 | 56.1225 | 398.9839 | 11.8506 | 32.94 | 95.8517 |
| 546 | 46.9308 | 344.3972 | 10.4089 | 22.36 | 111.9079 |
| 547 | 62.3480 | 313.4851 | 8.4420 | 16.36 | 111.3098 |
| 548 | 52.8866 | 459.0496 | 9.4822 | 12.64 | 110.0064 |
| 549 | 72.5679 | 281.3926 | 12.6941 | 25.76 | 113.2012 |
| 550 | 47.5454 | 341.5761 | 10.2397 | 22.06 | 111.2683 |
| 551 | 63.0052 | 312.3561 | 8.0438 | 22.44 | 122.8175 |
| 552 | 26.5962 | 368.4892 | 7.2179 | 22.44 | 126.6519 |
| 553 | 52.0171 | 430.3685 | 8.9174 | 22.44 | 116.8651 |
| 554 | 27.1704 | 403.4441 | 8.6553 | 22.44 | 119.9245 |
| 555 | 50.0686 | 360.8082 | 8.5959 | 25.24 | 119.5182 |
| 556 | 50.1189 | 406.9105 | 9.9838 | 13.14 | 101.5971 |
| 557 | 72.8044 | 326.8663 | 9.5001 | 16.36 | 109.9693 |
| 558 | 61.6785 | 414.0348 | 10.7443 | 12.94 | 102.5679 |
| 559 | 53.5319 | 435.1597 | 11.3172 | 11.84 | 105.5162 |
| 560 | 50.1966 | 406.9105 | 9.9838 | 13.14 | 102.5766 |
| 561 | 59.2793 | 363.4266 | 8.7601 | 28.34 | 107.2131 |
| 562 | 49.6371 | 444.3290 | 11.8673 | 10.14 | 102.0536 |
| 563 | 50.4916 | 353.3792 | 11.0944 | 22.36 | 103.1938 |
| 564 | 43.6939 | 429.2324 | 9.9838 | 12.52 | 115.3060 |
| 565 | 50.0376 | 491.4436 | 10.8763 | 11.54 | 101.6546 |
| 566 | 72.3954 | 347.6755 | 9.9838 | 22.14 | 107.5533 |
| 567 | 37.2647 | 370.9243 | 8.1715 | 25.24 | 116.8248 |
| 568 | 63.4940 | 341.1850 | 9.1875 | 13.06 | 151.9936 |
| 569 | 52.9410 | 301.0238 | 8.4218 | 14.76 | 152.2772 |
| 570 | 57.1076 | 356.1608 | 6.8365 | 31.14 | 138.6370 |
| 571 | 60.1939 | 300.1646 | 9.1875 | 14.76 | 156.1581 |
| 572 | 57.1037 | 356.1608 | 6.8365 | 31.14 | 139.8760 |
| 573 | 36.6714 | 365.2970 | 10.1275 | 25.32 | 123.1515 |
| 574 | 35.9148 | 309.0332 | 7.1941 | 29.36 | 146.6663 |
| 575 | 63.6705 | 489.6547 | 10.5993 | 30.86 | 92.2799 |
| 576 | 58.6356 | 3533.3792 | 11.0944 | 16.26 | 109.6950 |
| 577 | 38.7901 | 332.6968 | 9.8345 | 32.34 | 117.3426 |
| 578 | 53.0684 | 315.3877 | 8.9205 | 36.96 | 113.2393 |
| 579 | 56.9749 | 295.4452 | 12.6941 | 17.76 | 114.9997 |
| 580 | 56.9755 | 347.9667 | 8.5959 | 25.24 | 118.0309 |
| 581 | 47.8863 | 360.8082 | 8.5959 | 25.24 | 119.6464 |
| 582 | 50.6728 | 360.8082 | 8.5959 | 25.24 | 118.4299 |
| 583 | 50.0779 | 319.5091 | 9.3477 | 32.14 | 123.2682 |
| 584 | 54.8325 | 367.4974 | 10.5993 | 34.24 | 96.8875 |
| 585 | 63.9499 | 300.3001 | 8.5959 | 32.34 | 119.9151 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 586 | 40.2109 | 332.6968 | 9.8345 | 32.34 | 119.6849 |
| 587 | 41.6710 | 408.7193 | 9.5167 | 29.64 | 105.1891 |
| 588 | 44.9674 | 357.7173 | 8.5959 | 26.74 | 120.6119 |
| 589 | 61.1907 | 489.6547 | 10.5993 | 30.86 | 94.7778 |
| 590 | 63.2187 | 340.1148 | 11.0944 | 16.26 | 111.8013 |
| 591 | 59.1344 | 353.3792 | 11.0944 | 22.36 | 100.4181 |
| 592 | 53.7963 | 437.9529 | 8.8679 | 21.64 | 109.4159 |
| 593 | 58.4573 | 392.6381 | 8.8679 | 25.44 | 112.4993 |
| 594 | 58.8978 | 319.1813 | 8.5959 | 32.34 | 112.0658 |
| 595 | 48.4399 | 315.3877 | 8.9205 | 35.76 | 115.5547 |
| 596 | 41.9290 | 398.7839 | 9.5167 | 29.64 | 105.6455 |
| 597 | 95.8922 | 440.1911 | 8.5397 | 16.36 | 109.4834 |
| 598 | 59.4944 | 334.0015 | 8.7134 | 32.04 | 116.9434 |
| 599 | 54.3675 | 501.4645 | 10.2651 | 34.74 | 97.3942 |
| 600 | 51.3691 | 4344.9992 | 10.2651 | 34.74 | 98.0978 |
| 601 | 44.4764 | 501.4645 | 10.2651 | 34.74 | 97.6846 |
| 602 | 45.2800 | 35887785 | 8.2615 | 34.44 | 129.7147 |
| 603 | 58.4944 | 356.8307 | 11.0944 | 16.26 | 109.5854 |
| 604 | 68.5718 | 379.4636 | 12.8873 | 24.24 | 97.4036 |
| 605 | 58.6569 | 392.6381 | 8.8679 | 25.44 | 112.3309 |
| 606 | 51.0076 | 358.7785 | 8.2615 | 34.44 | 132.2696 |
| 607 | 81.5134 | 316.1776 | 12.5620 | 15.86 | 124.2042 |
| 608 | 49.9488 | 425.8502 | 8.9205 | 35.76 | 111.6436 |
| 609 | 32.9149 | 367.8312 | 8.3522 | 33.76 | 142.3198 |
| 610 | 43.5318 | 412.8290 | 9.5167 | 28.34 | 105.1433 |
| 611 | 46.1256 | 291.7519 | 11.9046 | 37.86 | 124.4469 |
| 612 | 46.5393 | 255.8331 | 11.9046 | 37.86 | 123.1267 |
| 613 | 68.4675 | 341.9880 | 12.4531 | 14.22 | 103.3601 |
| 614 | 43.8684 | 322.7235 | 11.9046 | 34.96 | 114.0852 |
| 615 | 73.8278 | 356.3942 | 11.8650 | 34.24 | 98.2390 |
| 616 | 35.8315 | 309.0332 | 7.1941 | 29.36 | 149.2480 |
| 617 | 57.9193 | 353.3792 | 11.0944 | 16.26 | 110.4335 |
| 618 | 38.7568 | 369.2305 | 9.8510 | 27.06 | 118.9838 |
| 619 | 53.4858 | 437.9529 | 8.8679 | 21.64 | 110.2868 |
| 620 | 38.7654 | 369.2305 | 9.8510 | 26.66 | 118.2272 |
| 621 | 44.4191 | 364.7985 | 8.2615 | 36.74 | 133.1701 |
| 622 | 46.7813 | 339.0010 | 8.2615 | 35.14 | 116.1644 |
| 623 | 93.7921 | 366.1777 | 8.1682 | 25.74 | 115.8327 |
| 624 | 59.8868 | 347.5764 | 7.0409 | 33.76 | 125.7000 |
| 625 | 73.0461 | 409.1854 | 12.8873 | 24.24 | 95.9633 |
| 626 | 59.6599 | 400.2242 | 12.8873 | 24.24 | 97.0832 |
| 627 | 35.6782 | 407.9537 | 10.4039 | 22.36 | 116.7466 |
| 628 | 33.1304 | 342.4533 | 8.8081 | 14.76 | 154.1040 |
| 629 | 55.0449 | 535.3791 | 10.5993 | 30.86 | 98.0451 |
| 630 | 36.7698 | 367.6698 | 10.1566 | 14.22 | 107.8936 |
| 631 | 36.5781 | 304.2199 | 7.1941 | 29.36 | 149.6232 |
| 632 | 53.7299 | 486.1285 | 10.1350 | 34.74 | 97.8328 |
| 633 | 37.2711 | 352.8506 | 8.3522 | 33.76 | 143.5246 |
| 634 | 38.2722 | 309.0332 | 7.1941 | 30.36 | 143.9398 |
| 635 | 58.5409 | 353.3792 | 11.0944 | 22.36 | 100.9504 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 636 | 52.6672 | 396.0753 | 8.8679 | 30.84 | 115.9485 |
| 637 | 57.1257 | 337.5795 | 8.0212 | 26.04 | 136.7026 |
| 638 | 65.3724 | 346.6755 | 9.5167 | 29.64 | 106.4067 |
| 639 | 60.6337 | 392.6381 | 8.8679 | 25.44 | 112.3477 |
| 640 | 50.0660 | 333.8147 | 11.0944 | 22.36 | 104.4521 |
| 641 | 51.7929 | 333.8147 | 11.0944 | 22.36 | 105.3469 |
| 642 | 59.8595 | 353.3792 | 11.0944 | 22.36 | 100.6259 |
| 643 | 63.2506 | 379.1456 | 10.4298 | 26.82 | 99.0573 |
| 644 | 61.6056 | 380.9042 | 9.7467 | 26.82 | 103.4307 |
| 645 | 51.3474 | 353.4165 | 12.6941 | 26.82 | 101.0594 |
| 646 | 53.7684 | 326.1421 | 12.6941 | 15.86 | 114.8956 |
| 647 | 72.0525 | 225.4472 | 11.5017 | 31.46 | 125.0113 |
| 648 | 56.8868 | 347.3809 | 12.6941 | 15.42 | 113.3106 |
| 649 | 46.6795 | 260.3643 | 11.5017 | 31.46 | 124.7252 |
| 650 | 56.0974 | 486.1285 | 10.1350 | 34.74 | 97.4043 |
| 651 | 48.3296 | 383.7366 | 7.9757 | 37.34 | 120.3309 |
| 652 | 79.5129 | 348.5802 | 11.9583 | 32.94 | 96.0009 |
| 653 | 47.2531 | 444.3081 | 12.4531 | 14.22 | 105.6576 |
| 654 | 35.1866 | 354.7190 | 11.5028 | 10.16 | 151.8770 |
| 655 | 42.4662 | 388.1258 | 9.5167 | 29.64 | 107.7449 |
| 656 | 38.5070 | 351.2906 | 11.1910 | 23.52 | 134.6938 |
| 657 | 39.0985 | 453.3573 | 9.4822 | 17.66 | 104.5843 |
| 658 | 44.0531 | 386.4611 | 11.5322 | 13.62 | 114.3458 |
| 659 | 43.8890 | 457.7251 | 11.5322 | 13.04 | 109.5718 |
| 660 | 39.8895 | 418.9921 | 9.5167 | 25.84 | 103.1884 |
| 661 | 76.8630 | 525.9761 | 12.0067 | 8.04 | 111.0569 |
| 662 | 50.0812 | 315.3877 | 8.9205 | 35.76 | 113.5796 |
| 663 | 33.6335 | 324.9844 | 7.5432 | 28.96 | 154.5452 |
| 664 | 82.9815 | 362.0782 | 11.0944 | 21.84 | 99.3811 |
| 665 | 41.8590 | 329.7656 | 7.3652 | 37.34 | 121.3313 |
| 666 | 33.9918 | 367.8312 | 8.3522 | 33.76 | 141.9913 |
| 667 | 81.2773 | 437.9348 | 12.4149 | 22.04 | 95.8135 |
| 668 | 62.7308 | 366.0046 | 11.9583 | 32.94 | 96.2572 |
| 669 | 32.6930 | 336.7191 | 8.8063 | 28.76 | 136.4987 |
| 670 | 45.1595 | 375.5971 | 9.0548 | 22.36 | 126.5716 |
| 671 | 84.2425 | 428.1332 | 8.7660 | 34.74 | 102.4702 |
| 672 | 74.4557 | 333.4190 | 9.5001 | 16.36 | 109.3690 |
| 673 | 56.6882 | 353.3792 | 11.0944 | 16.26 | 111.4162 |
| 674 | 48.3758 | 441.0565 | 11.0944 | 16.26 | 89.9020 |
| 675 | 57.0944 | 357.6043 | 11.0944 | 16.26 | 110.0076 |
| 676 | 56.6395 | 353337922 | 11.0944 | 16.26 | 111.6049 |
| 677 | 56.9450 | 3533.3792 | 11.0944 | 16.26 | 111.9996 |
| 678 | 55.9434 | 3533.3792 | 11.0944 | 22.36 | 101.1181 |
| 679 | 54.4965 | 322.2108 | 11.0944 | 22.36 | 102.2702 |
| 680 | 69.6723 | 464.7965 | 11.0348 | 14.56 | 97.9412 |
| 681 | 59.2194 | 342.4857 | 11.0944 | 22.36 | 100.8946 |
| 682 | 54.0773 | 356.8307 | 11.0944 | 22.36 | 100.5322 |
| 683 | 58.7699 | 353.5241 | 11.7567 | 15.86 | 104.2861 |
| 684 | 52.6582 | 415.0224 | 8.3049 | 19.34 | 121.3451 |
| 685 | 53.3334 | 486.1285 | 10.1350 | 32.54 | 97.9522 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 686 | 32.7925 | 367.8312 | 8.3522 | 33.76 | 143.5299 |
| 687 | 77.4386 | 306.1197 | 11.9253 | 22.36 | 103.7210 |
| 688 | 41.7973 | 324.8457 | 10.3008 | 32.66 | 119.4750 |
| 689 | 35.9020 | 420.1780 | 10.4039 | 22.36 | 114.3168 |
| 690 | 36.2471 | 398.5894 | 10.4039 | 22.36 | 114.5977 |
| 691 | 58.1086 | 358.3022 | 10.2150 | 27.32 | 112.0303 |
| 692 | 75.8932 | 335.2991 | 10.5993 | 34.24 | 98.1872 |
| 693 | 53.2840 | 453.9175 | 9.4822 | 12.64 | 112.6093 |
| 694 | 70.9123 | 332.5934 | 12.4531 | 14.22 | 103.5744 |
| 695 | 51.8407 | 486.1285 | 10.1350 | 35.34 | 97.1644 |
| 696 | 45.4728 | 334.1571 | 8.4218 | 14.76 | 152.9749 |
| 697 | 47.1477 | 309.6835 | 8.4218 | 14.76 | 150.3525 |
| 698 | 52.7044 | 445.1489 | 10.8741 | 34.74 | 97.9980 |
| 699 | 49.1599 | 309.6835 | 8.4218 | 14.76 | 150.9090 |
| 700 | 52.1134 | 323.3969 | 10.8741 | 16.36 | 113.7555 |
| 701 | 51.9008 | 314.0386 | 11.9046 | 27.46 | 120.2831 |
| 702 | 85.8078 | 439.7772 | 8.7246 | 16.36 | 110.4735 |
| 703 | 66.0124 | 393.3299 | 10.5993 | 34.24 | 95.9482 |
| 704 | 32.3721 | 367.8312 | 8.3522 | 33.76 | 146.1087 |
| 705 | 33.6619 | 367.8312 | 8.3522 | 33.76 | 142.2339 |
| 706 | 35.7984 | 376.2014 | 11.8506 | 40.14 | 110.0000 |
| 707 | 50.3310 | 419.6632 | 9.3450 | 34.74 | 98.2370 |
| 708 | 41.7323 | 437.9529 | 8.8679 | 21.64 | 111.6443 |
| 709 | 85.7364 | 428.1332 | 8.7660 | 34.74 | 101.9236 |
| 710 | 37.7287 | 418.9921 | 9.5167 | 25.84 | 103.9451 |
| 711 | 60.5479 | 359.5972 | 12.8873 | 24.24 | 99.2901 |
| 712 | 70.8090 | 335.2991 | 10.5993 | 34.24 | 98.6664 |
| 713 | 56.0900 | 337.5795 | 8.0212 | 26.04 | 137.0761 |
| 714 | 48.5282 | 344.4156 | 8.9205 | 35.76 | 113.5053 |
| 715 | 52.9530 | 486.1285 | 10.1350 | 34.74 | 98.1474 |
| 716 | 32.4091 | 350.5468 | 8.8063 | 33.76 | 1444.0609 |
| 717 | 39.7721 | 354.0287 | 9.6860 | 28.12 | 1211.1489 |
| 718 | 24.6758 | 418.9921 | 9.5167 | 17.84 | 118.8535 |
| 719 | 48.3957 | 411.6577 | 8.9965 | 27.82 | 110.0683 |
| 720 | 83.6300 | 420.7198 | 8.3104 | 16.36 | 111.6128 |
| 721 | 29.4069 | 501.2802 | 11.9789 | 16.36 | 129.9390 |
| 722 | 61.2228 | 351.9278 | 8.3724 | 16.36 | 114.3702 |
| 723 | 74.9191 | 329.8847 | 8.3104 | 16.36 | 112.9969 |
| 724 | 64.3295 | 402.8895 | 8.3049 | 31.74 | 108.0416 |
| 725 | 55.6362 | 384.2171 | 8.3724 | 21.84 | 126.6065 |
| 726 | 40.9411 | 373.5624 | 7.3652 | 37.34 | 121.9530 |
| 727 | 37.9495 | 344.7457 | 8.3522 | 33.76 | 143.6866 |
| 728 | 76.7510 | 307.7527 | 6.6126 | 21.64 | 126.0752 |
| 729 | 77.4139 | 450.0894 | 10.5993 | 31.74 | 92.9922 |
| 730 | 60.4863 | 436.4192 | 10.5993 | 34.24 | 96.4027 |
| 731 | 74.6355 | 489.6547 | 10.5993 | 30.86 | 92.9184 |
| 732 | 66.8877 | 489.6547 | 10.5993 | 30.86 | 93.6951 |
| 733 | 67.0392 | 543.1948 | 10.4877 | 30.86 | 95.1206 |
| 734 | 51.1322 | 301.4903 | 8.9205 | 35.76 | 113.5255 |
| 735 | 35.8955 | 309.0332 | 7.1941 | 29.36 | 148.4184 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 736 | 43.7715 | 363.4755 | 7.1941 | 29.36 | 146.3506 |
| 737 | 44.3436 | 486.1285 | 10.1350 | 34.74 | 98.8140 |
| 738 | 44.6899 | 486.1285 | 10.1350 | 34.74 | 98.4966 |
| 739 | 45.2492 | 486.1285 | 10.1350 | 34.74 | 98.1500 |
| 740 | 56.6510 | 337.5795 | 8.0212 | 26.04 | 136.8358 |
| 741 | 56.6398 | 435.5950 | 8.8679 | 23.94 | 112.7566 |
| 742 | 53.1392 | 436.1534 | 11.5592 | 34.74 | 97.2584 |
| 743 | 50.0217 | 419.6632 | 9.3450 | 34.74 | 100.6118 |
| 744 | 50.9795 | 419.6632 | 9.3450 | 34.74 | 99.7213 |
| 745 | 51.8675 | 419.6632 | 9.3450 | 34.74 | 100.2869 |
| 746 | 58.1391 | 427.1377 | 8.8679 | 23.94 | 112.6928 |
| 747 | 51.8962 | 419.6632 | 9.3450 | 34.74 | 98.8928 |
| 748 | 31.5042 | 324.9844 | 7.5432 | 28.96 | 157.2401 |
| 749 | 34.7229 | 353.8896 | 7.5432 | 28.96 | 154.5057 |
| 750 | 33.4837 | 324.9844 | 7.5432 | 28.96 | 155.1905 |
| 751 | 57.9870 | 337.5795 | 8.0212 | 26.04 | 136.8342 |
| 752 | 44.5500 | 417.1567 | 8.8679 | 25.44 | 111.8646 |
| 753 | 54.4385 | 315.3638 | 9.5167 | 29.64 | 106.5380 |
| 754 | 51.1948 | 328.8576 | 8.9205 | 35.76 | 111.7311 |
| 755 | 54.1360 | 437.9529 | 8.8679 | 21.64 | 109.2335 |
| 756 | 42.5396 | 398.7839 | 9.5167 | 29.64 | 105.1742 |
| 757 | 75.4714 | 307.7527 | 6.6126 | 21.64 | 127.7249 |
| 758 | 48.1243 | 349.5251 | 8.9205 | 35.76 | 114.3601 |
| 759 | 70.0117 | 332.5934 | 12.4531 | 14.22 | 104.7862 |
| 760 | 42.5880 | 342.4613 | 11.5696 | 29.64 | 108.0662 |
| 761 | 45.4115 | 352.0981 | 9.8255 | 35.76 | 115.7664 |
| 762 | 54.5222 | 437.9529 | 8.8679 | 21.64 | 110.4881 |
| 763 | 51.9789 | 437.9529 | 8.8679 | 20.34 | 110.8057 |
| 764 | 53.5922 | 410.6913 | 8.8679 | 23.94 | 118.8363 |
| 765 | 55.9434 | 410.6913 | 8.8679 | 23.94 | 113.1585 |
| 766 | 49.1422 | 419.6632 | 9.3450 | 34.74 | 101.7164 |
| 767 | 61.4118 | 351.3106 | 8.3174 | 26.94 | 129.1796 |
| 768 | 84.7519 | 303.1227 | 12.5620 | 15.86 | 123.2110 |
| 769 | 55.4554 | 489.6216 | 10.1350 | 34.74 | 97.0459 |
| 770 | 70.7453 | 381.5379 | 10.8658 | 26.76 | 97.2266 |
| 771 | 47.3348 | 430.7933 | 9.3450 | 34.74 | 98.8574 |
| 772 | 50.7573 | 346.3281 | 11.0944 | 22.36 | 101.4406 |
| 773 | 75.8788 | 347.6755 | 9.9838 | 22.14 | 107.5685 |
| 774 | 59.1558 | 3900.0994 | 10.8977 | 31.76 | 96.3031 |
| 775 | 53.1513 | 486.1285 | 10.1350 | 34.74 | 98.2082 |
| 776 | 54.6040 | 394.0360 | 8.0280 | 29.64 | 119.8316 |
| 777 | 54.1810 | 408.4362 | 8.0280 | 28.54 | 112.2151 |
| 778 | 32.4362 | 400.3657 | 9.1355 | 31.96 | 118.0121 |
| 779 | 36.4853 | 3933.5883 | 11.0456 | 15.86 | 124.0893 |
| 780 | 71.7176 | 332.5934 | 12.4531 | 14.22 | 102.8013 |
| 781 | 52.4143 | 407.8024 | 8.3287 | 13.56 | 143.8493 |
| 782 | 56.0778 | 337.5795 | 8.0212 | 26.04 | 139.0428 |
| 783 | 54.4882 | 355.2317 | 8.0212 | 26.04 | 138.3236 |
| 784 | 63.3621 | 312.3561 | 8.0438 | 22.44 | 120.4032 |
| 785 | 71.4266 | 321.4214 | 12.4531 | 14.72 | 102.3408 |
|  |  |  |  |  |  |


| Alt. | Inter. | Cost | Vol. | Clk | Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 786 | 69.6072 | 358.5851 | 12.4531 | 14.22 | 102.8996 |
| 787 | 53.2987 | 490.4301 | 12.5707 | 14.24 | 98.8871 |
| 788 | 61.0634 | 380.2269 | 12.4531 | 28.24 | 98.6329 |
| 789 | 78.7545 | 288.1649 | 12.7738 | 19.46 | 123.1817 |
| 790 | 43.2931 | 327.5125 | 9.2938 | 14.76 | 151.2296 |
| 791 | 46.3333 | 461.6319 | 9.2299 | 11.34 | 115.8174 |
| 792 | 55.8510 | 286.2898 | 10.5547 | 34.42 | 125.6359 |
| 793 | 63.0196 | 312.3561 | 8.0438 | 22.44 | 122.8437 |
| 794 | 51.6559 | 325.4054 | 8.7134 | 36.56 | 119.8175 |
| 795 | 35.9105 | 309.0332 | 7.1941 | 29.36 | 148.7645 |
| 796 | 51.9938 | 419.6632 | 9.3450 | 34.74 | 98.8928 |
| 797 | 32.4151 | 338.8461 | 8.8063 | 33.76 | 147.5204 |
| 798 | 51.1447 | 315.3877 | 8.9205 | 35.76 | 113.3133 |
| 799 | 66.5361 | 351.1630 | 7.4892 | 23.02 | 129.0808 |
| 800 | 72.0615 | 332.5934 | 12.4531 | 14.22 | 103.0864 |
| 801 | 79.7382 | 288.1649 | 12.7738 | 19.46 | 123.7440 |
| 802 | 56.2363 | 356.8307 | 11.0944 | 22.36 | 101.0495 |
| 803 | 53.3041 | 486.1285 | 10.1350 | 34.74 | 98.0474 |
| 804 | 51.1877 | 328.8576 | 8.9205 | 35.76 | 112.1163 |

II Scalability case study - bandwidth input matrix

| S | T | BW | T | BW | T | BW | T | BW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 89 | 1 | 25 | 1690 | 49 | 19200 | 90 | 6.6 |
| 2 | 89 | 1 | 26 | 1690 | 50 | 19200 | 90 | 6.6 |
| 3 | 89 | 1 | 27 | 1690 | 51 | 19200 | 90 | 6.6 |
| 4 | 89 | 1 | 28 | 1690 | 52 | 19200 | 90 | 6.6 |
| 5 | 89 | 1 | 29 | 1690 | 53 | 19200 | 90 | 6.6 |
| 6 | 89 | 1 | 30 | 1690 | 54 | 19200 | 90 | 6.6 |
| 7 | 89 | 1 | 31 | 1690 | 55 | 19200 | 90 | 6.6 |
| 8 | 89 | 1 | 32 | 1690 | 56 | 19200 | 90 | 6.6 |
| 9 | 89 | 1 | 33 | 1690 | 57 | 19200 | 90 | 6.6 |
| 10 | 89 | 1 | 34 | 1690 | 58 | 19200 | 90 | 6.6 |
| 11 | 89 | 1 | 35 | 1690 | 59 | 19200 | 90 | 6.6 |
| 12 | 89 | 1 | 36 | 1690 | 60 | 19200 | 90 | 6.6 |
| 13 | 89 | 1 | 37 | 1690 | 61 | 19200 | 90 | 6.6 |
| 14 | 89 | 1 | 38 | 1690 | 62 | 19200 | 90 | 6.6 |
| 15 | 89 | 1.2 | 39 | 1690 | 63 | 19200 | 90 | 6.6 |
| 16 | 89 | 1.2 | 40 | 1690 | 64 | 19200 | 90 | 6.6 |
| 17 | 89 | 1.2 | 41 | 1690 | 65 | 19200 | 90 | 6.6 |
| 18 | 89 | 1.2 | 42 | 1690 | 66 | 19200 | 90 | 6.6 |
| 19 | 89 | 1.2 | 43 | 1690 | 67 | 19200 | 90 | 6.6 |
| 20 | 89 | 1.2 | 44 | 1690 | 68 | 19200 | 90 | 6.6 |
| 21 | 89 | 1.2 | 45 | 1690 | 69 | 19200 | 90 | 6.6 |
| 22 | 89 | 1.2 | 46 | 1690 | 70 | 19200 | 90 | 6.6 |
| 23 | 89 | 1.2 | 47 | 1690 | 71 | 19200 | 90 | 6.6 |
| 24 | 89 | 1.2 | 48 | 1690 | 72 | 19200 | 90 | 6.6 |
| 25 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 26 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 27 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 28 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 29 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 30 | 77 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 31 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 32 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 33 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 34 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 35 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 36 | 78 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 37 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 38 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 39 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 40 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 41 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 42 | 79 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 43 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 444 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 45 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
|  |  |  |  |  |  |  |  |  |


| S | T | BW | T | BW | T | BW | T | BW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 46 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 47 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 48 | 80 | 6.6 | 0 | 0 | 0 | 0 | 0 | 0 |
| 49 | 81 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 50 | 81 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 51 | 81 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 52 | 82 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 53 | 82 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 54 | 82 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 55 | 83 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 56 | 83 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 57 | 83 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 58 | 84 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 59 | 84 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 60 | 84 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 61 | 85 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 62 | 85 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 63 | 85 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 64 | 86 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 65 | 86 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 66 | 86 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 67 | 87 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 68 | 87 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 69 | 87 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 70 | 88 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 71 | 88 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 72 | 88 | 300 | 0 | 0 | 0 | 0 | 0 | 0 |
| 73 | 25 | 26.4 | 26 | 26.4 | 27 | 26.4 | 28 | 26.4 |
| 74 | 31 | 26.4 | 32 | 26.4 | 33 | 26.4 | 34 | 26.4 |
| 75 | 37 | 26.4 | 38 | 26.4 | 39 | 26.4 | 40 | 26.4 |
| 76 | 43 | 26.4 | 44 | 26.4 | 45 | 26.4 | 46 | 26.4 |
| 77 | 73 | 52.7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 78 | 74 | 52.7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 79 | 75 | 52.7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 80 | 76 | 52.7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 89 | 90 | 39.6 | 0 | 0 | 0 | 0 | 0 | 0 |

## III PROMETHEE-compatible presentations of multicriteria evaluation tables

See following article.
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#### Abstract

Most decision problems involve the simultaneous optimisation of several conflicting criteria. Generally, the first step to solve such problems is to identify the set of alternatives and the criteria they will be evaluated on, leading to the construction of an evaluation table. Of course, there are numerous ways to build such a table. For a problem of $n$ alternatives and $m$ criteria, there are $n!\cdot m!$ possibilities of representation. However, from a multicriteria point of view some of them can be more interesting than the others. In this article, we will focus on the PROMETHEE and GAIA methods from which the extracted information will serve to build tables. In order to evaluate the properties of these PROMETHEE-based representations, an indicator will be defined that uses only ordinal information of the values contained in a given table. This measure will also serve as a fitness function for a genetic algorithm that will find good - if not the best - tables. These will allow to draw comparisons with PROMETHEEbased representations.
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## 1 Introduction

Most strategic decision problems involve the simultaneous optimisation of several conflicting criteria. For instance, in a procurement conducted by a transport company, the buyer (looking for new trucks) wants to simultaneously optimize: the investment and operational costs, both the quality of the vehicle and the supplier, the time of delivery, the mean time before failure, etc.

In a multicriteria analysis, the first step is to identify the set of alternatives, denoted $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ and evaluation criteria, denoted $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$. This leads to the construction of an evaluation table (see Table 1).

For the last 50 years several works have been proposed for the visual exploration of data tables or matrices. The first works dealt with reorderable matrices as a tool to represent structures and relationships [1,2]. Later, other approaches such as block clustering were considered [ 3,4 ] before the use of colour matrix visualisation [5,6]. Throughout the years these techniques have been used to highlight trends and interesting displays in several cases such as the famous traveling salesman and shortest path problems [7,8]. They have also been used conjointly with other visualisation tools such as scatterplot matrices and parallel coordinates [9]. In all of these contributions, the authors all agree on the fact that reordering rows and columns in data tables is an essential part in the graphical exploration of quantitative or qualitative data [10-12].

Table 1 Evaluation table

| $a$ | $f_{1}(\cdot)$ | $f_{2}(\cdot)$ | $\ldots$ | $f_{j}(\cdot)$ | $\ldots$ | $f_{m}(\cdot)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{1}$ | $f_{1}\left(a_{1}\right)$ | $f_{2}\left(a_{1}\right)$ | $\ldots$ | $f_{j}\left(a_{1}\right)$ | $\ldots$ | $f_{m}\left(a_{1}\right)$ |
| $a_{2}$ | $f_{1}\left(a_{2}\right)$ | $f_{2}\left(a_{2}\right)$ | $\ldots$ | $f_{j}\left(a_{2}\right)$ | $\ldots$ | $f_{m}\left(a_{2}\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $a_{i}$ | $\left.f_{( } a_{i}\right)$ | $f_{2}\left(a_{i}\right)$ | $\ldots$ | $f_{j}\left(a_{i}\right)$ | $\ldots$ | $f_{m}\left(a_{i}\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $a_{n}$ | $f_{1}\left(a_{n}\right)$ | $f_{2}\left(a_{n}\right)$ | $\ldots$ | $f_{j}\left(a_{n}\right)$ | $\ldots$ | $f_{m}\left(a_{n}\right)$ |

From a multicriteria decision aid viewpoint, there are plenty of ways to represent evaluation tables. For instance, one may list the set of alternatives and criteria in an alphabetic order. Potentially, given a set of $n$ alternatives and $m$ criteria, $n!\cdot m$ ! different evaluation tables can be built. For instance, for a limited problem with only 10 alternatives and 6 criteria, already $2.6127 \cdot 10^{9}$ different evaluation tables can be displayed. From a multicriteria point of view, some of them are more interesting than others. The aim of this paper is to investigate how to represent the evaluation tables in order to display as much multicriteria information as possible.

Since the late sixties, researchers working in Multicriteria Decision Aid (MCDA) have developed original methods to address these situations. For instance, we can mention Multi-Attribute Utility Theory (MAUT) [13], Analytical Hierarchy Process (AHP) [14], ELECTRE [15], PROMETHEE [16], MACBETH [17], etc.

In this contribution, we will focus ourselves on PROMETHEE methods. These have been applied in hundreds of applications in finance, health care, environmental management, transport, sports, hydrology and water management, production, etc. [18]. This success is due on their simplicity and the existence of user-friendly software.

By making use of information extracted using the PROMETHEE methodology, we will be able to build evaluation tables to convey additional characteristics of the problem. In most cases, these representations will focus on gathering similar alternatives and rearranging the criteria such that their strong and weak characteristics appear more clearly. Furthermore, out of the many possibilities that stem from using the PROMETHEE methodology, we will identify those that yield the most relevant results. We will do so using a subset of the ranking of best cities [19]. This subset, composed of 14 cities is given in table 2. Each of these cities has been evaluated using six criteria, the details of which are described in a later section where we make use of the full ranking. Even with a small set like this one, we have 14 ! $\cdot 6$ ! (i.e. $6.2768 \cdot 10^{13}$ ) possible representations of this evaluation table.

Table 2 Best cities ranking subset - Evaluation table

| Perm |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | City | Stability | Healihcare | Culture and <br> Environment | Education | Infrastructure | Spatial <br> Characteristics |
| 1 | Hong Kong | 95 | 87.5 | 85.9 | 100 | 96.4 | 75 |
| 2 | Sockholm | 95 | 95.8 | 91.2 | 100 | 96.4 | 58.9 |
| 3 | Rome | 80 | 87.5 | 91.7 | 100 | 92.9 | 67.3 |
| 4 | New York | 70 | 91.7 | 91.7 | 100 | 89.3 | 65.2 |
| 5 | Atlanta | 85 | 91.7 | 91.7 | 100 | 92.9 | 42.9 |
| 6 | Buenos Aires | 70 | 87.5 | 88.9 | 100 | 85.7 | 42.3 |
| 7 | Santiago | 75 | 70.8 | 89.1 | 83.3 | 85.7 | 35.1 |
| 8 | Sao Paulo | 60 | 70.8 | 80.3 | 66.7 | 66.1 | 52.4 |
| 9 | Mexico City | 45 | 66.7 | 82.4 | 75 | 46.4 | 65.8 |
| 10 | New Delhi | 55 | 58.3 | 55.6 | 75 | 58.9 | 58.6 |
| 11 | Stanbeul | 55 | 50 | 68.8 | 58.3 | 67.9 | 47.5 |
| 12 | Jakarta | 50 | 45.8 | 59.3 | 66.7 | 57.1 | 42.3 |
| 13 | Tehran | 50 | 62.5 | 35.9 | 50 | 33.9 | 53.6 |
| 14 | Dakar | 50 | 41.7 | 59.7 | 50 | 37.5 | 22.6 |

Source: [19].

Of course, one can imagine that these representations are not all interesting. Therefore, we need to evaluate the tables in order to choose the best representation(s). For that
purpose, we have defined an indicator that only uses the ordinal properties of the values contained in a table: the $\nabla$-indicator. This will be described in Section 3.1.

With this measure, it will be possible to find the best permutations on the alternatives and the criteria. However, since the number of possibilities can be huge even with a small dataset, it may be impossible to find the best representation in reasonable time. Therefore we have decided to use a genetic algorithm (GA) for the optimisation of the $\nabla$-indicator, this family of algorithms having shown good properties for similar situations [20]. GAs belong to the class of evolutionary algorithms which generate solutions to optimisation problems using techniques inspired by natural evolution. Details about the implementation will be given in Section 3.2.

We will apply these two approaches on two case studies: the best cities ranking by the Economist Intelligence Unit and the Environmental Performance Index by two research centres of the Columbia University.

This paper is organized as follows: in Section 2 we will give a brief description of the PROMETHEE and GAIA methodologies and identify the possible evaluation tables that can be derived from them. Next, in Section 3, we will define the $\nabla$-indicator that will allow to evaluate the different representations. This measure will also be used as a fitness function for the genetic algorithm that will be applied. Finally, in Section 4 we will illustrate the two approaches using the previously-described case studies.

## 2 Constructivist approach

### 2.1 PROMETHEE and GAIA

In this subsection we recall the basics of the PROMETHEE and GAIA methods. Of course, a detailed description of these approaches goes beyond the scope of this contribution. Therefore we refer the interested reader to [21] for a detailed analysis.

Let $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ be a set of $n$ alternatives and $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ be a set of $m$ criteria. Without loss of generality, we assume that all criteria have to be maximized. The PROMETHEE methods are based on pairwize comparisons. At first, each pair of alternatives $a_{i}, a_{j} \in \mathcal{A}$ is compared on every criterion $f_{k}$ :

$$
d_{k}\left(a_{i}, a_{j}\right)=f_{k}\left(a_{i}\right)-f_{k}\left(a_{j}\right)
$$

The quantity $d_{k}\left(a_{i}, a_{j}\right)$ represents the advantage of $a_{i}$ over $a_{j}$ for criterion $f_{k}$. On the one hand, when $d_{k}\left(a_{i}, a_{j}\right)$ is small enough, there is no good reason to say that $a_{i}$ is better than $a_{j}$ regarding criterion $f_{k}$. On the other hand, when $d_{k}\left(a_{i}, a_{j}\right)$ exceeds a certain limit, the decision maker may express that $a_{i}$ is strictly preferred to $a_{j}$ for $f_{k}$. In order to model these statements, the difference $d_{k}\left(a_{i}, a_{j}\right)$ is transformed into a unicriterion preference degree, denoted $P_{k}\left(a_{i}, a_{j}\right)$, by using a non-decreasing function $H_{k}$;

$$
P_{k}\left(a_{i}, a_{j}\right)=H_{k}\left(d_{k}\left(a_{i}, a_{j}\right)\right), \forall a_{i}, a_{j} \in \mathcal{A}
$$

The quantity $P_{k}\left(a_{i}, a_{j}\right) \in[0,1]$ and $P_{k}\left(a_{i}, a_{j}\right)=0$ when $d_{k}\left(a_{i}, a_{j}\right)<0$. There are plenty of functions that can be considered to compute the unicriterion preference degrees. In most software implementing the PROMETHEE method, 6 main functions are considered [22]. Figure 1 represents the so-called linear preference function. Two thresholds characterize it:

- $q_{k}$ plays the role of an indifference threshold. When the difference $d_{k}\left(a_{i}, a_{j}\right) \leq q_{k}$, it is considered to be so small that the unicriterion preference is equal to zero;
- $p_{k}$ plays the role of a preference threshold, When the difference $d_{k}\left(a_{i}, a_{j}\right) \geq p_{k}$, it is considered to be important enough to state that $a_{i}$ is strongly preferred to $a_{j}$ for this criterion.


Figure 1: Generalized criterion of type 5

Once the unicriterion preference degrees between two actions $a_{i}$ and $a_{j}$ have been computed for every criterion, one has to aggregate these marginal contributions to obtain $P\left(a_{i}, a_{j}\right)$ i.e. a global measure of the preference of $a_{i}$ over $a_{j}$ :

$$
P\left(a_{i}, a_{j}\right)=\sum_{k=1}^{m} \omega_{k} \cdot P_{k}\left(a_{i}, a_{j}\right)
$$

where $\omega_{k}$ represents the relative importance of criterion $f_{k}$. These weights are assumed to be positive and normalized. Obviously, we have $P\left(a_{i}, a_{j}\right) \geq 0$ and $P\left(a_{i}, a_{j}\right)+$ $P\left(a_{j}, a_{i}\right) \leq 1$.

The PROMETHEE I and II rankings are based on the exploitation of the matrix $P$. Therefore, three flows are built.; the positive flow $\phi^{+}$, the negative flow $\phi^{-}$and the net flow $\phi$ :

$$
\begin{aligned}
& \phi^{+}\left(a_{i}\right)=\frac{1}{n-1} \sum_{a_{j} \in \mathcal{A}, i \neq j} P\left(a_{i}, a_{j}\right) \\
& \phi^{-}\left(a_{i}\right)=\frac{1}{n-1} \sum_{a_{j} \in \mathcal{A}, i \neq j} P\left(a_{j}, a_{i}\right) \\
& \phi\left(a_{i}\right)=\phi^{+}\left(a_{i}\right)-\phi^{-}\left(a_{j}\right)
\end{aligned}
$$

The PROMETHEE I ranking is obtained as the intersection of the rankings induced by $\phi^{+}$and $\phi^{-}$. The PROMETHEE II ranking is given by the ranking given by $\phi$.

Finally, it is worth noting that:

$$
\phi\left(a_{i}\right)=\frac{1}{n-1} \sum_{k=1}^{m} \sum_{a_{j} \in \mathcal{A}}\left[P_{k}\left(a_{i}, a_{j}\right)-P_{k}\left(a_{j}, a_{i}\right)\right] \cdot \omega_{k}=\sum_{k=1}^{m} \phi_{k}\left(a_{i}\right)+\omega_{k}
$$

where $\phi_{k}\left(a_{i}\right)$ is called the $k^{t h}$ unicriterion net flow assigned to action $a_{i}$.
The PROMETHEE I and II ranking provide prescriptive tools for decision making. The GAIA [23] tool complements them with a descriptive approach. The idea is to represent each alternative by its evaluations in the unicriterion net flow space:

$$
\Phi\left(a_{i}\right)=\left[\phi_{1}\left(a_{i}\right), \phi_{2}\left(a_{i}\right), \ldots, \phi_{m}\left(a_{i}\right)\right]
$$

GAIA is the result of a principal component analysis applied on this dataset. Therefore, the decision maker is able to visualize the decision problem on a plane and compare:

- the relative positions of alternatives (in order to identify groups of similar or distinct alternatives profiles);
- the relative positions of criteria (in order to identify conflicts or redundancies);
- the relative positions of alternatives with respect to a given criterion (in order to identify the best and worst alternatives for the different points of views);
- the relative positions of alternatives with respect to the so-called decision stick (in order the identify the best compromise solutions).


### 2.2 Visualisation possibilities

To illustrate the different combinations of orders we could use to rearrange an evaluation table, let us consider the subset of cities we introduced in Section 1. Using this table of 14 alternatives and 6 criteria, we will apply the PROMETHEE methodology by setting some arbitrary values for the parameters that the method requires. To keep a ranking close to the one obtained by the Economist Intelligence Unit, we will use the same weight values as they did for their model (see Section 4.2). Then, for the sake of simplicity, we will make use of usual preference functions. These are generalized preference functions for which both thresholds are equal to 0 . By doing so, we will only make use of the ordinal data extracted from our table. Of course, a detailed discussion on the parameters goes beyond the scope of this contribution. The following example is just used for illustration purposes. Figure 2 shows the GAIA plane we obtain for this case.

## Ordering the alternatives

One obvious choice to order the alternatives would be to use the PROMETHEE II net flows we obtain. This would allow us to order the alternatives from best to worst thereby ensuring that the best profiles are at the top of the table while the ones with the less desirable ones are at the end. Grouping the alternatives with similar global scores would inevitably serve to gather alternatives with similar profiles at the top and bottom of the table. In problems where the few best and few worst alternatives are of interest to the user, this representation could give interesting insights.


Figure 2: GAIA plane for the best cities subset

Two other options to order the alternatives can be found by using the GAIA plane. Indeed, in this projection, the alternatives have been positioned such that similar alternatives are closer to each other. By using the angle on which each alternative is positioned and scanning the entire plane we would order the alternatives by selecting them based on the types of strong points (or weak points) they have. The information that will be highlighted in this table are the profiles of the alternatives.

One other use of the GAIA plane would be to select alternatives based on their accordance with the decision axis. To do so easily we can compute the angles between the decision axis and the alternatives and select the alternatives from the smallest to the greatest angle. This would generate an order that is similar to the PROMETHEE II ranking obtained using the net flows. When considering the GAIA plane we obtained in Figure 2, we can see that the first alternatives would be Hong Kong, Rome, and New York. The last ones encountered would be Istanbul, Jakarta, and Dakar.

## Ordering the criteria

To order the criteria, we also have different options. One would be to order them based on their weights. This would make sure that the first criteria are the ones that hold the greatest importance. This however will not necessarily order the criteria in a way that gathers similar characteristics of the profiles. Therefore, unless the profiles are already similar due to the nature of the alternatives and their order, the obtained table would not be so easy to read.

Other orders involve the use of the GAIA plane once more. The first one consists in choosing the criteria in the order they appear when scanning the projections. Since the criteria are positioned based on their correlation, choosing this order would allow us
to group strong and weak points that usually appear simultaneously. This type of order would work best if coupled with the similar way of ordering the alternatives (i.e. based on the angle of their position). Let us note that there are several options for the use of this technique. Indeed the starting angle has to be chosen but also the direction by which we will scan the plane.

Another possibility would be to select criteria based on their proximity with the decision axis. Once again, an easy way to do so, would be to compute the angle between the criteria axis and the decision axis and then to order them from smallest to greatest angle. The results using this technique however could be rather unpredictable.

## Illustration

Among all the combinations of orders we generated only four drew our attention:

- Netflow - Angle: The first one consists in ordering the alternatives based on their net flow and the alternatives based on the angle of their axis on the GAIA plane. This representation has proven after several simulations to give us the most expected results by grouping all the good and bad alternatives and displaying their profiles such that the variations in their evaluations are smoother and easier to compare.
- Netflow - Weight: The second combination orders the alternatives based on their net flow and the criteria based on their weight. Even if this representation's aim is not to display smoother profiles like the previous one, it can be useful to attract the reader's attention on the characteristics that will have a greater impact on the final decision. Therefore it was only natural that the alternatives be ordered according to the final ranking we obtain.
- Angle - Angle: Among the combinations that use the angle at which the alternatives are located, the only one that gave us meaningful results were the ones where the criteria as well were ordered according to the angle of their axes. By choosing to start at the position of the decision axis and scanning the plane in an anti-clockwise motion, the alternatives appear from best to worst to best based on the characteristics of their profiles.
- Proximity - Proximity: Finally ordering the criteria and alternatives based on their proximity to the decision axis can sometimes give us interesting representations. However in most cases the results do not reflect any particular relationship between the alternatives or the criteria aside from the approximate ranking from best to worst.

Table 3 shows the possible combinations of orders that can be applied to our evaluation tables where $\bigcirc$ indicates the four chosen combinations and $\times$ indicates the other possibilities that have not been kept for the study.

To better compare these tables and understand the impact of changing the orders we applied a colouring process to the value cells based on two colourmaps. A spreadsheet software such as Microsoft Excel allows us to use conditional formatting rules to achieve this result. The colourmaps we used are displayed in Figure 3. The lowest values will be coloured in red, the middle values in white and the highest values in blue. The evaluations in our examples range from 0 to 100 . For the net flows, these values range from -1 to +1 . Furthermore, we did not use pure red and blue colours for the extreme values as these would have rendered the data unreadable. Instead we chose the threshold colours

Table 3 Combinations of orders and chosen representations

|  | Order of criteria |  |  |  |
| :--- | :--- | :---: | :---: | :---: |
| Order |  | Weights | Angle | Proximity |
|  | Netfows | $\bigcirc$ | $\bigcirc$ | $\times$ |
|  | Angle | Proximity | $\times$ | $\bigcirc$ |

commonly proposed by Excel for readability purposes: the red we use is $[248,105,107]$ and the blue is $[90,138,198]$ in the RGB colour system.


Figure 3: Colourmaps for the conditional formatting rules

Thus, for the best cities ranking subset, we have generated the four chosen combinations. These are given in Figures 4,5, and 6.

The first table (see Figure 4) shows the table for alternatives ordered by the net flow and criteria ordered by their angle relative to the decision stick. As can be seen due to the coloring, the choice of starting at the position of the decision stick seems wrong in this case. Indeed criterion 2 would have been better off as the first in this table.

The second table (see Figure 5) which uses the weights to order the criteria gives surprisingly good results. Indeed, as the criteria with the greatest weight are also the ones with the smallest evaluation values, it seems as though the best values are located in the top right corner and the lowest in the bottom left.

Unsurprisingly, the table in Figure 6a shows the best values in the four corners and the worst in the middle of the table. This is the natural result when ordering the alternatives and the criteria based on the angle of their position on the GAIA plane.

| Crit4 | Crits | Crit1 | Crit6 |  | Crit2 | NetFlows |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 100 | 96,4 | 91,2 | 95 | 58,9 | 95,8 | 0,704808 |
| 100 | 96,4 | 85,9 | 95 | 75 | 87,5 | 0,694231 |
| 100 | 92,9 | 91,7 | 80 | 67,3 | 87,5 | 0,667305 |
| 100 | 89,3 | 91,7 | 70 | 65,2 | 91,7 | 0,541346 |
| 100 | 92,9 | 91,7 | 85 | 42,9 | 91,7 | 0,446154 |
| 100 | 85,7 | 85,9 | 70 | 42,3 | 87,5 | 0,030769 |
| 83,3 | 85,7 | 89,1 | 75 | 35,1 | 70,8 | $-0,03846$ |
| 66,7 | 66,1 | 80,3 | 60 | 52,4 | 70,8 | $-0,14615$ |
| 75 | 45,4 | 82,4 | 45 | 65,8 | 66,7 | $-0,17885$ |
| 75 | 58,9 | 55,6 | 55 | 58,6 | 58,3 | $-0,30865$ |
| 58,3 | 67,9 | 68,8 | 55 | 47,5 | 50 | $-0,35481$ |
| 50 | 33,9 | 35,9 | 50 | 53,6 | 62,5 | $-0,575$ |
| 66,7 | 57,1 | 59,3 | 50 | 42,3 | 45,8 | $-0,65577$ |
| 50 | 37,5 | 59,7 | 50 | 22,6 | 41,7 | $-0,82692$ |

Figure 4: Visualisation - Best cities ranking subset - Netflow-angle

|  | Crit6 | Crit1 | Crit3 | Crit2 | Crits | Crit4 | NetFlows |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A2 | 58,9 | 95 | 91,2 | 95,9 | 96.4 | (0) | 0,704808 |
| A1 | 75 | 95 | 85,9 | 87,5 | 96,4 | 100 | 0,694231 |
| A3 | 67,3 | 80 | 91,7 | 87,5 | 92,9 | 100 | 0,667308 |
| A4 | 65,2 | 70 | 91,7 | 91,7 | 89,3 | 100 | 0,541346 |
| A5 | 42,9 | 85 | 91,7 | 91,7 | 92,9 | 100 | 0,446154 |
| A6 | 42,3 | 70 | B5,9 | B7, 5 | B5,7 | 10 c | 0,030769 |
| A7 | 35,1 | 75 | B9,1 | 70,8 | B5,7 | 83,3 | -0,03846 |
| A8 | 52,4 | 60 | 80,3 | 70,8 | 66,1 | 66,7 | -0,14615 |
| A9 | 65,8 | 45 | 82,4 | 66,7 | 46,4 | 75 | -0,17885 |
| A10 | 58,6 | 55 | 55,6 | 58,3 | 58,9 | 75 | -0,30865 |
| A11 | 47,5 | 55 | 68,8 | 50 | 67,9 | 58,3 | -0,35481 |
| A13 | 53,6 | 50 | 35,9 | 62,5 | 33,9 | 50 | -0,575 |
| A12 | 42,3 | 50 | 59,3 | 45,8 | 57,1 | 66,7 | -0,65577 |
| A14 | 22,6 | 50 | 59,7 | 41,7 | 37,5 | 50 | -0,82692 |

Figure 5: Visualisation - Best cities ranking subset - Netflow-Weight


Figure 6: Visualisation - Best cities ranking subset

As for Figure 6b, it shows the table that is obtained when both the alternatives and the criteria are ordered based on their proximity to the decision axis. The result shows us that the highest values are gathered in the top left corner. Let us note that a very similar result would have been obtained had we used the net flows to order the alternatives.

## 3 Optimisation approach

### 3.1 Development of an optimisation indicator: the $\nabla$-indicator

In order to compare the different possibilities of visualisation, we need an indicator that will evaluate the presentation quality of a table. We arbitrarily chose to verify that the best values are located at the top left of the table while the worst values are located at the bottom right. We have therefore developed such an indicator that will only use the ordinal information of the values contained in the table. We will denote such indicator $\nabla$ that is the total number of ordered pairs of values where the first value is greater than or equal to the second, for each row and column (in other words, the number of pairs that are compatible with our convention).

A computation example of the $\nabla$-indicator is shown in Table 4 where:

- $\nabla_{i}$ is the $\nabla$ value of the $i$-th row:

$$
\nabla_{i}=\sum_{k=1}^{m} \sum_{t=k+1}^{m} \nVdash_{k<1} \Vdash_{f_{k}\left(a_{i}\right) \geq f_{t}\left(a_{i}\right)}
$$

- $\nabla_{\cdot j}$ is the $\nabla$ value of the $j$-th column:

$$
\nabla_{\cdot j}=\sum_{k=1}^{n} \sum_{l=k+1}^{n} \not_{k<l} \mathbb{K}_{f_{j}\left(a_{k}\right) \geq f_{j}\left(a_{l}\right)}
$$

- The total $\nabla=\sum_{i=1}^{n} \nabla_{i+}+\sum_{j=1}^{m} \nabla_{+j}$

We can use this indicator as a value to compare the different representations of an evaluation table.

### 3.2 Optimizing the $\nabla$-indicator with a genetic algorithm

Now that we have defined an indicator that can evaluate the presentation quality of an evaluation table, we can use it in order to find the best permutations of alternatives and criteria that will maximize it. As stated in the introduction, finding the optimal solution might be tedious as the number of solutions can be huge: $n!\cdot m!$ possibilities.

Finding the best solution table can thus be seen as a combinatorial optimisation problem. Up to now, we have not found an exact method to solve it, therefore we will use a genetic algorithm to find a good solution in reasonable time. In what follows we describe its main steps.

Table 4 Best cities ranking subset - Evaluation table - $\nabla$-indicator computation

| City | Stability | Healthcare | Culture and <br> Environment | Education | Infrastructure | 5 spatial <br> Characteristics | $\nabla_{i}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hong Kong | 95 | 87.5 | 85.9 | 100 | 96.4 | 75 | 9 |
| Stockholm | 95 | 95.8 | 99.2 | 100 | 96.4 | 58.9 | 8 |
| Rome | 80 | 87.5 | 91.7 | 100 | 92.9 | 67.3 | 6 |
| New York | 70 | 91.7 | 91.7 | 100 | 89.3 | 65.2 | 9 |
| Adana | 85 | 91.7 | 9.7 | 100 | 92.9 | 42.9 | 7 |
| Buenos Aires | 70 | 87.5 | 88.9 | 100 | 85.7 | 42.3 | 9 |
| Santiago | 75 | 70.8 | 89.1 | 83.3 | 85.7 | 35.1 | 8 |
| Sao Paulo | 60 | 70.8 | 80.3 | 66.7 | 66.1 | 52.4 | 10 |
| Mexico City | 45 | 66.7 | 82.4 | 75 | 46.4 | 65.8 | 7 |
| New Delihi | 55 | 58.3 | 55.6 | 75 | 58.9 | 58.6 | 4 |
| Istanbul | 55 | 50 | 68.8 | 58.3 | 67.9 | 47.5 | 8 |
| Jakarta | 50 | 45.8 | 59.3 | 66.7 | 57.1 | 42.3 | 8 |
| Tehran | 50 | 62.5 | 359 | 50 | 33.9 | 53.6 | 9 |
| Dalar | 50 | 41.7 | 59.7 | 50 | 37.5 | 22.6 | 12 |
| $\nabla . j$ | 82 | 83 | 76 | 88 | 84 | 66 | $\nabla=593$ |

Source: [19].

## Selection

A solution table is composed of two informations: the permutation on the alternatives and the permutation on the criteria. These will thus constitute a gene. For example, the gene $\{[7,1,13,2,14,6,10,12,11,4,8,3,9,5],[3,5,6,1,4,2]\}$ applied to the example of Table 2 will produce the Table 5 .

Table 5 Best cities ranking subset - Evaluation table - Permutation example

| Perm |  | 3 | 5 | 6 | 1 | 4 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | City | Culture and Environment | Infrastructure | Sputial Characteristics | Stability | Education | Healthcare |
| 7 | Santiago | 75 | 70.8 | 89.1 | 83.3 | 85.7 | 35.1 |
| 1 | Hong Kong | 95 | 87.5 | 85.9 | 100 | 96.4 | 75 |
| 13 | Tehran | 50 | 62.5 | 35.9 | 50 | 33.9 | 53.6 |
| 2 | Stockholm | 95 | 95.8 | 91.2 | 100 | 96.4 | 58.9 |
| 14 | Dakar | 50 | 41.7 | 59.7 | 50 | 37.5 | 22.6 |
| 6 | Buenos Aires | 70 | 87.5 | 85.9 | 100 | 85.7 | 42.3 |
| 10 | New Delhi | 55 | 58.3 | 55.6 | 75 | 58.9 | 58.6 |
| 12 | Jakarta | 50 | 45.8 | 59.3 | 66.7 | 57.1 | 42.3 |
| 11 | Istanbul | 55 | 50 | 68.8 | 58.3 | 67.9 | 47.5 |
| 4 | New York | 70 | 91.7 | 91.7 | 100 | 89.3 | 65.2 |
| 8 | Sao Paulo | 60 | 70.8 | 80.3 | 66.7 | 66.1 | 52.4 |
| 3 | Rome | 80 | 87.5 | 91.7 | 100 | 92.9 | 67.3 |
| 9 | Mexico City | 45 | 66.7 | 82.4 | 75 | 46.4 | 65.8 |
| 5 | Atlanta | 85 | 91.7 | 91.7 | 100 | 92.9 | 42.9 |

From this point, a pool of random solutions can be generated to initialize the algorithm (by using a uniform distribution). From a set of 10000 randomly-generated solutions, the 100 best will be selected and will constitute the initial population. This selection rule will be used for each generation.

## Crossover

For the crossover, a classical method has been used: the one-point crossover. A random crossover point is selected on both parents. Beyond that point, the data will be completed following the order of appearance in the other parent, as shown in Figure 7. This method will be used separately both for the alternatives and criteria permutations. The crossover probability has been set as $p_{c}=1$.


Figure 7: Crossover example

## Mutation

For the mutation, two random data of an offspring will be swapped, as shown in Figure 8 . This method will be used separately both for the alternatives and criteria permutations. The mutation probability has been set as $p_{m}=0.1$.


Figure 8: Mutation example

## Termination conditions

Common termination conditions have been used: fixed number of generations (50) and maximum computation time ( 30 min ).

## Simulation environment and performance

The genetic algorithm have been implemented on MATLAB and the simulations have been carried out on an Intel® Core ${ }^{\mathrm{TM}}$ i5-2410M Processor (dual core, 2.3 GHz ).

The average running time for 50 generations, as a function of the problem size (using our case studies as examples) is given in Table 6. Figure 9 shows the evolution of the $\nabla$ indicator over 50 iterations for the best cities ranking subset. The other case studies have similar convergence shape.

Table 6 Genetic algorithm - Average running time

|  | Table size ( $n$ alt. $\times m$ crit.) |  |  |
| :--- | :---: | :---: | :---: |
|  | $14 \times 6$ | $70 \times 6$ | $19 \times 9$ |
| Time (min.) | 5.75 | 25.01 | 10.56 |

Figure 9: Evolution of the $\nabla$-indicator over the iterations for the best cities ranking subset

## 4 Case studies

### 4.1 Comparison of the approaches

### 4.1.1 Comparison of the tables: defining a ratio

When comparing different representations, we can compare their $\nabla$-indicators. However, depending on the size of a table, this comparison is not that trivial. Indeed, a difference of, for instance, 20 between two $\nabla$-indicators can be important for a small table but insignificant for a big table.

Therefore, in order to keep the comparison as objective as possible, we introduce a ratio denoted $R$ :

$$
R=\frac{\nabla-\nabla_{\text {worst }}}{\nabla_{\text {best }}-\nabla_{\text {wost }}}
$$

where $\nabla_{\text {best }}$ is the best $\nabla$ found with our genetic algorithm and $\nabla_{\text {worst }}$ is the value associated to the worst table found by taking the opposite permutations of the alternatives and criteria of the best table.

Let us note that it is possible to find a theoretical maximum value for the $\nabla$-indicator of a given table for $n$ alternatives and $m$ criteria:

$$
\nabla_{\max }=\frac{n \cdot m \cdot(m-1)}{2}+\frac{m \cdot n \cdot(n-1)}{2}
$$

However it would not be realistic to use it as a reference. Indeed this $\nabla_{\text {max }}$ can only be reached with well-chosen values which would not be the case for real multicriteria decision problems.

### 4.2 Best cities ranking

Our first case study is based on the best cities ranking by the Economist Intelligence Unit [19]. This dataset is composed of 70 cities evaluated on 6 criteria: stability, healthcare, culture and environment, education, infrastructure, and spatial characteristics (see Table 7).

This study consists in an update of the existing EIU Liveability index to which a sixth criterion has been added to take into account spatial characteristics. This added factor carries a weight of $25 \%$ and seeks to account for spatial aspects such as urban form, the geographical situation of the city, cultural assets and pollution.

Just like we illustrated our approach in Section 2．2，we make use of usual preference functions．The weights for the criteria are taken from the analysis by the EIU（see Table 7）．

Table 7 Best cities ranking－Evaluation table

| Pres |  | 1 | 2 | 3 | 4 | 5 | 6 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | City | $\begin{aligned} & \text { sebiny } \\ & \text { (18.75\%) } \end{aligned}$ | Tenancer $\text { ( } 155 \text { ) }$ | CWixer mid Eminenest （18．79\％） | Elacaía <br> （7．54） | Tinfainglate (15\%) | Spaitial Cuaratierish （254） | Anpter |
| 1 | Howe Kong | 45 | 875 | 159 | 100 | 964 | 75 | 878 |
| 2 | Ansasolam | 10 | 100 | 71.2 | 91.7 | O64 | 71.3 | 87.4 |
| 3 | Ouala | 90 | 100 | 985 | 100 | 96.4 | 64 | \＄7．4 |
| 4 | Pars | 55 | 100 | \＃7． 2 | 100 | 964 | 61.7 | 87.1 |
| 3 | Sydery | 90 | 100 | 94.4 | 106 | 100 | 58.7 | 66 |
| 6 | Siectibilin | 95 | 958 | 91．2 | 100 | 064 | 58.5 | \％ |
| 7 | Berlis | 55 | 100 | 97.2 | 91.7 | 964 | 61.7 |  |
| 8 | Tiruele | 110 | 10 | 972 | 108 | $0 \times 3$ | si | 854 |
| 9 | Minich | 55 | 108 | 072 | 91.7 | \％e3 | 62.5 | S51 |
| 10 | Tidye | 90 | 100 | 944 | 100 | 929 | 513 | 543 |
| 11 | Home | no | 875 | 91.7 | 100 | 929 | 57.3 | 836 |
| 12 | Lundre | 7 | 875 | v72 | 100 | 03 | 72.6 | 135 |
| 13 | Matris | 5 | 575 | 54.4 | 100 | 929 | 61.3 | 815 |
| 14 | Whatingion DC | m | 91.7 | 94.4 | 100 | 96.4 | 551 | 822 |
| 15 | Oicaps | 5 | 91.7 | 91.7 | 108 | 929 | 52.7 | 81.5 |
| 16 | Nose Yerk | 70 | 9.7 | 91.7 | 100 | 893 | 651 | 81.3 |
| 17 | Lum Ampile | n | 91.7 | 94.4 | 100 | 803 | 31.3 | 79.9 |
| 15 | San Franciou | 55 | 91.7 | 94.4 | 833 | 55 | 53 | 79.7 |
| 19 | Boatro | 笏 | 91.7 | 91.7 | 100 | 564 | 46.7 | 79.5 |
| 31 | Semel | ne | 833 | E56 | 100 | 803 | SE8 | 72. |
| 21 | Altante | 5 | 91.7 | 91.7 | 100 | ¢2． | 429 | 79 |
| 22 | Sinprpere | 95 | 875 | 76.6 | 813 | 10 | 467 | 782 |
| 23 | Mani | 55 | 91.7 | \＄1，7 | 100 | 028 | 33.3 | 7．1 |
| 34 | Bedupest | 5 | 91.7 | 8 | 100 | 515 | 43 | 72.4 |
| 25 | Libus | st | 875 | W5．t | 91.7 | 404 | 41.7 | 753 |
| 25 | Bense Ains | \％ | 875 | 559 | 100 | 897 | 423 | 713 |
| 27 | Maspri | 65 | 302 | 815 | 91.7 | 139 | 54.2 | 723 |
| 25 | 5 St Pentary | 65 | 575 | 815 | 833 | 514 | 48.2 | 70.9 |
| 29 | Alics | 75 | 533 | 13.1 | 75 | 75 | 47.3 | 708 |
| 35 | Bejijisy | 30 | 66.7 | 72.2 | 833 | 557 | 515 | 705 |
| 31 | Santipo | 75 | 30.8 | mil | 83 | 5.7 | 15．1 | mb3 |
| 3 | Whenat | 5 | 7ns | 0.3 | 75 | 821 | \％ | $66_{4} 4$ |
| 31 | Shathiai | 5010 | 62.5 | 75 | 75 | 75 | 4 H .1 | 663 |
| 34 | Stesitea | 55 | 625 | 63,7 | 66.7 | 121 | 485 | 66.7 |
| 35 | Lima | 60 | 66.7 | 81.7 | 91.7 | 75 | 473 | 665 |
| 3 | Saer Pubs | 60 | 70\％ | m3 | 067 | 6 Cl | 52.4 | 64.9 |
| 37 | Kasla Lamper | 50 | 625 | 67.8 | 91.7 | T68 | 36.6 | 64.6 |
| 3 | Thajin | 95 | 6 6 7 | 65.3 | 667 | 21 | 27.7 | 614 |
| 3 | Gauspritioy | 80 | 615 | 61.1 | 60.7 | 7 m | 42.9 | 63.1 |
| 43 | Jotamestary | 58 | 583 | 485 | 833 | $6{ }^{6} 5$ | 449 | 63 |
| 41 | Mevion Cry | 45 | 66.7 | 824 | 75 | 45.4 | 558 | 62. |
| 42 | Rio de Jutires | 55 | 667 | 75 | 813 | 71.4 | 14 | n2\％ |
| 43 | Bacharsat | 组 | 66.7 | 743 | 647 | E5） | 34.7 | 02.5 |
| 44 | Kior | 71 | 75 | 73.4 | 133 | 5in | 133 | nea |
| 45 | Belprate | 51 | 75 | 73.1 | 75 | 57.1 | 36 | Sen |
| 46 | New Dellis | 55 | 583 | 55.6 | 75 | 58.9 | 84.6 | SE6 |
| 47 | Dalian | 55 | 62.5 | 62 | 667 | 75 | 21 | SEA |
| 45 | Manila | 61 | 593 | 612 | 667 | 643 | $4 \times 1$ | 57 |
| 49 | Bangluik | Sil | 62.5 | 61.4 | 150 | \％en | 363 | 578 |
| 50 | Boprea | 15 | 62.5 | 751 | 067 | 54.3 | 576 | 573 |
| 51 | Itanted | 55 | 50 | $6 \pm .5$ | 583 | 62.5 | 475 | 57.1 |
| 52 | Menbal | 64 | 542 | 563 | 66.7 | 518 | 52.1 | 55.7 |
| 53 | Centiona | 65 | 458 | bes | 53.3 | 68.7 | 448 | 54.5 |
| 54 | Cancas | 30 | 41.7 | 76.6 | 75 | 687 | 52.1 | 84 |
| 58 | Cuine | 柴 | 458 | 34.9 | 54.3 | 536 | 47.2 | 51.5 |
| 56 | Matar | 30 | 458 | 393 | 6A．7 | 57.1 | 423 | 515 |
| 57 | Hamel | s | 54.2 | 537 | 58.3 | 518 | 31.4 | 302 |
| 58 | Tanherst | 58 | 58.3 | 553 | 75 | 515 | 38 | 42．6． |
| 59 | Damases | 55 | sin | 541 | 41.7 | 55.4 | 355 | 4K5 |
| 60 | HeCNi Mint Ciry | 55 | \＄5 | 495 | 667 | 482 | 38.1 | 48.1 |
| 61 | Titurn | 517 | 625 | 359 | 5 | 339 | 878 | 47.7 |
| 62 | Nainhti | 411 | 458 | $6 \pm 9$ | 66.7 | 42.9 | 319 | 474 |
| 63 | Lanala | 6） | 333 | 58.7 | 41.7 | 55.4 | 24.2 | 44.7 |
| ${ }_{68}^{4}$ | Mrem Peh | 64 | 375 | 403 | 58.3 | 53.6 | 24.1 | 44.6 |
| 65 | Kanatif | 31 | 458 | 34.7 | 66.7 | 51.8 | 485 | 428 |
| 66 | Dalar | 59 | 41.7 | 54.7 | 5 | 375 | 22.6 | 41.9 |
| 67 | Atidan | 25 | 45.8 | 54.3 | 50 | 51.6 | 30.1 | 41 |
| 6 | Phata | 49 | 29.2 | 433 | 41.7 | 2 xs | 35.7 | 37.9 |
| 60 | Layan | \％ | 333 | 523 | 333 | 48.2 | 273 | 34.8 |
| 70 | Harare | 31 | 2308 | 53 | 6.7 | 35.7 | 173 | 31.4 |

Source：［19］．

The GAIA plane obtained using this parametrisation is shown in Figure 10. We can observe that all the five initial criteria of this ranking seem to be correlated whereas the newly-added category discriminates the cities in a different way.


Figure 10: GAIA plane for the best cities ranking

Two PROMETHEE-based tables are given in Figures 11 and 12, respectively for the evaluations and the unicriterion netflows, alongside the two best tables found with our genetic algorithm.

We can see in Figure 11a a representation of the evaluation table using the NetflowAngle combination as described in Section 2.2. This illustration is similar to the one obtained for the best cities subset (see Figure 4). Once again, since the starting point for the scanning process has been arbitrarily set as the decision axis, criterion 6 (spatial characteristics) ends up in the middle of the table at the fourth position. The computed $\nabla$-indicator for this representation is 13149 which is unsurprisingly lower than the one for the best table (13535, see Table 11b) due to the incurred penalty of the sixth criterion's position. However, this representation still holds good ordinal properties: if we evaluate the ratio $R$ of this table, as defined in Section 4.1.1, the value found is $96.35 \%$. That means that $\nabla$-indicator is at $96.35 \%$ of the possible range for this evaluation table.

The Figure 12a illustrates the Angle-Angle combination for the unicriterion netflow table of this case. The same observations as for Figure 6a applies: by ordering both alternatives and criteria based on their angle relatively to the decision axis, the lowest unicriterion netflow values will lie in the center of the table while the highest will be located at the top and bottom. That is why the $\nabla$-indicator (7722) is low compared to the best found (13289). As expected, the ratio $R$ is close to $50 \%$ (44.83\%).

| Ob2 | Gins | Gin 1 | 0as | Cats | Ont | Mertamen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tا | E | 81,7 | T | 1 | T-310] |
| F | - | $\cdots$ | 64 | 1,1) | W. | 8,hetion |
| 3 \% | mom | * | 86.7 | 38.4 | is. | Q.7rixey |
| nex | 8. | Es | 51.7 | T1.8 | 51.7 | 8 \%ay |
| 20 | vi* | Ei | 71.3 | n20 | 31,7 | 6,748N65 |
| ma | N. |  | se3 | 31.2 | 17 | a, |
| 975 | (eit | - | 75 | Es9 | 12 | 0,7esat |
|  | exs | 5 | 62.5 | 912 | 01.2 | 17nexa |
| $2 \times$ | इ27 | 9 | 51,3 | 34 | 1-84 |  |
|  | E3) |  | 50 | *28 | 24 | 8,6739 |
| E15 | 4/5 | 8 | 61,3 | 5ta | 13 | cyateas |
| 97 | \% | at | 563 | B1 | - 89 | Qmas3 |
| E2, ${ }^{\text {P }}$ | Ex 3 | m | 7.6 | 713 | Pe |  |
| 173 | [4] | 6 | cre, 3 | 41.5 | 2 | 8,961s3 |
| 447 | 31.3 | es | 52.7 | 475 | - | 856238 |
| B | nes | \% | 50,2 | ग1 |  | -693254 |
| 317 | (n).? | 85 | 59 | 84 | E13 | 4, ¢1/8ea |
| 313 | En3 | 08 |  | MA |  | 5,4ism |
| 513 | E.s) | 85 | sent | \% 5 | 17 | Dalame |
| 81,7 | E.a | 0 | 467 | 713 | - 1 ? | 6,413036 |
| TH | 48.9 | 5 | 42, ${ }^{4}$ | 7\% |  | Q, metas |
| 675 | TTI | 4 | 457 | TE6 | 813 | 8, maras |
| 51.7 | 32.5 | Es | 34.3 | *1, 1 |  | tivalas |
| mur | 8, | S5 | 43 | no | 18 | 8.31185 |
| 22 | 81,9 | 65 | 54.2 | Eiti | 915 | 0.2172 |
| T25 | But | \% | 41.7 | nu | 31 | Q denas $^{\text {a }}$ |
| 67 | E5, 7 | ne | 51.5 | 51 | 123 | enveser |
| 825 | As.? | 20 | 42, 3 | E,5 |  |  |
| 11.5 | M4, | as | 483 | mis | E13 | 8, 102158 |
| 83 | T | \% | 47,3 | mat | 5 | 0,074384 |
| 0.5 | 82.1 | \% | 48.5 | 65 | 4 | 日hices? |
| T08 | 061 | ce | 824 | EY) | 61 | ajerse |
| 68.7 | F | 60 | 47,3 | 41,7 | 3 | -amed |
| 70. | 82.1 | 10 | 15 | B43 | 13 | -0.ance |
| 708 | E.t | $\pi$ | 3 s 1 | Ex | 03 | -0.025e3 |
| 6.7 | 45.4 | 45 | 68 | 81.4 | $n$ | -0.ascse |
| 625 | 7 | 30 | a 51 | $\pi$ | H | - anger |
| 68.7 | 82.1 | 9 | 272 | 65.3 | 683 | -123n |
| 61.5 | H/8 | 40 | 34.6 | 678 | N14 | -0.13086 |
| 68.7 | 71.4 | 15 | 44 | 7.5 | 153 | 6.14858 |
| 54.3 | 60,6 | se | 46 | 0.5 | 13 | -17274 |
| 62.5 | 768 | 0 | 22.5 | 61.1 | 687 | -0.1723 |
| 54,3 | 58, 3 | 35 | 54.6 |  | 8 | - 0.17519 |
| 68.7 | 64,1 | 80 | 1 CT | 743 | 64 | -37353 |
| 61.5 | 64,3 | 3 | 5 s 6 | \% $\mathbf{H}^{1}$ | 60.7 | cancet |
| 4.7 | 687 | 30 | \$1, 1 | T6. 6 | N | a,3med |
| 5 | 89.8 | 60 | 16 | 731 | T | aracne |
| 685 | 73 | 5 | 31 | 6 | 667 | 0.39375 |
| 54.2 | \$1, ${ }^{\text {a }}$ | 68 | 52,1 | 43 | 667 | Q3nent |
| 58.3 | 34.3 | 50 | $44_{6} 1$ | 51.2 | 687 | 43 |
| SI | 87,9 | 5 | 47,5 | Eis | 59 | $4 \times 3056$ |
| 5 | 50 | 70 | [135 | 73/ | R134 | a, warm |
| 62.5 | 5na | 50 | 343 | 84, |  | -4,34167 |
| $43^{3}$ | 48.7 | 45 | 418 | 6n3 | 513 | -0,4872 |
| 62.5 | 31, | 50 | 51.6 | N3 | 50 | 0,43731 |
| 458 | 53,6 | 35 | 42.2 | 3 SO | 58. | 4bi471 |
| 45.3 | 57,1 | 30 | 42,3 | 19,3 | 667 | 6.5316 |
| Et, | 51.8 | 20 | 425 | 8.7 | 6x? | 257w |
| 54.2 | 51/8 | 55 | 34.4 | 51.7 | 5.3 | 4 asasy |
| 51 | 35.4 | 35 | 335 | 54.1 | 41.7 | asmas |
| 54,3 | 51, 8 | 50 | 24.45 | 38,3 | Ts | E.407s |
| 45, ${ }^{\text {a }}$ | 43, | 45 | 133 | 203 | 687 | 0,6407 |
| 50 | 48,2 | 35 | 33.1 | $4{ }^{4} 5$ | 6.7 | -stekt |
| 383 | 56,4 | 60 | 282 | 80,7 | 42.7 | - 4.185 |
| 325 | 51.6 | 40 | 24.1 | 5.3 | Se.3 | 4.7147 |
| 45.3 | 53,4 | 25 | 3 la | 54 | 50 | 47tasa |
| 45.7 | 35,5 | s0 | 22.6 | H9,7 | 50 | 4.7ent |
| 28.2 | संप | 50 | 487 | 41.3 | 41.7 | 40,8190 |
| 208 | 357 | 30 | 173 | 53 | 66.7 | \& Anver |
| 313 | 482 | 25 | 721 | 52.3 | 31.3 | 483116 |


(b) Best found table ( $\nabla=13535$ )
(a) Netflow-Angle $(\nabla=13149)$

Figure 11: Best cities ranking - Evaluations

### 4.3 Environmental Performance Index (G20)

For our second case study, we use the Environmental Performance Index (EPI), a joint project between the Yale Center for Environmental Law \& Policy (YCELP) and the Center

(a) Angle-Angle ( $\bar{\nabla}=7722$ )


Figure 12: Best cities ranking - Unicriterion netflows
for International Earth Science Information Network (CIESIN) at Columbia University, in collaboration with the World Economic Forum and support from the Samuel Family Foundation and the McCall MacBain Foundation [24]. In order to simplify our data, we decided to use a subset of the provided dataset, composed of the countries of the

G20, excluding the European Union member. We have thus an evaluation table (see Table 8) composed of 19 countries evaluated on 9 criteria: air quality, health impacts, water sanitation, agriculture, biodiversity habitat, climate energy, fisheries, forests, water resources.

Table 8 Environmental Performance Index (G20) - Evaluation table

| Perm |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Country | $\begin{gathered} \text { Air } \\ \text { Quality } \end{gathered}$ | Health Impacts | Water Sanitation | Agriculture | Biodiversity Habitat | Climate Energy | Fisheries | Forests | Water Resources | EPI <br> Ranking |
| 1 | Australia | 98.33 | 100 | 100 | 66.46 | 83.08 | 47.67 | 19.37 | 100 | 92.33 | 3 |
| 2 | Germany | 78.5 | 100 | 100 | 65.31 | 100 | 62.77 | 13.4 | 31.35 | 95,18 | 6 |
| 3 | United Kingdom | 95.82 | 100 | 100 | 66.03 | 70.11 | 54.24 | 0 | 43.06 | 97.93 | 12 |
| 4 | Italy | 80.85 | 100 | 63.51 | 58.87 | 79.77 | 63,41 | 24.93 | 55.41 | 91.44 | 22 |
| 5 | Canada | 97.85 | 100 | 95.9 | 62.52 | 58.4 | 59.85 | 21.54 | 16.64 | 80.42 | 24 |
| 6 | Japan | 84.79 | 99.2 | 100 | 46.48 | 73.53 | 43,54 | 25.34 | 55.41 | 71.26 | 26 |
| 7 | France | 89.44 | 100 | 100 | 65.55 | 54.45 | 49.83 | 0 | 37.94 | 83.8 | 27 |
| 8 | USA | 96.41 | 95.33 | 86.48 | 61.53 | 63.35 | 56.45 | 3.34 | 14.35 | 63,66 | 33 |
| 9 | Saudi Arabia | 84.45 | 94.68 | 83.48 | 92 | 93.7 | 46.63 | 6.43 | 0 | 28.54 | 35 |
| 10 | South Korea | 62.24 | 96.93 | 85.92 | 46.98 | 50.4 | 41.55 | 22.24 | 33.76 | 83.68 | 43 |
| 11 | Mexico | 87.09 | 76.67 | 46.2 | 55.21 | 62.32 | 51.35 | 25.34 | 19.87 | 37.45 | 65 |
| 12 | Turkey | 84.07 | 66.06 | 71.43 | 56.67 | 32.62 | 46.52 | 21.9 | 52.35 | 48.93 | 66 |
| 13 | South Africa | 94.4 | 47.51 | 36.08 | 79.2 | 63.96 | 49.87 | 2.52 | 100 | 27.86 | 72 |
| 14 | Russia | 94.36 | 83.12 | 45.17 | 16.93 | 53.39 | 61.02 | 12.73 | 35.07 | 21.5 | 73 |
| 15 | Brazil | 97.64 | 68.59 | 50.44 | 74.51 | 66.74 | 53.82 | 24.68 | 10.81 | 10.87 | 77 |
| 16 | Argentina | 99.64 | 85.07 | 75.7 | 96 | 44.88 | 16.79 | 15.68 | 0 | 11.75 | 93 |
| 17 | Indonesia | 75.31 | 67.55 | 24.29 | 51.85 | 78.08 | 45.25 | 25.8 | 7.75 | 0.02 | 112 |
| 18 | China | 18.81 | 76.23 | 33.15 | 33.85 | 66.63 | 65.16 | 14.68 | 25.34 | 18.18 | 118 |
| 19 | India | 23.24 | 50.04 | 26.28 | 58.4 | 39.18 | 35,24 | 22.64 | 35.07 | 10.49 | 155 |

Source: [24].

The GAIA plane is represented in Figure 13. We can see that the criteria are separated in three groups. Two of them are clearly opposed: fisheries vs. air quality and agriculture. For instance, Indonesia, China and India have some of the best evaluations regarding fisheries while their scores on air quality and agriculture are amongst the worst of our set. The opposite features can be observed for countries such as UK, Canada, France and the USA.


Figure 13: GAIA plane for the Environmental Performance Index (G20)

For this case, we will analyse the two other combinations: the Netflow-Weight combination for the evaluation table and the Proximity-Proximity combination for the unicriterion netflow table, alongside the two best tables found with our genetic algorithm, as shown respectively in Figures 14 and 15.

The first combination, in Figure 14a does not display any particular structure in the organisation of the evaluations. Indeed, in this case, we have enriched the table by displaying the criteria with the highest weight first. The $\nabla$-indicator reaches a high value (1556) compared to the best found (1619, Figure 14b). However this is a coincidence given that the weights are not linked to the evaluations.

In the second combination (Figure 15a), the alternatives and criteria are ordered depending on their proximity to the decision axis. We can therefore observe that the best countries are located on the top of the table which contributes to the high value of the obtained $\nabla$-indicator (1417).

The best found table (Figure 15b) with a $\nabla$-indicator of 1465 does not seem to hold better ordinal properties. This is explained by the heterogeneous nature of the profiles, as observed in the GAIA plane. When comparing this table with the best one for the evaluations, this heterogeneity is emphasized. A particular example of that statement can be observed for criterion 7 (fisheries) where the evaluations range only between 0 and 25.8 whereas the corresponding unicriterion netflows will range between -0.944 and 1 .

| Crit1 | Crial | Crit3 | Crits | Crlt 5 | Crit9 | Crin7 | Crits | Crit4 | NetFlows |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5837 | 109 | 1 | 10,08 | 47,67 | 51,33 | 19,37 | 10 | 56,46 | 0,525923i |
| 95,72 | 150 | 10 | 70,11 | 54,24 | 9) 93 | 0 | 43,05 | 66,03 | 0,518519 |
| 78,5 | 100 | 290 |  | 62,77 | 95,16 | 13,4 | 31,35 | 65,31 | 0,474074 |
| 97, 5 | 100 | 95 | 58,4 | 59,85 | 30,42 | 21,54 | 16,54 | 62,52 | 0,37963 |
| 80, 35 | - 10 | 63,51 | 79.77 | 63,41 | 91,44 | 24,93 | 55,41 | 50,87 | 0,353703 |
| 99,44 | 100 | - 200 | 54,45 | 49,33 | 既,8 | - | 37,94 | 65,55 | 0,246297 |
| 54,79 | 49,2 | 10 | 73,53 | 43,54 | 71,26 | 25,34 | 55,41 | 46,48 | 0,225 |
| 9561 | 95,33 | 86,4n | 63,35 | 56,45 | 63,66 | 3,34 | 14,35 | 61,53 | 0,161111 |
| 84,45 | M,58 | 83,48 | 43, | 46,53 | 2:1,54 | 6.43 | - 0 | . 92 | -0,02963 |
| 97, 6 | 618,59 | 50,44 | 66,74 | 53,82 | 10,87 | 24,58 | 10,81 | 74,51 | -0,06759 |
| 87.09 | 76,67 | 46,2 | 62,32 | 51,35 | 37,45 | 25,34 | 19,87 | 55,21 | -0,14352 |
| 94,36 | 83,12 | 45,17 | 53,39 | 61,02 | 21,5 | 12,73 | 35,07 | 16,93 | -0,17315 |
| 62,24 | \%6,9\% | 85,92 | 50,4 | 41,55 | 83,6is | 22,24 | 33,76 | 46,98 | -0,18056 |
| 55,34 | 85,07 | 75,7 | 44,183 | 16,79 | 11,75 | 15,6a | 0. |  | -0,18518 |
| 34.4 | 47,51 | 36,08 | 63,96 | 49,87 | 27,85 | 2,52 | 350 | 79.2 | -0,23611 |
| 18.81 | 76,23 | 33,15 | 66,63 | 65,15 | 18,18 | 14,68 | 25,34 | 33,85 | $-0,34517$ |
| 14,07 | 66,06 | 71,43 | 32,62 | 46,52 | 48,93 | 21,9 | 52,35 | 56,57 | -0,3537 |
| 75,31 | 67,55 | 24,29 | 78,00 | 45,25 | 0,02 | 25,8 | 7,75 | 51,85 | -0,51667 |
| 23,24 | 50,04 | 26,28 | 39,18 | 35,24 | 10,49 | 22,64 | 35,07 | 58,4 | -0,75278 |

(a) Netflow-Weight $(\nabla=1556)$

| Criel 2 | Crita | Crits | Crit3 | Crits | Crita | Crlts | Crns | Crib | Netflows |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 98,37 | 83,08 | 300 | 72,33 | 66,46 | 47,67 | - 10 | 19,37 | 0,623326 |
| 100 | 95.32 | 70,11 | 200 | 97,9: | 66,03 | 54,24 | 43,06 |  | 0,518519 |
| 10 | 78,5 | 100 | 1008 | 95,16 | 65,31 | 62,77 | 31,35 | 13,4 | 0,474074 |
| 100 | 80, 15 | 79,77 | 63,51 | 91,44 | 58,37 | 631,41 | 55,41 | 24,93 | 0,353703 |
| 100 | 97, 85 | 58,4 | 95, $\%$ | 80,42 | 62,52 | 59.85 | 16,64 | 21,54 | 0,37963 |
| 100 | 89,44 | 54,45 | 100 | 8188 | 65,55 | 49,83 | 37,94 | $\square$ | 0,246297 |
| 397 | 84,79 | 73,53 | 108 | 71,26 | 46,411 | 43,54 | 55,41 | 25,34 | 0,225 |
| 95,33 | 96,41 | 63,35 | 86,48 | 63,66 | 61,53 | 56,45 | 14,35 | 1,24 | 0,161111 |
| 94,68 | B4,45 | 93,7 | 83,48 | 28,54 | - 92 | 46,63 | - | 5, 43 | -0,02963 |
| 68,59 | 97,64 | 66,74 | 50,44 | 10,87 | 74,51 | 53,82 | 10, 81 | 24,68 | -0,06759 |
| 75,677 | 87,09 | 62,32 | 46,2 | 37,45 | 55,21 | 51,35 | 19,87 | 25,34 | -0,14352 |
| \%531 | 62,24 | 50,4 | 18,92 | 83,6i5 | 46,98 | 41,55 | 33,76 | 22,24 | $-0,18056$ |
| 85, $\mathrm{m}^{\text {P }}$ | 90,6 | 44,88 | 75,7 | 11,75 | 96 | 16,79 | 0 | 15,68 | $-0,18518$ |
| 47,51 | 94,8 | 63,96 | 36,08 | 27,86 | 79,2 | 49,87 | 10 | 2,52 | -0,23611 |
| 66,06 | 184,07 | 32,62 | 71,43 | 48,93 | 56,67 | 46,52 | 52,35 | 21,9 | -0,3537 |
| 83,12 | 94,3t | 53,39 | 45,17 | 21,5 | 16,93 | 61,02 | 35,07 | 12,73 | $-0,17315$ |
| 76,23 | 18,81 | 66,6] | 33,15 | 18,18 | 33.85 | 65,16 | 25,34 | 14,68 | -0,34537 |
| 67,55 | 75,31 | 78,0e | 24,29 | 0.02 | 51,85 | 45,25 | 7,75 | 25,8 | $-0,51667$ |
| 50,04 | 21,24 | 39,18 | 26,28 | 10,49 | 58,4 | 35,24 | 35,07 | 22,64 | -0,75270 |

(b) Best found table ( $\nabla=1619$ )

Figure 14: Environmental Performance Index - Evaluations

## 5 Conclusion

Adequately reordered tables can give us interesting insights into the problems we tackle. This contribution shows how to achieve such results based on the PROMETHEE methodology. Several possibilities of tables have been proposed, taking into account information such as the netflows, the weight or the position of the alternatives and criteria on the GAIA plane.

Furthermore, an indicator has been proposed to evaluate the ordinal properties of these tables and compare them. It also serves as a fitness function for a genetic algorithm that

|  | Crit3 | Crit2 | Crits | Crits | Crit5 | Crits | CritI | Crit 4 | Crin7 | NetFlows |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{\text {A3 }}$ | 0,77778 | 0,722122 |  | 0,333333 | 0,733333 | 0,444444 | 0,444444 | 0,444444 | -0,94444 | 0,518519 |
| A1 | 0,77778 | 0,722222 | 0,77778 | 0,77778 | -0,22222 | 144 |  | 0.555556 |  | 0,625926 |
| A2 | 0,77778 | 0,722222 | Recraig |  | 0.777711 | -0,11111 | -0,55556 | 0,222222 | -0,33333 | 0,474074 |
| 47 | 0,777778 | 0,722222 | 0,555556 | -0,44444 | $-0,11111$ | 0,333333 | 0,111111 | 0,133331 | -0,94444 | 0,246297 |
| AS | 0,444444 | 0,722272 | 0,333333 | -0,33333 | 0,555556 | -0,44444 | 0,77777 | 0,111111 | 0,111111 | 0,37963 |
| 48 | 0,333333 | 0,111111 | 0,111111 | -0,11111 | 0,44444 | -0,55556 | 0,555556 | 0 | -0,66667 | 0,151111 |
| A4 | -0,22222 | 0,722212 | 0,66E667 | Q,66667 | 0,Eseany | 0,722722 | -0,44444 | -0,11111 | 0,666667 | 0,353703 |
| A5 | 0.77778 | 0,331333 | 0,222222 | 0,444444 | $-0,66667$ | 0,722222 | -0,11111 | -0,77718 | 0,1ar33: | 0,225 |
| A9 | 0,111111 | 0 | -0,22222 |  | -0,33333 | -0.94444 | $-0,22222$ |  | -0,55556 | -0,02963 |
| A10 | 0,222222 | 0,222222 | 0,444444 | -0,66667 | -0,77778 | 0 | $-0.7777$ | -0,66667 | 0,331333 | $-0,18056$ |
| A15 | 0 | -0,11111 | -0,66667 | -0,777 | -1 | -0,94444 |  |  | -0,11111 | -0,18518 |
| A13 | -0,66667 | - -1 | -0,33333 | 0 | 0 | 0,54444 | 0,333333 | 0,77778 | -0,7777 | -0,23611 |
| A18 | -0,77778 | -0,44444 | -0,55556 | 0,111111 |  | -0,22222 | -1 | -0,53889 | -0,22222 | -0,34537 |
| A15 | -0,33333 | $-0,55556$ | -0,77778 | 0,222222 | 0,222222 | -0,66667 | 0,6666]7 | 0,856667 | 0,55555i | -0,06759 |
| A14 | -0,55586 | -0,22222 | -0,44444 | -0,55556 | 0,666667 | 0,166667 | 0,222222 | 1 | -0,44444 | -0,17315 |
| A11 | -0,44444 | -0,33333 | -0,11111 | -0,22222 | 0,111111 | -0,33133 | 0 | -0,44444 | 0,11333 | $-0,14352$ |
| A12 | -0,11111 | -0,77778 | 0 | -1 | -0,44444 | 0,555556 | -0,33333 | -0,33333 | 0,222222 | -0,3537 |
| A17 | -1 | -0,66667 | 1 | 0,555556 | -0,55556 | -0,7777 | -0,66E67 | -0,55556 |  | -0,51667 |
| A19 | -0,10859 | -0,888E9 | -0,, 18889 | -0,88889 | -0,83日89 | 0,166667 | -0,88389 | -0,22222 | 0,444444 | -0,75278 |

(a) Proximity-Proximity $(\nabla=1417)$

| Crit3 | Crit2 | Crits | Crits | Crita | Crit 1 | Crit5 | Crit 7 | Crits | Netflows |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0,77778 | 0,722222 | 0,94444 | 0.77778 | 0,555556 | 0,88884 | -0,22222 | 0 | 0,77777 | 0,625926 |
| 0,77777 | 0,722212 | 0,444444 |  | 0,444444 | 0,444444 | 0,333393 | -0,94444 | 0,333333 | 0,518519 |
| 0,77778 | 0,722722 | -0,11111 |  | 0.222222 | -0,55556 | 0,77778 | -0,33333 |  | 0,474074 |
| -0,22222 | 0,722222 | 0,722222 | 0,65fi6e7 | -0,11111 | -0,44444 | 0, | 0,666667 | 0,666667 | 0,753703 |
| 0,444444 | 0,722222 | -0,44444 | 0,333333 | 0,111111 | 0.77778 | 0.555556 | 0,111111 | -0,33333 | 0,37963 |
| 0,77775 | 0,722222 | 0,733333 | 0,555556 | 0,333333 | 0,111111 | -0,11111 | -0,94444 | -0,44444 | 0,246297 |
| 0,77778 | 0,333333 | 0,722222 | 0,222222 | -0,777\% | -0,11111 | -0,66667 | 0,833333 | 0,444444 | 0,225 |
| 0,333333 | 0,111111 | -0,55556 | 0,111111 | 0 | 0.555556 | 0,444444 | -0,66667 | -0,11111 | 0,161111 |
| 0,111111 | 0 | -0,94444 | -0,22232 | 0,aesus | -0,22222 | -0,33333 | -0,55556 | 0,Es | -0,02963 |
| -0,33333 | -0,55556 | -0,66667 | -0,7778 | 0,566667 | 0,6ESifit | 0,222122 | 0,555356 | 0,222222 | -0,06759 |
| -0,44444 | -0,33333 | -0,33333 | $-0,11111$ | -0,44444 | 0 | 0.111111 | 0,E33333 | -0,22222 | $-0,14352$ |
| -0,66667 | - -1 | 293944 | -0,33333 | 0,77778 | 0,333333 | 0 | -0,7778 | $0$ | -0,23611 |
| 0,222222 | 0,222222 | 0 | 0,444444 | -0,66667 | -0,777 | -0,777 | 0,333333 | ,66667 | -0,18056 |
| 0 | -0,11111 | -0,94444 | -0,66667 |  |  |  | -0,11111 | -0,7777 | -0,18518 |
| -0,11111 | -0,7777 | 0,555556 | 0 | -0,33333 | -0,33313 | -0,44444 | 0,222222 |  | -0,3537 |
| -0,55556 | -0,22222 | 0,166667 | -0,44444 | -1 | 0,222222 | 0,666667 | -0,44444 | -0,55556 | -0,17315 |
| -0,7777 | -0,44444 | -0,22222 | -0,55556 | -0.88839 | - 0.1 |  | -0,22222 | 0,111111 | $-0,34517$ |
| -1 | -0,66667 | $-0,7777$ | -1 | -0,55556 | $-0,66667$ | $-0,55556$ |  | 0,555556 | -0,51667 |
| -0.88กี9 | -0,1388 | 0,166667 | -0.12889 | -0,22222 | -0,3ne99 | 0,1 | 0,444444 | -0,838 | -0,75278 |

(b) Best found table ( $\nabla=1465$ )

Figure 15: Environmental Performance Index - Unicriterion netflows
will search for better representations. When comparing the obtained tables, we can note that the results with the $\nabla$-indicators and the ratio $R$ seem consistent.

Indeed, as shown in Figure 16, the combination Netflow-Angle has a ratio $R$ of approximately $95 \%$ in most cases. This is mostly due to the size of the used dataset. For the best cities ranking, the high number of alternatives will have a greater impact on the $\nabla$ indicator whereas in small sets, such as the EPI, the position of the criteria can have more influence, especially when they are conflicting with the decision axis. The same statement applies for the Netflow-Weight and Proximity-Proximity combinations.

|  | Beat citien ranking nuthet |  |  |  | Sast ciliea ranking |  |  |  | Emirunmental Performance inder |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Eneluations |  | Unicritarion flown |  | Lvalastions |  | Unierinterian fiews |  | Evaluationt |  | Unimitarion fiows |  |
|  | Natis | $\pi$ | Natia | $\pi$ | Natio | I | Nustio | n | Nabla | $\pi$ | Nath | \% |
| GAEat | E21 | 1008 | 603 | 4 H | 11515 | 5 | 1273 | 100000 | 1629 | 1500 | 14.3 | nas |
| baw Wort | 129 | 0,00w | 205 | -1, | 2 Ea | 00\% | 3199 | gin | 543 | E, icis | 818 | 0,000 |
| Wethlow-Antis | 63 | Prame | St9 | D5480 | 13149 | 163 | $11 \times 5$ | 7621 | 1792 | 72,74x | 2030 | 34,62 |
| WethomWeidit | 513 | 76958 | 597 |  | 12959 | 94580 | 13186 |  | 1556 | 81204 | 1971 | 30, E5N |
| Ande-Anyle | 424 | 组,125 | 138 | 45,90x | 762 | 4445x | 7722 | 4, 4,314 | 1176 | 54.618 | 1716 | 38.57x |
| Prai-Prax | 611 | 34,574 | 567 | 30,956 | $12 \mathrm{k} 5^{5}$ | 2106 | 12273 |  | 1502 | [1515x | 1417 | 92348 |

Figure 16: Comparison of the obtained results based on the $\nabla$-indicator and the ratio $R$
For the Angle-Angle combination, it is interesting to note the values are all close to $50 \%$. This is in accordance with the way these tables are built. Scanning the GAIA plane and going from the best to the worst to the best alternatives ensures that only half of the table will respect the ordinal properties that we defined for the $\nabla$-indicator. All the tables used for these computations are available in the appendices (see Sections A, B, and C).

To the best of our knowledge, this is the first attempt at reordering tables using multicriteria information. This study has shown that multicriteria-enriched tables can still hold interesting ordinal properties. This could be easily generalised to other methodologies. Instead of netflows, other aggregators could be considered.
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## Appendices

## A Best cities ranking subset


(a) Netflow-angle

(c) Angle-Angle

(b) Netflow-Weight

(d) Proximity-Proximity

Figure 17: Visualisation - Best cities ranking subset - Evaluations

(a) Netflow-angle

(c) Angle-Angle

(b) Netflow-Weight

(d) Proximity-Proximity

Figure 18: Visualisation - Best cities ranking subset - Unicriterion flows

## B Best cities ranking



(b) Netflow-Weight
(a) Netflow-Angle

Figure 19: Visualisation - Best cities ranking - Evaluations

(c) Angle-Angle

| Ond | OH3 | Om? | cats. | Ofle | (0n) | fertly |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N: | 91, |  | 3i1 | 0 | 0,6etre |
| 81.3 | 3,4 | 5 L | Es, | 51 | - ${ }^{5}$ | MStzena |
| 5 | 43,1 | B,3 | 5 | 47,3 | 8 | Bgates |
|  | 30,3 | $5 \times$ | Wis | 64 | $\square$ | Arell |
| 923 | 31.8 | T- | * | 64.7 | 45 | 0.93430 |
| +47 | 728 |  | K | 63,7 | as | 9, wanct |
|  | 85 | E2,5 | 9 6 | 75 |  | A |
| Fe | 4,4 | cos 5 | wes | 41,3 | 35 | nevars |
| $\pm$ | 4,4 | \$1.2 | K | \$5, 1 | 4 | Q (2) ${ }^{\text {a }}$ |
| 31. | 4 ma |  | En | c2,5 | as | greent |
| 813 | 72.2 | 087 | E. 3 | 51.5 | - | Hismen |
| 12, | x23 | 15 | - 5x | 723 | - 0 | 9, |
| V00 | 01.6 | 81.3 | nu | Sex | 40 | e,4imer |
|  | 318 | 89.4 | $x$ | 67.3 | as | Stexis |
| 233 | 02.5 | 50,3 | ma | 45 | 63 | Qibins |
|  | 81.7 | 91, | $8 \times 3$ | 651 | $\pi$ | 0,51744 |
| 1 | 13 | Kı | ait | 843 |  | बग7 |
| 8 | 92 | 01.5 | 28.3 | 527 | 8 | 0.5473 |
| +09 | men | Tis |  | St7 | 40 | 871.0i\| |
| E | ata | ivi | ses | 513 | - eo | - ${ }^{\text {cosers }}$ |
| B | *)2 | En5 | mu | 725 | \% | eversa |
| B40 | 327 | 195. | Bys | 51 |  | Espas? |
| ter | 317 | 3 mb |  | 4 c 7 | n | 0,415936 |
| n. 7 | 515 | 70.1 | 438 | 54.3 | 65 | Q21723 |
| 15 | Es | 88, 5 | Asy | 43 | 70 | 0,12cet2 |
| 13 | 517 | 01.3 | 32.3 | 4, ${ }^{3}$ | E5 | ontiber |
| 11 | wi | 81.3 | 87, ${ }^{4}$ | 43 | Es | Qutis? |
| 31, | $\underline{14}$ | 87.5 | 484 | 417 | no | aresis |
| tivi | 023 | \%t | 71.3 | 3, | s | axym |
| 831 | 76.6 | min |  | $46]$ |  | artasis |
| 91.7 | k, ${ }^{1}$ | 667 | \% | 473 | 60 | -apesos |
| 83 | 201 | 50. | 95, | 31 | $\pi$ | - caper |
| $\pi$ | B,7 | $6 \times 7$ | 45.4 | Ex | 45 | -904ise |
| \% | may | 718 | 8,1 | 3 | k | 2asmes |
| 667 | 303 | mas | 66.1 | \$0.4 | 60 | apess |
| 667 | 6ts | 0.7 | 42.1 | 27.7 |  | 2.12373 |
| 7 | 4t, 5 | 43 | SE.9 | ses | 58 | -2.twas |
| 317 | 67, 8 | 62.5 | 75 | 3,5 | 80 | armes |
| 8 | 7, | 41.7 | 687 | 31,1 | 30 | -a,2en3 |
| 66.7 | 7, | 20.5 | 64,3 | 596 | 3 | -avast |
| 483 | $\cdots 8$ | 52.3 | 63.4 | 465 | $s$ | 9.17174 |
| 667 | 68,7 | 62, 1 | M2, | des | 5 | 0.085957 |
| 66.7 | 8 | 20,5 | 3 | 23 | 5 | -emas |
| 40 | 353 | 20.5 | n* | 545 | 50 |  |
| 687 | 24,3 | $6 \times 1$ | 6, 1 | 34.7 | 8 | fursiz |
| 68.7 | 38,3 | 54 | 51.18 | 32,1 | 40 | -a.asi |
| 83.3 | H15 | 6.7 | 71,4 | 44 | 35 | -a.1435 |
| 687 | 38.7 | ess | 518 | 485 | 20 | As7391 |
| T | 7 | 6,5 | 5 | 46,1 | 56 | -0.0473 |
| 53 | 48 | 90 | 673 | 47.5 | 55 | -avens |
| 53 | 54,9 | 45,8 | 515 | 48,2 | 55 | 4,4471 |
| 83 | 7,4 | \% | 50 | 393 | 78 | - 0 , 9 ¢07 |
| 60.7 | 61,1 | 62,5 | N: | 43,9 | 16 | -0.172es |
| 667 | 68,2 | 4e3 | 64.3 | 46,1 | 60 | 0.3 |
| 687 | 80.3 | 45, | 57.1 | 47, 3 | se | - |
| 7s | 2,1 | 75 | 57, 1 | 35 | 5 |  |
| 687 | 483 | as, | 42.3 | 31,3 | 40 | -fiser |
| 427 | 483 | 181 | 75\% | 9,7 | 18 | bomse |
| 58.3 | 6e, 9 | 45.8 | 607 | 43,3 | 65 | 0.any |
| 583 | 51,7 | 54.2 | 51.4 | 34.4 | 55 | acmas |
| 50 | S4,2 | 45, ${ }^{\text {a }}$ | 53.6 | 3, | 25 | A mata |
| 4.7 | 3,2 | 50 | S14 | 365 | 15 | avmes |
| 383 | 32,3 | 3, ${ }^{\text {a }}$ | cel 2 | 23, | 25 | Alather |
| 687 | 53 | 108 | 3 m | 17,3 | 3 | amerat |
| 657 | 25,5 | 50 | 2.3 | 25,1 | 51 | -avesy |
|  | 34, | 0,5 | 685 | 36.3 | Se | -a sact |
| 54 | 54, ? | 41,7 | 375 | 72\% | 58 | ATEs41 |
| 41.7 | 38,7 | 15,5 | 5 Sa | 21.7 | 6 | -7,6a3s |
| 543 | 48,3 | 32,5 | 51.6 | 24,8 | 60 | artyr |
| 15 | 蹔, 3 | 58, 3 | 548 | 768 | 18 | deatrs |

(d) Proximity-Proximity

Figure 19: Visualisation - Best cities ranking - Evaluations (cont.)


(a) Netflow-Angle
(b) Netflow-Weight

Figure 20: Visualisation - Best cities ranking - Unicriterion flows

|  | Oint | Dats | cati | Cals | Cath | Olit | Herthes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| As | Q2unde |  | axtw | AEALE | D，402？ | कगmes | Dram |
| A15 | enjuse | 8xyas | Q¢73E | －42mes | Dstry | 87ut45 | 14，${ }^{\text {atus }}$ |
| AS | 8．97esti | We | ubaist | ［1944im | dypicas | a，tmas | 8／7＞\％ |
| ${ }^{\text {a }}$ 速 | cratas | ग4x763 | gaver | 807661 | 87246x | 6，730tes－ | averiss |
| 2 a | EMEtat | DakTEP |  | dunses | l0sules | a，hmes | D－ray |
| 418 | 6．833 |  | 0．27362 | cazaso | 0572m | evimat | Datsins |
| ANS | Qusker | 0，31831 | － C （masy | －Qaman | ajasess | ＂therse | 8， 2 cent |
| 271 | ecriva | dkras | geatay | －averer | 052172 | arnenas | 6，391548 |
| 428 | 88 mlim | e231834 | gevise | －ayms | axa313 | fylas： | 6．11957 |
| As | A，matz | gasess | Q．315］ | axa39 | amsum | 0.30484 | expers |
| A33 |  | 6．aveal | 包31at | cmas | 0xy179 | bricias | อ＞50\％ |
| A3 | Quxelz |  |  | －amsw | －4az＊s9 | 日，¢06\％57 | 0．374819 |
| AHI | e，mhatis | Qximet | －акл97 | amais | Q35438 | numust | －atas |
| A39 | －1973st | etssay | caswa | － 4 ames | gastsri | －21493 | －apases |
| dsa | －0．05797 | atsma | DExisy | H0975 | －ussis | A asstr $^{\text {a }}$ | －123rs |
| 437 | －0， 20085 | atanses | cunaca | －4．4725 | －4．3095 | Ramese | －41304 |
| A34 | －0．36087 | d．tsse2 | eerime | 2．17915 | －avars | －4637 | apseas |
| 497 | 4．25085 | －4．57s7 | B6z31m | Avrios | －atay | －0，4637 | axars |
| 483 | －－06731 | －aveer | аग³61 | －6．154 | －213049 | Q4ern | －－1．373 |
| 433 | －0．26085 | －0．05797 | axpaca | －apeves | －bames | －0．3＊33 | －406783 |
| A44 | 0，144938 | －0．7atz | －mase | －2，7w5 | －uspar | samess | 4 Hin m |
| A3） | e．24am | gevmas | ¢дтag | e．jein？ | earess | e463？ | 4 417243 |
| N85 | 0．14935 | －4．617 | －27536 | eskst | －ginset | Q24473 | －apane |
| 23 | 2，9754 | －45174 | atase | －rystos | －6sm | 8，4203 | －066as |
| 464 | casays | －0，593 | －02536 | aptsir | －93104 | 9．734 | 47137 |
| An | －4，${ }^{\text {a }}$ | avecas | acatie | －daves | －asme | e，24903 | －6aym |
| 風 | －tasica | －23304 | 9，mate | －प\％rae | －asver？ | －itwser | 4．7651 |
| AE9 | －0．3059 | －1781 | A 8175 | －56ses | －6xast | 日utses | －4，34167 |
| Nat | －05982 | －xatsy | Q4rat | －quates | －2，5806 | －0．asim | －0／4asi |
| A5I | －1 | 834im | Qatiens | －1 | ampar | －a＊s3r |  |
| Als |  | －－2ays | सीt6r | asayes | arsioy | ） | －9235 |
| A59 | －0．502 | －0．57174 | aspen | －0．eras | －trsacs | －198per | －0．5763 |
| A 67 | －93346 | e，teva | etriest | －evaip |  | －HEsvar | 4Tasa |
| A57 | －0．6714 | －ekrses | eares | －14＊988 | －4．391 | 4unes | asams |
| A53 | 4， | －I3NEEI | －13n3 | －2，1834 | －asar2s | 4rnas3 | －wis73 |
| Acs | －198591 | －1 | －2，a316 | －9393 | 930．001 | ［5］73 | －－624］ |
| A62 | －4，r2asa | －amace | －9／aptar | Andela | 0.26638 | －0，4EM？ | －0．547 |
| ase | －－7rast | －0，6771 | － 0 cata | －．31834 | － 6.492 | －0，4E377 | －0．5318 |
| 48 | e43478 | 0，31354 | －0．753s | －pates | －eazus | －4aEm | －43 |
| A53 | －3／Juet | －0．894 | －2atres | enispa | S73in4 | 47945 | －4， 4 47 |
| $4{ }^{4} 1$ | －2，590 | －21739 | － | （amasa | 4．2356 | 473013 | －4，30nse |
| A65 | －77454 | dipas | 1 | 8173943 | chtint | －4ak3n | －a＞701 |
| 482 | －40srst | －4，13043 | －0．4736 | a．1n99 | 0.014431 | coasees？ | －0，34est |
| 257 | －0，57174 | atycas | a．jn36 | a，3mes | －4．62＋19 | －बसur］ | －2．2ment |
| A61 | －0．20en |  | －e，aris |  | 1 | －Maskn？ | －4．r32 |
| ＊＊0 | －0， 3 m 7 | ermat | flatis | 0.01300 | a，391304 | ［1004357 | －2，1774 |
| ASE | axies？ | －47154 | －i，escit | дipacr | －0．7346 | －－＜s37 | －anka |
| ASA | ameast | qurat | －savess | 8．37ter | －ap39s | －0．14458 | e．7sces |
| 446 | －0．3478 | －04908 | －64788 | 6katk | －0．5237 | －14493 | －e，17529 |
| ${ }^{\text {A36 }}$ | 0,072464 | apseer | －，27as | B．atisa | 0．5sm7 | A＊517 | ansses |
| ＊${ }^{\text {d }}$ | －0．57\％ | －4．cwar | Q3\％7 | 9xim | Qinapos | Q14493 | －c，0425 |
| A35 | －0．15797 | －ammy | －2725 | acaviec | 8.15942 | 4，304348 | －00966 |
| A27 | 8，183046 | Q．31854 | －0，13043 | 6．530232 | e，11spaz | d，apesat | 0.3172 |
| A88 | 0，3）6az | Qutaper | －．${ }^{\text {a }}$ | 0．971ut： | D．9\％6\％ | B7nus | Bevec |
| ＊）${ }^{\text {d }}$ |  |  | －apav | Baxulr | 85279 | ＊730tas | Q，5riala |
| N28 | P376：12 | Qusias？ | －0，13063 | B．11562 | 6，11534 | epnors | Q．3035 |
| A11 | 0，376at | gemat | Аг¢36］ | क．3）way | esp1r9？ | 6，73044 | 0．3enti |
| 489 | 0．31334 | Aac3ice | axman | okyila | e．34637 | enmat | 8，43878 |
| A | Cevier | \％eant | azmag | a－kycis | 82：87 | D．3064 | 874076 |
| 430 | －905r9\％ | e．tisas | garsas | аख34 | 2．2179 | apees？ | 81206 |
| 29 |  | eacsics | Heates | 07wals | （52\％C8 | a，so43es | 2．tore |
| A14 | 8¢2189 | 10485 | tysum | aseaz17 | arates | a7mas | 0．4163 |
| 413 | 0.370818 | тамия | navis | grames | пJaEs | Q7ala | 9，75 |
| A | Q3x4r | nhicsa | n－miks |  | ausest | ariples | a，hies |
| 4 | devert | eistoral | B6atse | aramm | cethes | antue | ateoter |
| ${ }_{4} \mathrm{~A}$ | a cuaty | eaterx | burise | wlats | H2， 87 | 0．30434 | 8．nvx |
| ${ }^{43}$ | Q2mil | exama | ［pawhe | axaver | BER13 |  | － |
| 49 | Q231884 | －15i97 | Aescris | ganeses | athtis！ | －414493 | a．attos |
| 418 | quztic | nutsen | ackitar | a44715 | वracter | 0．pecast | 0．512＊＊ |
| A17 | Q673 | а asply | ब77599 | 0.3697 | Qrater | 9r1 | nowsmer |

（c）Angle－Angle
（d）Proximity－Proximity

Figure 20：Visualisation－Best cities ranking－Unicriterion flows（cont．）

## C Environmental Performance Index (G20)


(a) Netflow-angle

(b) Netflow-Weight

(c) Angle-Angle

(d) Proximity-Proximity

Figure 21: Visualisation - EPI - Evaluations

(a) Netflow-angle

(b) Netflow-Weight

(c) Angle-Angle

(d) Proximity-Proximity

Figure 22: Visualisation - EPI - Unicriterion flows

## Résumé

Ces dernières décennies, l'industrie en microélectronique s'est astreinte à suivre la loi de Moore pour améliorer la performance des circuits intégrés (Integrated Circuit, IC). Cependant, il sera sans doute impossible de suivre cette loi dans le futur à cause de limitations physiques apparaissant avec la miniaturisation des transistors en-dessous d'un certain seuil si aucune innovatio n'a lieu. Afin de surmonter ce problème, de nouvelles technologies ont émergées, et parmi elles les circuits 3D (3DStacked Integrated Circuit, 3D-SIC) ont été proposés pour maintenir l'évolution de la loi de Moore. Les 3D-SIC peuvent apporter de nombreux avantages dans le design des futurs IC mais au coût d'une complexité de design accrue étant donné leur nature fortement combinatoire, et l'optimisation de plusieurs critères conflictuels. Dans cette thèse, nous présentons une première étude des outils qui pourraient aider dans le design de 3D-SIC, en utilisant l'optimisation multi-objectifs (multiobjective optimization, $M O O$ ) et l'aide multicritère à la décision (multi-criteria decision aid, MCDA). Notre étude vise l'une des problématiques principales dans le design de 3D-SIC : le partitionnement avec estimation du floorplanning en tenant compte de plusieurs objectifs. Cette thèse montre que l'utilisation d'un paradigme multicritère peut fournir une analyse pertinente et objective du problème. Cela peut permettre une exploration rapide de l'espace de design et une amélioration des flots de conception actuels étant donné qu'il est possible de fournir des informations qualitatives et quantitatives par rapport à l'espace de design qui ne seraient pas disponibles avec les outils actuels. De même, de par sa flexibilité, la MOO peut tenir compte des multiples degrés de liberté des 3D-SIC, ce qui permet plus de possibilités de design qui ne sont généralement pas prises en compte avec les outils actuels. De plus, les algorithmes développés peuvent montrer des propriétés de robustesse même si le problème est complexe. Enfin, appliquer l'aide multicritère à la décision pourrait permettre aux designers de faire des choix pertinents selon un processus transparent.

