




A mon Grand-Père et Parrain

To Education





Acknowledgements

Writing a thesis is a long journey. It starts with a passion for knowledge and science,

which is then turned into a set of practicable research ideas, and �nally worked out

into a useful and original piece of information to be made available and hopefully

helpful to the global community. I did not travel alone.

I owe my original passion for learning to my family environment. I thank my

family, in particular, my Parents, Grandparents, and Aunt for the continuous sup-

port they gave me in many aspects of life, and for respecting my choice of pursuing

academic research.

I owe my perseverance and my energy to my Beloved. Without you, I would not

be who I am. For all your attentions, for your love, for your faithfulness, for your

gentleness and patience throughout this hectic journey: thank you.

I owe the quality of this thesis work to the many Colleagues and Professors who

willingly dedicated their time to comment and challenge my ideas and papers. My

�rst debt is towards my thesis Co-Directors. Ariane�s energy, speed of thought and

continuous support were instrumental in guiding my work and keeping me on realistic

and promising research tracks. Daniel�s critical acumen, perfectionism and scienti�c

vision forged my research skills.

I am extremely thankful to Ariane Chapelle, André Farber, Hugues Pirotte,

Khalid Sekkat, Ariane Szafarz and Bruno Van Pottelsberghe for convincing me to

join the Solvay Brussels Schools of Economics and Management as a member of the

research sta¤, and for helping me gaining con�dence in my research ideas. I would

like to particularly thank the numerous Academics and Professors outside my thesis

jury who regularly fed me with comments and suggestions and believed in my project,

such as Marek Hudon, Marc Labie, Pierre-Guillaume Méon, Kim Oosterlinck.

A very special thanks as well to Michel Beine and El Mouhoub Mouhoud for

iii



Acknowledgements

the discussions on remittances and migration, to Estelle Cantillon for her constant

support, to Catherine Dehon for her numerous tips and advices on econometrics, to

Mathias Dewatripont for his regular feedback and guidance in research, to Hugues

Pirotte for his active support on both content and form, to Joseph Sadis for con-

tinuously trusting and encouraging me, to Ariane Szafarz for carefully reading and

challenging my research pieces, to Ibrahim Warde for teaching me my �rst course in

Islamic Finance in London in 2004, and to Laurent Weill for our exchanges about a

promising �eld of research.

I thank my Professors of the D.E.A.1in Management Science of the C.E.B. (Centre

Emile Bernheim), and of the D.E.A. in Quantitative Economics of E.C.A.R.E.S.

(European Centre for Advanced Research in Economics and Statistics). I also enjoyed

and learned a lot from the Seminar on �Globalization and Development� at the

Kiel Institute for the World Economy, where I was taugth by Hillel Rapoport (Bar-

Ilan University), James A. Robinson (Harvard University), Finn Tarp (University

of Copenhagen), Je¤rey G. Williamson (Harvard University) and L. Alan Winters

(University of Sussex).

Amongst my Fellow Researchers, I want to thank Elena Arias, Katja Brunk,

Gaétan de Rassefosse, Benoît Dewaele, Benjamin Lorent, Charles Mathias, Jeo¤rey

Malek Mansour, Alexandre Petkovitch, Eleftherios Sapsalis and Ritha Sukadi for the

very good working atmosphere and the fruitful mutual assistance. I may also not

forget the precious support, being practical, administrative or human, of Aurélie

Rousseaux and Véronique Lahaye, throughout the preparation of this research piece.

I am very grateful to Marc Deschamps, entrepreneur and visionary of my native

region, who once back in 2003 triggered my interest in Islamic Finance. He made it

possible for me to become acquainted with leading Academics in the domain such as

Professors Ibrahim Warde and Samuel Hayes (Harvard Business School), who further

encouraged me to start my research. I thank Mohamed Boulif for sharing with me

his long experience and large expertise in Islamic �nance.

I am also thankful to my previous employer, McKinsey & Company, for valuing

my choice to join the University, for giving me an extremely valuable exposure to

the industry I am researching on, and for continuously caring about my professional

1Diplôme d�Etudes Approfondies.

iv



Acknowledgements

development.

I owe a lot to my Alma Mater, the Universté Libre de Bruxelles, for the noble

spirit and values it continuously transmits to people.

I thank the French Community of Belgium, the Banque Nationale de Belgique

(B.N.B. - N.B.B.), the Centre Emile Bernheim (C.E.B.), the Faculté des Sciences

sociales, politiques et économiques (SOCO) of the Université Libre de Bruxelles

(U.L.B.), the Fondation Marie-Christine Adam, the Fonds National de la Recherche

Scienti�que (F.N.R.S.), and the Union des Anciens Etudiants New York (U.A.E. New

York), for granting �nancial support and allowing me to present my work in numerous

international conferences.

Finally, I thank my so dear Friends for always being there, in the di¢ cult as in

the good times.

I wish the reader may take pleasure in travelling with us throughout the following

pages.

v





Executive Summary

The thesis analyzes macro-economic determinants and roles of �nancial sector devel-

opment.

The literature argues that the size and e¢ ciency of both banking systems and

�nancial markets - the two major components of a �nancial system - matter for

economic development. In the same vein, the quality of �nancial institutions and

regulations are instrumental in the construction of a strong �nancial system.

We study several aspects of �nancial sector development in relation to three recent

phenomena, namely, the rise of Islamic banking and �nance, the increasing interest

for emerging stock markets, and the growing remittance �ows.

This thesis is made up of three essays.

The �rst essay extends the literature on the determinants of �nancial sector devel-

opment, from the angle of culture. We show that, on average, Islamic �nance favors

the development of the banking sector in Muslim countries. We provide evidence that

several countries have indeed been successful in launching a new, Shariah-compliant,

banking system, while not harming the existing, conventional, banking sector. Our

empirical analysis uses a newly-constructed original database on the size and perfor-

mance of Islamic deposit banks globally over the period 2000 to 2005.

The second essay focuses on stock markets, in particular, the less-studied emerging

equity markets. We con�rm traditional literature �ndings on unconditional stock

returns, over a panel of 53 Major and Frontier markets. Mainly, volatility is high,

big surprises happen, and return correlations with the rest of the world are low but

have been rising over the last decades. In spite of large di¤erences in market size and

liquidity, Frontier market returns are qualitatively similar to Major markets�, except

correlations, which are lower in Frontier markets. At current correlation levels, the
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Executive Summary

latter continue to bring substantial diversi�cation bene�ts to international investors.

The last essay examines the relationship between remittances and economic growth.

It con�rms that remittances are important for developing countries as they stimulate

domestic investment. It then demonstrates, theoretically and empirically, that im-

proving the access to bank deposit accounts is crucial to channel remittances to more

productive uses. This is even more true when the access to international borrowing

is costly.

The 2008-2009 �nancial crisis has propelled the improvement of �nancial systems

to the top of policymakers�agendas. Our work contributes to a better understanding

of the importance of �nance in economic outcomes. It also brings a novel perspective

on the determinants of �nancial systems.
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Executive Summary (French)

Notre thèse a pour objet l�étude des déterminants et des rôles macro-économiques

des secteurs �nanciers dans le monde.

Selon la littérature scienti�que, la taille et l�e¢ cacité des systèmes bancaires et

des marchés �nanciers � les deux composantes principales d�un système �nancier �

sont importantes pour le développement économique. Il apparaît également que la

qualité des institutions et des régulations �nancières contribuent à la création d�un

système �nancier fort.

Au travers de trois essais, nous examinons plusieurs aspects du développement

du secteur �nancier, qui sont en relation avec trois phénomènes récents; à savoir: la

croissance de la �nance islamique, l�intérêt grandissant pour les marchés boursiers

émergents, et l�augmentation des �ux de transferts de fonds des migrants.

Dans le premier essai, nous nous intéressons aux facteurs culturels comme déter-

minants des secteurs �nanciers et, en particulier, au rôle de la religion musulmane.

Nous montrons que, en moyenne, la �nance islamique favorise le développement du

secteur bancaire dans les pays musulmans. Plusieurs pays ont en e¤et réussi à dévelop-

per un nouveau secteur bancaire compatible avec la Shariah, sans porter ombrage au

secteur bancaire non islamique avec lequel il co-existe. Notre analyse empirique est

fondée sur une base de données nouvelle et originale. Celle-ci a pour intérêt de fournir

des indicateurs de taille et de performance des banques islamiques de dépôt dans le

monde, pour la période 2000-2005.

Dans le deuxième essai, nous explorons les rendements inconditionnels obtenus sur

les marchés boursiers, en particulier les marchés émergents d�actions. Notre analyse

d�un large panel de 53 marchés émergents �Majeurs� et �Frontières� con�rme les

résultats traditionnellement observés dans la littérature. Ainsi, pour l�essentiel, les
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Executive Summary (French)

deux types de marchés sont volatils et émaillés d�événements extrêmes. De plus,

les rendements des marchés émergents sont faiblements corrélés avec ceux du reste

du monde, même si ces corrélations ont augmenté au cours des derniers décennies.

Malgré d�importantes di¤érences en terme de taille et de liquidité, les rendements sur

marchés �Frontières�sont qualitativement similaires à ceux des marchés �Majeurs�,

à l�exception des corrélations. Ces dernières sont en e¤et actuellement plus faibles

dans les marchés �Frontières�, qui continuent dès lors à o¤rir d�importants béné�ces

de diversi�cation aux investisseurs internationaux.

Dans le dernier essai, nous examinons la relation entre les transferts d�argent des

migrants et la croissance économique. Nous con�rmons l�idée que les transferts de

fonds des migrants sont importants pour les pays en voie de développement. Mais

surtout, nous démontrons, de manière théorique et empirique, qu�il est crucial de

faciliter dans ces pays l�accès aux comptes de dépôt bancaires, a�n de transformer

une plus grande part des transferts des migrants en investissements productifs. Ceci

est d�autant plus vrai quand l�accès aux autres sources de capitaux internationaux

est coûteux.

En conclusion, la crise �nancière de 2008-2009 a fait de l�amélioration des systèmes

�nanciers la priorité de nombreuses politiques économiques. Dans cette perspective,

notre travail apporte une contribution à une compréhension plus �ne de l�importance

de la �nance pour l�économie, ainsi qu�une vision novatrice des déterminants des

systèmes �nanciers.
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Chapter 1: Introduction

1.1 Foreword

Since the early days of the modern economic world, there has been a passionate de-

bate on �nancial systems and their usefulness for people. Nevertheless, a striking

dichotomy remains, until today, between the important functions played by �nan-

cial systems at both macro- and micro-economic level, and the oftentimes relatively

negative image of �nance in many parts of the globe.

We therefore decided to focus our research on the macro-economic roles of �nancial

systems, as well as on the potential determinants of �nancial system development.

For a long time, international agencies such as the World Bank and the International

Monetary Fund have engaged large and notable e¤orts towards better measuring,

understanding, and recommending about �nancial systems roles and reforms around

the world. The 2008-2009 global �nancial crisis could only further underline the need

for a deeper understanding of potential causes and consequences of �nancial system

development, and propelled the topic at the very top of policymakers�agendas.

An extensive literature exists on the topic. The bottom-line of it is that insti-

tutions matter for �nancial system development, and that �nance fosters economic

growth1.

In this thesis, we contribute to the existing literature by studying �nancial sys-

tem development in relation to three recent macro-economic phenomena. Two of

them concern �nancial systems determinants; the last one relates to consequences

of �nancial systems. First, we test whether culture, through Islamic Finance, can

a¤ect the level of �nancial system development. Second, we analyze two key micro-

determinants of an international stock investment in emerging markets, namely, risks

and returns. Finally, we examine how the level of �nancial development mediates the

impact of remittances on economic growth in receiving countries.

This introductory section exposes a few important de�nitions, provides a quick

overview of the current state of the scienti�c debate, highlights some contributions of

this thesis to current research challenges, and �nally, describes the structure of this

work.

1Several authors also document the fact that countries with a higher level of �nancial development
experience faster reduction in poverty levels (see, for example, Beck, Demirgüç-Kunt and Levine,
2007, and World Bank, 2007). Finance would thus be not only pro-growth, but also pro-poor. Our
thesis focuses on the the �pro-growth�part of the story.
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Chapter 1: Introduction

1.2 Starting de�nitions

The object of our research is �nancial system development. Along the chapters

of this thesis, we relate �nance to the concepts of economic development, and

society�s culture.

A �nancial system is a set of elements through which capital from savers (e.g.,

households with a surplus) is allocated to users of funds (e.g., investors willing to

fund a project). The �nancial system performs an intermediation function, through

either institutions (banks or institutional investors such as pension funds, insurance

companies and mutual funds), or securities markets (such as stock or debt markets).

These aspects of a �nancial system can be more or less developed from a country to

another. Usually, bank intermediation dominates in emerging countries. The need of

an intermediation arises from the existence of transaction costs and asymmetries of

information. In the presence of such �market frictions�, �nancial systems ful�l �ve

major functions2, i.e., they help

1. ease the exchange of goods and services through the provision of payment ser-

vices;

2. mobilize and pool savings from a large number of investors;

3. acquire, produce and process information ex ante about enterprises and possible

investment projects, thus allocating society�s savings to its most productive use;

4. monitor, ex post, investments and exert corporate governante after providing

�nance; and

5. facilitate the trading, diversi�cation, and management of liquidity and intertem-

poral risk.

The literature has developed a series of indicators of �nancial system develop-

ment. Those are usually classi�ed into three broad categories, i.e., size, e¢ ciency,

and reach. Size indicators, such as �Private Credit by Deposit Money Banks�, �Bank

Total Domestic Assets�or �Stock Market Capitalization�, usually scaled to country

2See, for example, Beck (2009) or Levine (2005).
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GDP, capture the depth of the �nancial system (be it of intermediaries or securi-

ties markets). E¢ ciency measures, such as �Banks Overhead Costs to Total Assets�

or �Stock Market Turnover Ratio�3, document the cost e¢ ciency, or liquidity, with

which �nancial services are delivered to the marketplace. Reach indicators, such as

the �Number of ATMs per 100,000 people�or �Number of Listed Firms�, measure

the extent to which the �nancial system is accessible for the population, people or

�rms, as a whole4. Amongst those measures, the size indicators display the largest

availability and history, with yearly data from 1960 over a large panel of developed

and developing countries.

Financial system development refers to the ability of �nancial intermediaries

to reduce transaction costs and ameliorate information. Although most of the above

indicators are not directly measuring the e¤ect of �nancial systems on transaction

and information issues, higher values of those indicators are usually interpreted as

indicating higher levels of �nancial system development. This is the view we accept

in the present work.

Financial systems cannot be abstracted from institutions that allow them to

operate. Institutions can be de�ned as �a set of rules, compliance procedures, and

moral and ethical behavioral norms designed to constrain the behavior of individuals

in the interest of maximizing the wealth or utility of principals�5 (see, for exam-

ple, North, 1981; Glaeser et al., 2004). The most obvious institution necessary to

the well-functioning of a �nancial system is law and regulation. Indeed, �nancial

intermediation creates contractual claims between individuals and companies. This

requires to de�ne, protect and enforce rights and duties of investors (creditors or

shareholders) vis-à-vis debtors. In the same vein, an e¤ective prudential regulation

and supervision of �nancial intermediaries is essential to ensuring a stable and healthy

�nancial system. Other important institutions are those allowing information shar-

ing amongst economic agents, such as credit bureaus or credit registries. The role

of those institutions - public or private - is to collect information on credit histories

3 I.e., the total value of stocks traded over the year, divided by total market capitalization at the
beginning or end of the year.

4For a review of �nancial sector data, see Beck et al. (2008), or Beck, Demirgüç-Kunt and Levine
(2000), and Beck and Demirgüç-Kunt (2009).

5The two essential aspects of institutions are the constraints on government, and a permanent or
durable character of these constraints.
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and current indebtness of various borrowers, and share it with lenders (see Djankov,

McLiesh and Shleifer, 2007).

Another aspect of our work concerns economic development. This concept lies

at the crossroads of the notions of economic growth and human development.

Economic growth is de�ned by the World Bank as the �quantitative change or

expansion in a country�s economy�.

The notion of economic development evolved through time from a purely quanti-

tative concept, similar to economic growth, to a quantitative and qualitative concept,

similar to human development. The latter view includes in the de�nition elements

such as the quality of human resources (education), social aspects of the society (e.g.,

maldistribution of income, disintegration of the family), and environmental issues

(e.g., destruction, pollution). In spite of several imperfections, the most commonly

used indicator of economic development is the percentage increase in gross domestic

product (GDP) per capita or gross national product (GNP)6 per capita during a

given year7.

Finally, we address the question of a potential role for culture in �nance. Culture

may be de�ned as �those customary beliefs and values that ethnic, religious, and social

groups transmit fairly unchanged from generation to generation� (Guiso, Sapienza

and Zingales, 2006). In spite of a currently advanced globalization of the economic

environment, lots of cultural di¤erences remain across the world. Hence, it is very

likely that people�s cultures continue nowadays to drive economic behaviors in general,

and �nance in particular, through beliefs or values transmitted by the education or

the social environment. In this thesis, a section adresses the in�uence of Muslim

beliefs in shaping some of the world�s �nancial systems.

6To make data on GDP (or, GNP) per capita comparable over time and across countries, one
generally measures them using �Purchasing Power Parity� (PPP) real (constant) USD. PPP data
correct for price di¤erences between countries, while constant currency units account for the in�ation
over time. These data are provided by the Penn World Tables and the World Bank (World Bank,
2009).

7Several attempts were made to develop alternative measures of economic development. To name
only a few, the �Net Economic Welfare�of Nordhaus and Tobin (1972), and Samuelson and Nordhaus
(1992); the �Unitary Index� (Drewnowski and Scott, 1966); the �Physical Quality of Life Index�
(Morris, 1979); the �International Human Su¤ering Index� (Population Crisis Committee, 1992);
the �Human Development Index�or HDI (United Nations Development Program, 2008).
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1.3 Institutions, culture, �nance and growth: current

state of the debate

1.3.1 Financial systems and economic growth

Until very recently, there have been divergent, if not opposite views on the role of

�nance in the economy8.

Some economists argue that the role of �nance in the economy is minor. Lucas

(1998) believes that the importance of �nancial matters is �badly over-stressed� in

popular and professional discussion. A related literature considers that �nance follows

the development of the enterprises, and simply responds to changes in the �real

sector� (e.g., Robinson, 1952). Levine and Renelt (1992) conclude, in an empirical

study, that the only determinant of growth that resists changes to the conditioning

information set is the share of investment on GDP, and that, in turn, trade openness

is the only factor robustly associated with investment.

At the other end of the spectrum, for Nobel Laureate Miller (1998), the idea that

��nancial markets contribute to economic growth is a proposition too obvious for

serious discussion�.

Between these two extremes, another stream of the literature (e.g., Hamilton,1781;

Bagehot, 1873; Schumpeter, 1912; Gurley and Shaw, 1955; Goldsmith, 1969; McKin-

non, 1973) defends the view that economic growth, one of the most extensively stud-

ied economic phenomena, cannot be fully understood without clarifying the �nance-

growth nexus.

Nevertheless, even amongst those economists who recognize a role for �nance as

a determinant of growth, two opposite views have long co-existed.

For some, �nance is harmful to economic growth. Adams (1819) claims that banks

harm the �morality, tranquility, and even wealth of nations�9. In some models (e.g.,

Bencivenga and Smith, 1991; King and Levine, 1993), higher returns following from

better-functioning �nancial systems may decrease savings rate and, under certain

conditions, harm economic growth.

Finally, since the early 1990s, a strong and consistent literature body has provided

8Levine (2005) provides an excellent and extensive review on theoretical and empirical research
on the connection between �nance and growth. In the present section, we have no other ambition
than providing our reader with a simpli�ed and synthetic introduction to the topic.

9Quoted in Hammond (1991), and Levine, Loayza and Beck (1999).
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convincing theoretical and empirical evidence on a positive causal role of �nancial

system development on economic growth (King and Levine, 1993; Demirgüç-Kunt

and Maksimovic, 1998; Levine and Zervos, 1998; Neusser and Kugler, 1998; Rousseau

and Wachtel, 1998, 2000; Beck, Levine and Loayza, 2000; Levine, Loayza and Beck,

2000; Beck, Levine, 2004; Levine, 2005; Klein and Olivei, 2008).

In a empirical study of the channels through which �nancial intermediaries in�u-

ence growth, Beck, Levine and Loayza (2000) �nd that �nancial intermediaries exert

a large, positive long-run impact on total factor productivity growth, which feeds

through to overall GDP growth10.

Such results have important consequences in two major respects. First, they con-

tribute to increasing the attention of decision-makers to the importance of helping

develop and maintain sound �nancial systems. Second, they justify and stimulate

research on the determinants of �nancial systems.

1.3.2 The determinants of �nancial systems

There are wide cross-country variations in the level of development of �nancial

systems. Hence, a natural question arises: Why did some countries develop well-

functioning, growth-enhancing, �nancial systems, while others did not?

This question has been addressed actively by the literature, though less exten-

sively than the �nance-growth relationship, since the mid-1990s. Recent researches

have contributed to creating a consensus on the traditional macro-economic determi-

nants of �nancial system development. Hereunder, we brie�y expose the historical

determinants, the role of current institutions, and some other traditional determi-

nants.

Two major theories exist on the historical determinants of �nancial systems. The

�law and �nance theory� stresses the role of the legal system in protecting the rel-

ative rights of the investor and those of the State. This theory was pioneered by

La Porta, Lopez-de-Silanes, Shleifer and Vishny (1997, 1998), who identi�ed four

di¤erent historical legal traditions, namely, the British common law, the French,

German, Scandinavian civil laws11. Those were spread in the world through occu-

10They also �nd that the long-run links between �nancial intermediary development and both
physical capital growth and private savings rates are tenuous.
11A �fth category is oftentimes added in recent studies, i.e., the Socialist (transition) countries,

who have inherited Soviet laws after the breakup of the Soviet Union. This category does not apply
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pation or colonization by one of the European powers. Researches have shown that

those traditions di¤er with respect to the priority they attach to protecting the rights

of private investors vis-à-vis the State, and that this has important consequences on

�nancial development. In particular, the British common law has evolved, histori-

cally, towards placing a higher emphasis on protecting investors�rights than does the

French civil law. As predicted by the theory, common-law areas are indeed usually

associated with higher levels of �nancial development today. Beck and Levine (2005)

further discuss the �law and �nance theory�and the mechanisms through which legal

origin in�uences �nance.

The �endowment theory�, developed by Acemoglu, Johnson and Robinson (2001),

emphasizes the role of geography and the disease environment in shaping institutional

development. It states that Europeans adopted di¤erent colonization policies depend-

ing on the local geographic and disease conditions. Environments favorable to set-

tlement induced the establishment of �Neo-Europe�-type of institutions with strong

private property rights (this is the case of, e.g., United States, Australia, and New

Zealand), whereas unfriendly environments triggered the establishment of �extrac-

tive�institutions with weak private property rights protection (for example, Congo,

Ivory Coast, and much of Latin America). The theory holds that these institutions

persisted until now and in�uence today�s �nancial development. This justi�es the

use of a measure of average �absolute latitude�of the country as a proxy for initial

endowments.

Beck, Demirgüç-Kunt and Levine (2003) con�rm the empirical validity of both

theories12.

Next to the historical determinants, current institutions in�uence �nancial sys-

tems around the world. Djankov, McLiesh and Shleifer (2007) conclude that two key

institutional features, namely creditor legal protection13, and information sharing

institutions14, are both associated with higher ratios of private credit to GDP.

Finally, several other factors have been retained by the literature. In�ation has a

to countries that have re-established their pre-communist legal systems.
12They also �nd that the endowment theory explains, empirically, more of the cross-country vari-

ation in �nancial intermediary and stock market development, than does the law and �nance theory.
13The �power theories� of credit stem from the work of Townsend (1979), Aghion and Bolton

(1992), and Hart and Moore (1994, 1998).
14The �information theories� of credit have been �rst developed by Ja¤e and Russel (1976) and

Stiglitz and Weiss (1981).
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negative impact on �nancial development (see Boyd, Levine and Smith, 2001). Inter-

national �nancial openness and liberalization of domestic systems help develop the

�nancial sector (see Chinn and Ito, 2002; Demirgüç-Kunt and Detragiache, 1998). Ac-

cording to Aggarwal, Demirgüç-Kunt and Martinez Peria (2006), so does the amount

of remittances received by a country.

1.3.3 A role for culture?

Several authors have identi�ed that ethnic diversity (see Easterly and Levine, 1997)

and the main religions practiced by the country�s population (see, for example, Put-

nam, 1993; Landes, 1998; Stulz and Williamson, 2003) are associated with �nancial

system development, although they usually �nd that the macro-economic impact is

less robust than several of the above-described factors (see Beck, Demirgüç-Kunt and

Levine, 2003).

Additionally, several micro studies document a strong impact of culture on �nan-

cial behavior of people. For example, Hsee and Weber (1999) show that the level

of risk aversion in investments from Chinese individuals was higher that the one of

US individuals. Similarly, Grinblatt and Keloharju (2000) showed that investors are

more likely to deal stocks of �rms that are located close to the investor, that com-

municate in the investor�s native tongue, and that have chief executives of the same

cultural background.

Using survey data15, Guiso, Sapienza and Zingales (2003) have established that

religious beliefs are associated with people�s economic attitudes. More recently, the

same authors (2006) provide evidence that several culturally-determined values (such

as thriftiness) or beliefs (such as trust towards others) in�uence economic outcomes,

such as the savings rate or the propensity to become an entrepreneur. Unfortunately,

so far, survey data limitations prevented from assessing the existence of a link between

culture and �nancial development by replicating Guiso, Sapienza and Zingales�(2006)

methodology16.

15The World Values Surveys (World Values Survey, 2005) provide very rich information on a large
number of individuals across over 66 independent countries. Those surveys have been executed
periodically under the supervision of the Institute for Social Research of the University of Michigan,
since 1981. Disaggregated data are freely available on www.worldvaluessurvey.org.
16The variable �trust in the banking system�- a variable that could typically be instrumented by

the religion or ethnic origin - has been recently added in the World Values Surveys questionnaires,
but unfortunately remains empty so far for all countries but one.
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1.4 Main research challenges and thesis contribution

The main challenges in research on �nancial system development are threefold. We

brie�y address key issues regarding the data, the econometrics and the models.

One of the major di¢ culties is the availability and quality of data measuring var-

ious aspects of �nancial system development. Apart from the standard di¢ culties

of comparing data from countries with very di¤erent national account systems and

methodologies, �nancial system indicators, as described above, are only proxies of

a non directly observable variable, namely, the performance of �nancial systems in

reducing transaction costs and information asymmetries. Given the importance of

�nancial systems for country development, the World Bank and the IMF have un-

dertaken, over the last decade, e¤orts for evaluating the stability and e¢ ciency of

�nancial systems in the world, under the �Financial Sector Assessment Programs�

(FSAP). One of the objectives is to provide researchers and policymakers with ref-

erence �nancial development benchmarks, which could help trigger policy reforms.

This ambition can only be achieved provided that data are of high quality and cover

countries with comparable structural characteristics or at comparable development

stages. Even if important data limitations remain, substantial e¤orts have been made

by o¢ cial agencies as well as private organizations to collect, produce and improve

�nancial indicators across an increasing sample of countries17.

Our work has greatly bene�ted from the databases and quantitative research de-

veloped by the �Financial and Private Sector�Research Group of the World Bank,

and made freely available to the research community. Whenever possible, we strive to

enrich the current body of research by either producing original data �the �IFIRST�,

�Islamic Finance Recording and Sizing Tool�, was developed during this thesis �and

provides a series of yearly indicators on the development of the Islamic �nancial sys-

tem across all countries where it exists over the period 2000-2005), or by enlarging

commonly-used datasets using newly-available data (e.g., we present data on emerg-

ing stock markets, that include a series of more recently covered �Frontier�markets).

Another potential hurlde to quick and easy recommendations regarding �nan-

cial systems is related to three technical di¢ culties, namely, measurement errors (a

17A recent review of existing indicators of �nancial development is provided by Beck et al. (2008).
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typical example is remittance �ows, a large part of which are uno¢ cial18), omitted

variables (e.g., unobservable country e¤ects), and the potential two-way relationship

between growth and �nance. The di¢ culty of identifying the exogenous component

of �nance (the so-called �identi�cation problem�) is one of the obvious sources of the

long-lasting disagreement amongst economists on the role of �nance in the economy.

However, providing evidence on causality is a pre-requisite to providing sound rec-

ommendations to policymakers. Econometric techniques are becoming increasingly

sophisticated and nowadays o¤er a decent panel of possible solutions to mitigate

those issues and increase our con�dence in empirical results. An excellent review of

the econometric tools of �nance and growth is provided by Beck (2009). Throughout

this work, we rescourse to a variety of techniques, such as cross-section, panel data,

instrumental variables, and di¤erences-in-di¤erences regressions.

Finally, as brie�y evoked above, a variety of models and theories co-exist, regard-

ing not only the determinants of �nancial systems, but also the e¤ects on growth.

Sometimes, the models�predictions contradict each other. In one of our chapters, we

argue that we need to recognize the multi-faceted character of �nancial system devel-

opment. In particular, the impact of �nancial system may change depending on the

aspect considered. Think, for example, that a higher �nancial development is usually

associated with a larger size of domestic banks and markets, but also with a greater

international openness. These are two very di¤erent aspects of �nancial system de-

velopment. In our study of remittances, we consider the latter two aspects separately

in a theoretical model, and show that each aspect produces contrary e¤ects. We then

test the empirical predictions. In another chapter, we enlarge the �nance-growth

debate through looking at the link between �nance and human development, and

show that conclusion reached on long-run growth are not necessarily transposable to

long-run human development.

1.5 Thesis research questions

Our thesis is made up of four papers inspired by the salient recent macro-economic

trends in economic and �nancial development.

18Through time, an increasing part of remittances are becoming recorded (�o¢ cial�) in the national
account statistics, which creates a systematic bias towards heavily increasing �ows.
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Before outlining the thesis content, we summarize key macro-economic trends

identi�ed over the last two decades19. One, both developed and developing countries

have steadily improved over time in terms of average economic wealth and human

welfare (HDI). Two, there has been a gradual deepening over time of the banking sec-

tor in developing countries (whereas, in developed countries, the size of the banking

sector relative to GDP has been relatively stable over time). Three, Islamic deposit-

money banks are emerging very quickly on the �nancial scene; they account for an

increasing part of Muslim countries� banking assets. Four, the size of stock mar-

kets has strongly increased over the last 20 years in both developed and developing

economies; in particular, there has been a strong increase in relative market capital-

ization over the last 5 years (up to before the �nancial crisis). Finally, remittance

�ows20 have been steadily increasing over time and are a crucial source of external

capital for developing countries.

The last three statements give rise, respectively, to our three topics of interest in

this thesis. The research questions posed in each of those contexts, as well as the

thesis structure, are detailed below.

In the two �rst papers, we contribute to the analysis of the determinants of,

respectively, banking sector and stock market development. In the next two papers,

we explore the relation between �nance and economic development, in the presence of

cross-border �nancial �ows. We address, respectively, the potential impact private of

�nancial �ows on economic development, and the indirect role of the �nancial sector

in mediating the impact of remittances on growth.

The �rst paper reasserts the role of culture in shaping some of the world�s �nancial

systems. It proposes an original strategy that goes beyond using religious or ethnic

composition in each country�s population as a proxy for culture. The recent phenom-

enon of Islamic �nance across Muslim21 countries provides a very interesting case for

analyzing culture and �nancial development, as Islamic �nance is legally allowed in

19The underlying data are presented in appendix.
20As noted earlier, part of the increase is, most probably, attributable to a better capture of

remittance �ows in o¢ cial records. It is, however, unlikely that this measurement issue only account
for all the observed growth.
21 In the present work, a �Muslim� country is de�ned as a country with at least 10% Muslims in

the population. The quotes indicate that this terminology is a linguistic shortcut. De�nitions of
Islamic �nance and Islamic deposit-money banks are given in the dedicated chapter.
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some Muslim countries and forbidden in others, for many reasons that are mainly

exogenous to the �nancial system (e.g., in several Muslim countries, the political elite

strives to avoid or prevent any religious intermingling in the state a¤airs). Moreover,

in all �Islamic banking friendly� countries (as of 2005, 32 countries) but two (Iran

and Sudan), the Islamic banking sector coexists with a conventional sector. We ex-

ploit the history of the introduction of Islamic banks (since 1975) and the variation in

the penetration levels across countries to test whether the legal acceptance of Islamic

institutions in a Muslim context accelerates or harms the development of the banking

sector.

The second paper analyzes emerging stock markets from the perspective of an

international investor. It reviews, in the form of an investor�s guide, the risk and

return performance of a large panel of emerging stock markets in the world, based on

realized monthly returns over the last 17 years. Speci�cally, it establishes a typology

of emerging markets according to the coverage by international information providers,

such as Standard & Poor�s. It then compares the unconditional risk-return features of

traditional emerging markets (such as Argentina, South Africa or Russia) and newly-

discovered, or more recently opened, �Frontier�markets (such as Jamaica, Namibia,

or Ukraine).

The third and last paper of the thesis starts from an area of disagreement in

the remittances and growth literature in developing countries. Even though there

is a consensus about a role for the local �nancial system in mediating the impact

of remittances in the local economy, a disagreement remains about the sign of the

relationship22. We propose an original theoretical model that includes two aspects

of the local banking system, namely, the �nancial depth (a proxy for the costs of

opening a bank account) and the international openness. We show, both theoreti-

cally and empirically, that these two aspects traditionally associated with �nancial

sector development have con�icting e¤ects on the marginal impact of remittances on

investment.

22 In a study of developing countries, both Giuliano and Ruiz-Arranz (2009) and Mundaca (2009)
�nd that remittances have a positive impact on investment, and that �nancial sector development
matters in the relationship. However, while Giuliano and Ruiz-Arranz (2009) �nd that remittances
have a weaker impact at higher levels of �nancial sector development, Mundaca (2009) obtains the
opposite relationship empirically, on a set of Latin American countries.
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Altogether, the four upcoming chapters aim at contributing to a better under-

standing of the determinants of �nancial system development and of the macro-

economic e¤ects of �nance on growth and development. We aim at both pushing

forward the literature on commonly-studied �elds, such as emerging stock investment

or the domestic impact of remittances, and at extending the debate to lesser-known

factors, such as the role of culture in economics or the e¤ect of capital �ows on human

development.
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Chapter 2: Islamic Finance and Financial Development

Does Islamic Finance Spur Banking Sector
Development?1

Abstract

Islamic �nance is one of the most prominent phenomena over the last decade

in the banking industry in the Middle-East and South-East Asia. In spite of the

substantial size and growth of this segment recently, the role of Islamic banking

in the economy is still heavily debated and very few empirical work is available.

This paper studies the empirical impact of Islamic banking on banking sector

development. It circumvents the lack of data through a newly-constructed and

comprehensive database, �IFIRST�, covering Islamic commercial banks world-

wide over the period 2000-2005. This database is, to our knowledge, unique in

the industry.

We �nd strong and consistent empirical evidence that the development of Is-

lamic banking in Muslim countries leads to a higher banking sector development,

as measured by the amount of private credit or bank deposits scaled to GDP.

This e¤ect occurs through the development of a new, Shariah-compliant, banking

industry, which does not harm the conventional banking system. Additionally,

we provide evidence that the Islamic banking sector acts as a complement to

the conventional banking in Muslim countries, when both systems co-exist and

the Islamic sector reaches a medium penetration in the total banking sector.

An analysis of reforms con�rms that introducing Islamic �nancial institutions

generally increases banking development.

JEL: F37, O16, Z12.

Key words: culture, religion, Islamic Finance, �nancial sector development,

growth.

1This paper has been written by Laurent Gheeraert.
The author is grateful to Professors A. Chapelle, C. Dehon, P-G. Méon (Université Libre de

Bruxelles), D. Traça (Universidade Nova de Lisboa), and L. Weill (University of Strasbourg), for
their helpful comments and suggestions. I also thank seminar participants to the International
Colloquium on �Culture, Communication and Globalisation�of Jijel, Algeria (May 2008), the GDRE
�Money, Banking & Finance�Workshop hosted by the School of Management of Lille (February
2009), and the GDRI-DREEM International Conference on �Inequalities and Development in the
Mediterranean Countries�in Istanbul (May 2009), for their enthusiasm on this piece of research and
their many comments, feedback, and suggestions.
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2.1 Introduction

Islamic �nance can be de�ned as a type of �nance that respects the principles of the

Shariah, i.e., the Islamic law. The Shariah involves a series of prohibitions as well as

prescriptions regarding the practice of �nance. In short, prohibitions include paying

or receiving interest (called �riba�), speculating or gambling (�gharar�or �maysir�),

and being involved in prohibited (�haram�) industries, such as those related to al-

cohol, pork, pornography, weapons, or conventional banking. Obligations include

almsgiving (one of the �ve pillars of Islam, called �zakat�), fairly sharing economic

pro�ts and losses through appropriate �nancial agreements (�PLS�or �Pro�t-and-

Loss Sharing�agreements), and fostering a productive use of money through requiring

a real, non-monetary, underlying in each �nancial transaction (such as a consumer

good or a commodity)2.

In practice, the application of Shariah rules to �nance leaves a large room for

interpretation by �Shariah scholars�and Islamic �nance practitioners. The modern

Islamic �nancial system has developed since the 1970s in two major poles, namely,

the Middle-East and South-East Asia, with the foundation of several Islamic banks

and the creation of a rapidly increasing set of speci�c �nancial instruments. After a

series of ups and downs (several Islamic banking institutions went bankrupt in the

1980s), Islamic banking seems to have reached a favorable period since the mid-1990s

and has displayed since then impressive growth rates, in terms of both assets and

number of active institutions.

The theoretical motivation behind the development of Islamic banking is the

enhancement of both economic and social welfare, e.g., through allowing more people

to participate in a �fairer�banking system (see, for example, Karich, 2002 and 2004).

A stream of the literature highlights the welfare-enhancing role of Islamic �nance,

through the encouragement of ethical values and an alternative �nancial behavior

(see, for example, Usmani, 2002; Saleem, 2008). However, at the same time, some

researches argue that Islamic banking has detrimental economic consequences, e.g.,

due to the role of certain values or imposed restrictions on �nance and economics

2 It is not the purpose of this paper to detail the theoretical and practical functioning of Islamic
banking. Excellent references on this include Vogel and Hayes, 1998; Warde, 2000; Ayub, 2002; Iqbal
and Molyneux, 2005; Iqbal and Mirakhor, 2007.
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(see, for example, Volker, 2006; Kuran, 1995 and 2004; Cobham, 1992)3.

The divergences in the literature on the e¤ects of Islamic �nance are far from being

settled. It is however essential for the policymaker to know whether allowing Islamic

�nancial institutions to operate has desirable, or, possibly, detrimental outcomes for

the economy.

The objective of this paper is to test the empirical impact of the recent devel-

opment of the Islamic banking industry on Muslim countries� overall banking sec-

tor development. We focus on assessing whether the presence of Shariah-compliant

banks, in a Muslim environment, has stimulating or detrimental e¤ects on the over-

all banking sector development, as measured by private credit or bank deposits over

GDP.

Banking sector development is important in economics, as a large body of lit-

erature has con�rmed its positive role in economic growth (for a genuine literature

review, see Levine, 2005). Hence, any implication of Islamic �nance on the banking

sector development has potentially important consequences for economic growth.

To our knowledge, no other paper so far has tested, at the macro-economic level,

the overall empirical impact of Islamic �nance, through Islamic banking, on the bank-

ing sector development. The recent work of Weill (2009) focuses on one dimension

of banking sector development, i.e., market power. Weill observes, using a sample of

Islamic and conventional banks in 17 countries over the period 2000 to 2007, that,

contrary to his starting hypothesis, Islamic banks have a lower market power than

conventional banks. According to this study, Islamic banks have a low ability to

in�uence the price of products and hence need to compete e¤ectively with their con-

ventional counterparts. Such empirical results do not support the hypothesis that the

expansion of Islamic banking would lower bank competition and hence be detrimental

to economic growth.

Islamic banking can impact �nancial sector development through many channels.

First, it may increase the participation in the banking system, through either a drop in

the proportion of �unbanked�individuals, or a rise in the volume of money deposited

per client. In particular, strong believers who refused to participate or restricted their

3Between these two streams of the literature, several research pieces shed light on the theoretical
conditions under which Islamic �nance have desirable, or undesirable, outcomes. See, for example,
Bjorvatn, 1998; Aggarwal and Yousef, 2000; Ibrahim, 2003. In turn, Solé (2007) sheds light on the
practical challenges in developing Shariah-compliant banking alongside conventional institutions.
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participation in the conventional banking system may decide to become bank clients

or to increase their banking activities if Shariah-compliant institutions o¤er them

the requested �peace of mind�(this hypothesis is worked out and illustrated in the

�Islamic Banking McKinsey Competitiveness Report�, McKinsey & Company, 2005).

Second, Islamic banking may modify the level of trust in the banking system. As

Guiso, Sapienza and Zingales (2006) show in the context of entrepreneurship, trust

is an important culturally-in�uenced factor, which in�uences economic outcomes4.

Depending on the behavior and reputation of Shariah-compliant institutions, Islamic

banking may either increase or lower the overall trust in the banking system. Given

the successful track-record of Islamic �nancial institutions over the last 10 to 15 years,

we expect the trust e¤ect, if any, to be positive. Third, Islamic �nance may bring

�nancial innovation and foster the development of new �nancial products ful�lling

the needs of depositors, investors or borrowers. Fourth, the creation of new Islamic

banking institutions, or the conversion of existing conventional banks into Islamic

ones, may a¤ect the banking market structure. Potential negative impacts include a

too high market power of Islamic banks, or lower incentives to lend. Potential positive

impacts include a higher degree of competition in the market due to an increased

number of players, a low market power of Islamic banks, or higher incentives for

Islamic banks to lend money. According to Weill�s (2009) �ndings, the latter positive

impact prevails. All these factors relate to the level of both deposit and credit in the

economy, with the exception of the incentives to lend, which only impact the level

of credit. The bottom-line of our research is an assessment of the overall net e¤ect

of Islamic banking on the total level of deposit and credit relative to the economy.

Given the �ve potential channels above, we expect this e¤ect to be positive.

To overcome the lack of reliable comprehensive data on Islamic banking, we de-

veloped a data collection methodology and built, in partnership with experts in the

industry, an original and comprehensive database � the �IFIRST� or �Islamic Fi-

nance Recording and Sizing Tool��which in its current version focuses on the retail

banking segment. It identi�es the list of all active Islamic retail banks worldwide

over the period 2000-2005. Then, based on individual institutions� annual reports

4 In particular, Guiso, Sapienza and Zingales (2006) show that the exogenous, culturally-
determined, component of trust signi�cantly and positively in�uences the probability of becoming
an entrepreneur.
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and complementary information sources, the IFIRST provides yearly data on several

�nancial indicators, such as size, e¢ ciency, and timing, at the global, country and

institution levels. Among others, the database provides the assets and deposits size

of Islamic banks per country, and the starting year of operations of each Shariah-

compliant institution. The �IFIRST�database is, to our knowledge, unique in the

industry.

Our regression methodology involves both cross-section and di¤erences-in-di¤erences

estimations.

In the cross-section regressions, we assess, through ordinary least squares (OLS),

the e¤ect of the Islamic private credit (deposits) on the overall size of private credit

(deposits). Both variables are expressed as a ratio to country GDP. In order to control

for potential reverse-causality, we also instrument the Islamic private credit (deposits)

by the age of the oldest Shariah-compliant institution in the country. Then, we

examine more deeply the complementarity vs. substitution e¤ect between the Islamic

and the conventional banking sectors. To do so, we regress the conventional private

credit (deposits) on the Islamic private credit (deposits) and other standard literature

control variables. We examine the latter e¤ect by groups of countries, according to

the penetration of Islamic banking in the country�s banking system.

Finally, in response to some criticism of instrumental variables (e.g., Glaeser et al.,

2004), we make use of the time series dimension in our data and perform an analysis of

reforms, or di¤erences-in-di¤erences estimation. Our goal is to assess the robustness

of the cross-section relationships by comparing �nancial development before and after

increases in Islamic banking. We do this in two alternative ways recommended by

Bertrand, Du�o and Mullainathan (2004) and applied by Djankov, McLiesh and

Shleifer (2007), namely, panel regressions and collapsing information into �pre-�and

�post-reform�periods.

Our results can be summarized as follows. To begin with, the level of develop-

ment of Islamic banking in countries with a sizeable Muslims proportion signi�cantly

stimulates the overall banking sector development. The e¤ect is sizeable, as reaching

the median sample level in Islamic banking development entails, in our sample, a 7

percent higher level of private credit over GDP compared to the no Islamic banking

case (the sample mean credit to GDP value is 32%). Then, we con�rm that the
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latter e¤ect is due to the complementarity between the Islamic and the conventional

sectors. Complementary e¤ects however, are only signi�cant only when Islamic bank-

ing co-exists with conventional banking and reaches a medium level of development.

When the penetration of Islamic banking is too low or too high, we �nd no signi�cant

e¤ect of complementary nor substitution between the two sectors. Finally, time-series

evidence con�rms our cross-sectional �ndings and shows that overall banking devel-

opment increases following the introduction of new Islamic banks.

The remainder of the paper is organized as follows. Section 2 brie�y describes the

current situation regarding Islamic banking data and presents our original database.

Section 3 reviews the literature and explains our cross-section methodology. Section

4 exposes our main cross-section results, along with several robustness checks. Section

5 details our analysis of reforms, and section 6 concludes.

2.2 Islamic banking data

2.2.1 Current situation

Almost 35 years after the inception of the �rst modern Islamic bank in the United

Arab Emirates in 1975 (the Dubai Islamic Bank), it remains di¢ cult to �nd reli-

able macro-economic data on the Islamic banking sector. Today, researchers and

practitioners are still hardly able to size the market properly. Also, because data

are only available at the institution level and oftentimes non-exhaustive, performing

cross-country macro-economic tests involving Islamic banking remains di¢ cult. The

lack of data partly explains the dearth of empirical evidence on the e¤ects of Islamic

banking at the macro-economic level.

The directories published since a few years by the General Council for Islamic

Banks and Financial Institutions or CIBAFI (e.g., CIBAFI, 2006) are a valuable

source of information and include some accounting information dedicated to Islamic

�nancial institutions. There are, unfortunately, a few shortcomings. Indeed, the cov-

erage of Islamic institutions is only partial, there is no disctinction between banking

segments (e.g., retail, wholesale, or investment banks are all considered, indi¤erently),

and data are only paper-based.

The most widely used source in the empirical literature on Islamic banking is
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Bankscope, a generalist database on banking which covers more than 29,000 �nancial

institutions in the world. It provides a binary classi�cation of banks as Islamic or

not, yielding a list of over 75 Islamic banks, with data available electronically. There

are, however, serious data issues in the Bankscope database. As for the CIBAFI

Islamic �nance directories, Bankscope does not seek to cover all banks in a country,

and does not make a distinction, amongst identi�ed Islamic banks, between di¤erent

banking activity segments. More worryingly, several authors, such as Cihak and Hesse

(2008), report misclassi�cation issues in the Bankscope database. Bankscope de�nes

an Islamic bank as a member of the �International Association of Islamic Banks�

plus 20 non-member banks that are considered �Islamic�by FitchRatings. However,

the �nal list includes several banks which do not report any Islamic operation, and

omits several important and internationally-recognized Islamic banks.

In sum, there is a obvious lack of reliable and comprehensive data in Islamic

�nance. This may be attributed to the diversity of Shariah-compliance standards

in the industry5, and the slow convergence towards globally accepted accounting

standards for Islamic institutions6.

2.2.2 IFIRST database

For these reasons, we have built our own database on Islamic �nancial institutions.

To do so, we developed a data-collection methodology and built, in collaboration

with professionals in the industry, what is to our knowledge the �rst comprehen-

sive database on Islamic retail banks globally. The �IFIRST�, or �Islamic Finance

Recording and Sizing Tool�, is an electronic database dedicated to Islamic �nance,

which currently covers the period 2000-2005.

The database is built in three steps. First, we establish, using classi�cation crite-

ria, the exhaustive list of Islamic banks active globally in the retail banking segment

per year and per country. The list includes full-�edge Shariah-compliant institutions,

5For example, some �nancial products accepted by the Shariah boards in Malaysia would not be
acceptable in Saudi Arabia, and vice-versa. There is, today, no internationally-recognized Sharia
board authority in Islamic �nance.

6The AAOIFI (Accounting and Auditing Organization for Islamic Financial Institutions), created
in 1990 and headquartered in Bahrain, is the major international institution in charge of preparing
and issuing Financial Accounting Standards and Shariah Standards in the Islamic �nance industry.
Although it has made a lot of progress recently through several new standard publications (see
AAOIFI, 2008), a lot of work remains.
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as well as the rarely-covered �Islamic windows�7of conventional banks. Then, we

collect, yearly, a series of information on each institution in the list, with monetary

variables in both local currency and US dollars. Finally, using intra- and extrapola-

tion methods for missing data, we compute country, region, and world aggregates on

the available variables.

IFIRST de�nes an Islamic �nancial institution as a �nancial institution whose

products and operations are subject to approval and monitoring regarding Shariah-

compliance, by a Shariah board. When the Shariah board�s responsibility is limited to

a part of the institution�s operations, called an �Islamic window�, only that particular

segment of the institution is retained as Islamic. An �Islamic window�might be a

separate legal entity (subsidiary), or a department of an institution. In any case,

the Shariah-compliance requires that the funds and operations be �segregated�from

other activities of the bank. This rule allows to clearly identify the scope of Shariah-

compliant activities.

To classify a �nancial institution in the �retail banking� segment, IFIRST uses

two criteria. First, the institution must be a �deposit-money bank�in the IMF sense

(International Monetary Fund, 1984), i.e., a �nancial institution that has �liabilities

in the form of deposits transferable by check or otherwise usable in making payments�.

Second, the main target client base of the institution must be individuals and not

corporations nor institutional investors.

or each Islamic retail bank in our list, IFIRST collects accounting and opera-

tional information from a variety of sources, depending on availability. In order of

priority, the following information sources are used. The most reliable information

�the �primary sources��are those issued o¢ cially by the institution, including the

annual reports (found either through the website or sent by the institution upon

request), the bank�s website information, or press releases by the bank. Then, we

resort to information from sources other than the institution itself �the �secondary

information�. These include reports from regulatory authorities, press clippings, or

the CIBAFI Islamic �nance directories. When no information is found in any of the

above-mentioned sources, IFIRST uses a gap-�lling method, based on data on com-

7Some conventional banks have set-up Shariah-compliant departments or subsidiaries, called �Is-
lamic windows�. This is the case, for example, of international �nancial institutions such as HSBC
(Amanah), Citibank (Citi-Islamic) or Standard Chartered. In our database, Islamic windows are
also considered Islamic �nancial institutions.
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parable Islamic banks in the country or region8. Overall, primary data cover more

than 90% of the total size of the sector.

Monetary data in local currency are converted in US dollars using market ex-

change rates from the International Financial Statistics (IFS) of the International

Monetary Fund (IMF, 2006). Balance sheet elements are converted using the ap-

plicable exchange rate at the accounts closure date, whereas average exchange rates

over the period are applied to elements of the pro�t & loss statements.

The original indicators provided in the IFIRST database are of four types, namely,

typology, size, e¢ ciency and timing variables. Typology variables indicate, for each

institution, whether it is a full-�edge entity or an �Islamic window� of an other-

wise conventional bank. Size variables include the number of institutions (full-�edge

and/or windows), and balance sheet items such as total assets, deposits and equity.

E¢ ciency variables include the return on assets, return on equity, and net pro�t per

employee. Timing variables indicate the closure date of annual accounts, the year of

incorporation or conversion from a conventional to a Shariah-compliant institution,

and the starting year of Islamic operations of each institution9.

Overall, the IFIRST database improves upon current datasets through the use

of a strong methodology, which involves consistent de�nitions and criteria, an ap-

propriate treatment of Islamic windows and a clear focus on a given segment of the

banking industry (making institutions more comparable in terms of activities). It also

provides an exhaustive coverage allowing to compute country and world totals, and

a clear bottom-up construction of geographic aggregates (providing a disaggregation

up to the institution level)10. Last but not least, the content has been discussed and

validated by a number of industry experts.

8When intermediary years are missing in a time series, we intrapolate data using averages between
available years. Otherwise, we extrapolate missing data using a two-step method, similar to the World
Bank gap-�lling method. In a �rst step, we provide an estimate of the bank�s asset size based on
the age of the institution and the growth rate of other Islamic banks in the country (or region). In
the particular case of missing data on Islamic windows with available data for the bank as a whole,
we rely whenever possible on available proxies of the proportion of Shariah-compliance, such as the
number of converted branches over the total number of branches. In a second step, when yearly asset
data are available, we compute other variables (e.g., deposits) by assuming that ratios to the asset
size (e.g., deposits to assets), are identical to the average of other Islamic banks, each year, in the
country (or region).

9The incorporation date and the e¤ective start of operations might indeed signi�cantly di¤er.
10Note that this methodology may involve some double counting, when banks have cross-

participations, or cross-deposits. Our analysis of annual reports shows that this is a minor issue
over the period considered.
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2.2.3 Islamic banking development: A few indicators from IFIRST

Our database shows that global assets of Islamic retail banks grew from 102 to 354

billion US dollars between end 2000 and end 200511. These �gures imply an average

annualized growth rate of 29% over 5 years12. Over the same period, the number of

Shariah-compliant retail �nancial institutions almost doubled, from 120 to 196. Our

�gures are well in line with rough estimates encountered in the literature: quoted

global Shariah-compliant assets usually range between 250 billion to over 500 billion

US dollars, spread over 200 to 300 Islamic institutions, and growth rates in the

sector�s asset size vary between 15 and 30% (see, for example, Chong and Liu, 2009,

The Banker, 2008, El Qorchi, 2005)13.

Using IFIRST, we are able to construct various proxies for the level of development

of Islamic banking across countries.

The most straightforward one is a dummy variable that takes value 1 if Islamic

banking exists in the country (that is, at least one Islamic bank is active in the

country) in a given year, and 0 otherwise. It is denoted by �IF exist�.

A second measure is the number of years since the existence of active Islamic

banks in the country, accounts for the history of Islamic banking in this country. It is

denoted by �IF years�. We regard the age of the Islamic banking sector in a country as

a proxy for the openness of the country�s regulation to Islamic banking. Indeed, in all

countries where they function, Islamic banks are regulated by the national regulatory

authorities. Most of the time, launching an Islamic �nancial institution is only possible

if the regulator is willing to grant a licence for it. To name only one example, the

Central Bank of Kuwait issued one Islamic bank licence, to Kuwait Finance House,

in 1977. In spite of requests from several banks, the Kuwaiti regulatory authority

issued the second and third Islamic licences only in 2004, allowing the creation of a

new Islamic bank (Bubiyan) and the conversion of an existing bank into an Islamic

bank (Kuwait Real Estate Bank, now Kuwait International Bank).

A third type of measure, denoted by �IF inst� relates to the number of Islamic

11 Iran and Sudan, the two countries in the world with fully Shariah-compliant �nancial systems,
account on average for 45% of these �gures.
12The average annual growth in Shariah-compliant assets over 2000-2005 amounts to 27% when

Iran and Sudan are excluded.
13The major issue in the majority of the literature is that the timing and scope of the numbers

are often unclear (e.g., do the �gures include investment bank assets, how about equity funds?). In
most of the papers, the �gures seem to refer to �Islamic �nance�as a whole.
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banks, per year and per country and counts the number of Islamic banks active in

the country, i.e., authorized by the national regulator. In order to factor in the

size of the local economy, we often scale this measure by the logarithm of Muslim

population. The latter data are from, respectively, the World Development Indicators

(World Bank, 2009), and the Association of Religion Data Archives (ARDA, 2005),

which provides population breakdowns by religion in 181 countries14. The number of

Islamic �nancial banks relative to the logarithm of Muslim population is denoted by

�IF inst/Muslims�.

Fourth, the part of Shariah-compliant assets (or, deposits) in the country total,

measures the penetration of Islamic banking in the overall banking system. The latter

variable is not directly available from IFIRST. To construct it, we combine data from

IFIRST and the Financial Structure Database (Beck, Demirgüç-Kunt and Levine,

2000, Beck and Demirgüç-Kunt, 2009). The Islamic penetration in assets in country

i, expressed in percentage, is computed as:

IFpen(assets)i =
Assets(IF )i
Assets(total)i

where Assets(IF )i are the total Shariah-compliant banking assets in US dollars

(available in IFIRST) country i and Assets(total)i are the total banking assets (Is-

lamic and conventional) in US dollars in the same country (available from the Finan-

cial Structure Database and the World Development Indicators15).

The penetration of Islamic deposits is computed in a similar way, using the same

sources:

IFpen(dep)i =
DEP (IF )i
DEP (total)i

where DEP (IF )i are the total Shariah-compliant banking deposits in US dollars

(available in IFIRST) country i and DEP (total)i are the total banking deposits

(Islamic and conventional) in US dollars in the same country (available from the

Financial Structure Database and the World Development Indicators).

14We proceed with 2003 data as time-series data on the share of Muslims in the population are
not available. The latter variable, however, is rather stable over time.
15Variables in the Financial Structure Database are expressed as a ratio of GDP. We mutliply the

ratios by total GDP, using data from the World Development Indicators (World Bank, 2009).
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As both penetration ratios are very close to each other16, we de�ne the overall

Islamic banking penetration level by the average between the two measures:

IFpeni =
IFpen(assets)i + IFpen(dep)i

2

Finally, we easily compute indicators of the size of Islamic private credit (deposits)

relative to the domestic economy, by computing the following ratios:

PC=GDP (IF )i =
PC(IF )i
GDPi

DEP=GDP (IF )i =
DEP (IF )i
GDPi

where PC(IF )i (DEP (IF )i) is the amount of Shariah-compliant private credit

(deposits) in country i, in US dollars17.

Graph 2.1 in appendix reports the values of our major indicators of Islamic retail

banking development across various countries. As of 2005, Islamic retail banking in-

stitutions were allowed to operate in 35 countries in the world. Across those countries

and over the period 2000-2005, the average penetration of Shariah-compliant assets in

the retail banking sector varies from less than 1% (in the US, the UK, Russia, Thai-

land, South Africa, Kazakhstan or Indonesia) to close to 50% (in Yemen, Bahrain,

Brunei or Saudi Arabia), and even 100%, i.e., a fully Shariah-compliant banking

system, in Iran and Sudan. Interestingly, Islamic retail banking is present in a few

non-Muslim countries, such as the US, the UK, or South Africa (which all have less

than 3% Muslims in the total population), while it remains banned in several Muslim

countries, such as, for example, Libya, Morroco, Oman, or Syria. In 2005, amongst

16The correlation between Islamic asset and deposit penetration measures is over 99%, and the
respective means are quasi identical (44.2 and 44.8%, respectively, across countries with Islamic
banking).
17DEP (IF )i is directly available from IFIRST, but not PC(IF )i. We approximate the latter by:

PC(IF )i = IFpen(assets)i � PC(total)i
where PC(total)i is the total private credit in US dollars (available from the Financial Structure
Database and the World Development Indicators) and IFpen(assets)i is the Islamic penetration in
banking assets de�ned as above.
Unfortunately, we do not have a measure of Islamic credit penetration. We assume in this paper

that Islamic asset penetration is a good approximation for Islamic credit penetration. It may be the
case, though, that Islamic banks have di¤erent credit policies than their conventional counterparts,
implying a credit penetration higher or lower than suggested by their asset or deposits penetration.
Further research will certainly have to go deeper on that point.
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the 57 member countries of the Organization of the Islamic Conference (OIC), al-

most half of the countries (28) did not have any Shariah-compliant institution in the

retail banking segment. Reasons for the absence of Islamic banking are diverse. In

many countries, Islamic �nance remains a sensitive topic. In several of them, it is not

politically accepted by the ruling powers.

This diversi�ed pattern of introduction of Islamic banking in the world provides an

interesting opportunity to examine macro-economic consequences of Islamic banking.

2.3 Cross-section methodology

2.3.1 Standard controls for �nancial sector development

The literature on the traditional determinants of �nancial sector development can

be summarized as follows. First, the size of the economy positively a¤ects �nancial

sector development. The latter, indeed, entails �xed institutional costs, which are

only covered when the economy is large enough (Mulligan and Shleifer, 2005; La

Porta et al., 1997). Second, quickly growing economies are likely to have a greater

demand for �nance (La Porta et al., 1997). Third, in�ation negatively impacts �nan-

cial sector development as it increases the risk of �nancial contracting and a¤ects the

value of outstanding debt (Boyd, Levine and Smith, 2001). Fourth, the e¢ ciency of

the legal system positively a¤ects the ability and willingness of the �nancial sector

to enter contractual agreements (La Porta et al., 1997, 1998). Fifth, a country�s

legal origin not only a¤ects the extent of creditor rights, but also has an indepen-

dent e¤ect on �nancial sector development (Beck, Demirgüç-Kunt and Levine, 2003;

Beck, Levine and Loayza, 2000; La Porta et al., 1997, 1998). Finally, other char-

acteristics have been shown to in�uence �nancial development, such as the presence

of information sharing institutions (Djankov, McLiesh and Shleifer, 2007), the de-

gree of capital account openness or liberalization of �nancial system (Chinn and Ito,

2002; Demirgüç-Kunt and Detragiache, 1998), remittances (Aggarwal, Demirgüç-

Kunt, Martinez Peria, 2006), geography and initial endowments (Acemoglu, Johnson

and Robinson, 2001, 2002). Interestingly, the religion practiced by the majority of the

population has been shown to impact �nancial development (Stulz and Williamson,

2003), although this e¤ect is not necessarily robust to the inclusion of other controls
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(Beck, Demirgüç-Kunt and Levine, 2003).

In our regressions, we follow Djankov, McLiesh and Shleifer (2007) and control

for country size de�ned as the log of the country�s GDP, the growth in per capita

GDP (over the period 1980-2005), the e¢ ciency of the legal system measured by the

number of days to enforce a simple contract (using the �Lex Mundi Project� data

from Djankov et al., 200318), a measure of contemporaneous in�ation, the Djankov,

McLiesh and Shleifer�s (2007) index of creditor rights, and legal origin (from La

Porta et al., 1997, completed by Djankov, McLiesh, and Shleifer, 200719). In order to

properly isolate the e¤ects of Islamic banking in our regressions below, we include as

additional controls a dummy for developing, i.e., �low and middle income�countries

(as de�ned by the World Bank classi�cation20), and a dummy for oil-dependent

countries (provided by the World Economic Outlook). Standard macro-economic

control data are from the World Development Indicators (World Bank, 2009).

2.3.2 Sample

We restrict our sample to the countries with a su¢ cient proportion of Muslims, and

require a minimum threshold of 5% Muslims in the population. The reason is twofold.

First, we leave out of the regression a large number of countries with a structural

zero on the Islamic �nance dimension. Over the countries with religious composition

information in ARDA, more than half of the countries have less than 5% Muslims,

while more than a third of the countries have less than 1% Muslims. In the absence

of a target market in many of those countries, Islamic �nance is for them simply not a

policy option. Second, it allows to focus on examining the impact of Islamic banking

in a Muslim context. We count, as of 2005, 32 countries with Islamic retail banks in

countries with a minimum of 5% Muslim population21.

18The variable provided by Djankov et al. (2003) is the number of days to enforce a contract of
unpaid debt worth 50% of the country�s GDP per capita.
19La Porta et al. (1997) de�ne four types of legal systems across the world, namely, the English

common law, the French, German, and Scandinavian civil laws. Djankov, McLiesh, and Shleifer
(2007) extend the La Porta et al. (1997) legal origin classi�cation from 49 to 133 countries, and add
a �fth category, �socialist�legal origin, for countries that have inherited Soviet laws. The latter does
not apply for countries that have gone back to their pre-communist legal systems such as the Baltic
and East European countries.
20The 2008 World Bank country classi�cation splits countries according to their income levels (GNI

per capita) in 2007.
21Three countries with Islamic retail banks (US, UK, and South Africa) are de facto excluded from

our sample due to our threshold of Muslims proportion. These countries are typical examples of the
introduction of Islamic banking in a non-predominantly Muslim context, which is beyond the scope
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Given the data requirements of the control variables, our �nal cross-sectional sam-

ple comprises of 55 countries, of which 20 with active Shariah-compliant banks22(see

�gures 2.1 and 2.2). Table 2.4 characterizes our sample composition.

We test the robustness of our results to alternative threshold values of Muslims

proportion, or to including in the sample only member and observers countries of the

Organization of the Islamic Conference (OIC), in spite of the reduced sample size23.

2.3.3 The e¤ect of Islamic banking on total banking development

We measure banking development using two alternative variables provided by the

Financial Structure Database (Beck, Demirgüç-Kunt and Levine, 2007, Beck and

Demirgüç-Kunt, 2009), namely, �private credit by deposit money banks and other

�nancial institutions over GDP� and �bank deposits over GDP�. These indicators

proxy for two important aspects of a banking system, respectively the ability of

banks to attract resources in the form of money deposits, and, on the asset side, their

ability to perform credit allocation.

In order to examine the overall empirical relationship between banking sector

development and Islamic banking, we use the following equations:

PC=GDPi = �1PC=GDP (IF )i + �2Xi + �i

DEP=GDPi = �01DEP=GDP (IF )i + �
0
2Xi + �

0
i (2.1)

where PC=GDPi (DEP=GDPi) is the ratio of private credit (deposits) to GDP

in country i, PC=GDP (IF ) (DEP=GDP (IF )) is the ratio of Islamic private credit

(deposits) to GDP, X is a matrix of controls (including a constant), i is a country-

index, and � and �0 are randomly distributed error terms. All data are averaged

over the 2000-2005 period, in order to smooth temporary shocks. We estimate the

out of this study. Furthermore, comprehensive Islamic banking data are very di¢ cult to obtain on
those countries (in particular, they have a large proportion of Islamic windows, on which banks do
generally not disclose �gures separately) and the IFIRST database only provides estimated data.
22Unfortunately, the following areas with Islamic �nance are not covered by measures of legal sys-

tem e¢ ciency and creditor rights provided by Djankov, McLiesh and Shleifer, 2007: Qatar, Bahrain,
Sudan, Brunei, Palestine, Iraq and Gambia. Also, we have no data in the Financial Structure
Database on the United Arab Emirates, Palestine, Lebanon, Bosnia and Herzegovina, Guina, Iraq,
Azerbaijan. Still, countries in our sample account altogether for 90% of Shariah-compliant assets.
23Restricting our sample to the OIC members and observers leaves only 36 countries in our regres-

sions.
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� coe¢ cients through ordinary least squares (OLS) with heteroskedasticity-robust

standard errors (White or sandwich estimators).

Our estimators are unbiased and consistent as long as the right-hand side of

our equations does not omit important country characteristics, and our independent

variables, in particular, Islamic banking development, are not endogenous to banking

development. We address potential reverse-causality concerns, through estimating

the same equations with a two-stage least squares methodology. In the �rst stage,

we instrument the Islamic banking variables, PC=GDP (IF ) or DEP=GDP (IF ),

by the number of years of existence of a Shariah-compliant system. We argue that

the latter variable is a valid instrument for PC=GDP (IF ) or DEP=GDP (IF ), as

(1) it is highly correlated with each the Islamic banking variables, (2) it is cannot,

logically, be caused by the average size of the banking sector over the recent period

(2000-2005), and (3) it should a priori principally in�uence the size of the banking

sector solely through the Islamic banking sector channel.

In a later section, we provide an alternative methodology, the di¤erences-in-

di¤erences, that also addresses the issue of potential reverse-causality.

2.3.4 Complementarity vs. substitution between the conventional

and the Islamic banking sectors

In order to further understand the relation between Islamic banking development and

overall banking sector development, we study potential complementarity vs. substi-

tution e¤ects between the Islamic and conventional parts of the banking sector. We

indeed have the following relationship:

PC=GDPi = PC=GDP (IF )i + PC=GDP (CONV )i

DEP=GDPi = DEP=GDP (IF )i +DEP=GDP (CONV )i

where PC=GDPi and DEP=GDPi represent the total banking sector over GDP in

country i, PC=GDP (IF ) and DEP=GDP (IF ) are the Islamic part of the bank-

ing sector, and PC=GDP (CONV ) and DEP=GDP (CONV ) are the conventional

banking sector.

The following speci�cation allows to assess in a direct way whether the Islamic
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and conventional banking sectors are signi�cant complements or substitutes of each

other:

PC=GDP (CONV )i = �1PC=GDP (IF )i + �2Xi + �i

DEP=GDP (CONV )i = �01DEP=GDP (IF )i + �
0
2Xi + �

0
i (2.2)

Note that, by construction, �1 = �1 + 1 and �
0
1 = �01 + 1.

A negative �1 (�
0
1) indicates a substitution relationship, whereas a positive �1 (�

0
1)

would reveal a complementarity relationship between the Islamic and conventional

sectors (as measured by the respective proxies for banking sector development).

Additionally, we assess whether the impact of Islamic banking on the conventional

banking sector development di¤ers according to the penetration level of Islamic bank-

ing. Using average penetration levels over the 2000-2005 period, we allocate each

country to one of the four groups: high (over 18% Islamic banking penetration),

medium (between 3 and 18%), low (lower than 3% but di¤erent from 0%), or no

Islamic banking24. Our sample splits into 6 countries with high Islamic banking ,

7 with medium, 7 with low and 35 with zero Islamic banking penetration over the

2000-2005 period. We construct dummy variables and interact them with the Islamic

banking variable in the following way:

PC=GDP (CONV )i = 
1PC=GDP (IF )i � IFgroupi + 
2PC=GDP (IF )i

+
3IFgroupi + 
4Xi + �i

DEP=GDP (CONV )i = 
01DEP=GDP (IF )i � IFgroupi + 
02DEP=GDP (IF )i

+
03IFgroupi + 

0
4Xi + �

0
i (2.3)

where IFgroup is a matrix of three dummy variables (taking value 1 for, respectively,

high, medium, and low Islamic banking penetration).

We estimate our cross-sectional coe¢ cients through ordinary least squares, with

heteroskedasticity-robust standard deviations (White or sandwich estimators).

24Selected thresholds are the ones that break down countries with Islamic �nance into comparable
group sizes.
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2.4 Cross-section results

Looking at summary statistics (see �gure 2.1 and tables 2.4 to 2.6), we observe that

Islamic banking is associated, on average, with low economic development. Amongst

the 32 �Muslim�countries with Islamic retail banks in 2005, 25 are developing coun-

tries as per the World Bank classi�cation. In our �nal sample of 20 countries with

Islamic banks, 18 are developing. As to the unconditional relation between Islamic

banking and banking development, the average private credit to GDP over the 158

countries of the Financial Structure Database is 44.9 percent, but it is only 36.5 per-

cent across the 20 countries in our sample with Islamic banks. However, in the subset

of �Muslim�countries, those with Islamic banks seem to be better o¤ than average,

as the average private credit to GDP is only 32.0 percent across the 55 �Muslim�

countries. We turn to regression analyses to examine whether there is an autonomous

role of Islamic banking in overall banking development beyond other country factors.

Our �rst set of regressions analyze the e¤ect of Islamic banking development on

overall banking development. Table 2.1 reports the estimated coe¢ cients of equations

2.1, which assesses the e¤ect of Islamic banking on the overall banking sector.

The signs of regression controls OLS coe¢ cients are in line with the literature

and all the e¤ects have the expected signs. Country size, past GDP growth, and

creditor rights all enter the regression signi�cantly and positively. The time to enforce

contract payment and the level of in�ation have a signi�cant and negative impact

on �nancial development. The dummy for developing countries has a strong negative

e¤ect. Other dummies, which control for oil-dependent economies and legal origin

are not signi�cant. However, we keep them in the base-line regressions as they might

interfere with our measures of Islamic banking development.

Results on the Islamic banking variable, with and without instrument, are in line

with our expectations of a positive and signi�cant impact of Islamic banking on the

total banking sector.

In order to estimate the size of the e¤ects, we compute the median impact on

the dependent variable, implied from the Islamic banking coe¢ cient value. This is

done by multiplying the estimated coe¢ cient by the median value of the respective

Islamic banking proxy in the sample of countries with Islamic banks (available in
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Table 2.1: Cross-section: IF e¤ect on total banking development

Dependent variable:
Total Private Credit to GDP Total Bank Deposits to GDP
(OLS) (IV) (OLS) (IV)

PC/GDP(IF) 1.233�� 1.380�
(.612) (.776)

DEP/GDP(IF) 1.204� 1.548��
(.671) (.687)

GDP 3.956��� 3.829��� 4.333��� 4.025���
(1.408) (1.475) (1.282) (1.327)

GDP/cap growth 4.442�� 4.612�� 5.702��� 6.070���
(1.995) (2.292) (1.696) (1.904)

Contract enf. days -17.243��� -17.448��� -7.813� -8.353�
(4.784) (4.748) (4.267) (4.544)

In�ation -1.366��� -1.373��� -1.245��� -1.268���
(.409) (.421) (.423) (.448)

Creditor rights 4.364� 4.304� 7.315��� 7.183���
(2.469) (2.503) (1.413) (1.387)

Developing dummy -27.578��� -27.253��� -8.626 -7.930
(9.131) (9.404) (8.661) (9.043)

Fuel dummy -7.019 -6.752 -7.266 -6.262
(8.712) (9.155) (8.304) (9.260)

French legal origin 2.573 2.860 8.370 8.906
(6.841) (6.768) (5.581) (5.570)

German legal origin 3.752 4.579 -.194 1.701
(8.406) (8.664) (7.460) (7.636)

Socialist legal origin 3.037 3.715 -1.607 -.016
(6.101) (6.692) (7.663) (8.146)

Constant 56.972 60.270 -28.715 -20.288
(46.301) (46.207) (43.379) (45.085)

Nb countries 55 55 55 55
Adjusted R2 .757 .756 .716 .711

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; *** signi�cant at 1%

table 2.6). The median empirical impact of Islamic banking on private credit to

GDP is a sizeable 7 percent, from a mean private credit to GDP in our sample of 32

percent. The median impact on deposits to GDP amount to 7 percent as well, from

a mean level of 36 percent across our sample.

The instrumental variable (IV) estimates con�rm our �ndings, and yield slightly

higher coe¢ cient estimates. The �rst stage regressions con�m the signi�cant impact

of our instrument, the age of the Islamic banking industry in the country, on the

respective Islamic banking variables. Overall, our results do not seem to be driven

by reverse-causality.

.All coe¢ cients on the Islamic banking proxy are greater than 1, which suggests a

complementarity e¤ect between the Islamic and the conventional banking sectors. In

other words, money that �ows into the Islamic sector seem to not entirely come from
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the conventional sector. Such an e¤ect, however, is not signi�cant when regression

equations 2.2 are performed, that is, when all countries are included in the regression.

In order to better understand the complementarity e¤ect, we examine whether

there are di¤erences depending on the penetration levels of Islamic banking in the

domestic market. To do so, we interact our Islamic banking variables with country

group dummies, following equation 2.3. Table 2.2 displays the e¤ects of Islamic bank-

ing development on the conventional banking sector when Islamic banking reaches a

low, medium or high proportion of the domestic �nancial sector.

We observe that Islamic banking is indeed a signi�cant complement of conven-

tional banking, but only in the medium Islamic banking penetration group. The

e¤ects in the two other groups are insigni�cant. This is coherent with expectations.

When Islamic banking has not yet reached a critical mass, the e¤ect on the con-

ventional sector is not apparent yet. When the Islamic sector is relatively high, we

expect it to exert a higher competitive pressure on the conventional sector. In sum,

this result suggests that a balanced co-existence between the Islamic and conventional

banking sectors has the most bene�tial e¤ects on the banking system25.

We perform a series of robustness checks on our cross-country regressions. First,

we replace our country size control, the logarithm of GDP, by the logarithm of pop-

ulation, in line with Mulligan and Shleifer (2005). This leads to an even stronger

signi�cance of Islamic banking. Second, following the information theories of credit

(Djankov, McLiesh and Shleifer, 2007), we replace the legal origin by indicators

of information sharing institutions. We use the dummy variable accounting for the

presence of absence of credit agencies, private or public, in a country, provided by

Djankov, McLiesh and Shleifer (2007) in a large cross-section of countries in 1999.

Our results are qualitatively the same. Third, we add complementary controls to

the regressions, namely, the Chinn-Ito index of �nancial openness, remittances, or

absolute latitude. Most of these controls (except remittances) are non signi�cant and

our other coe¢ cients are hardly modi�ed by the addition of any combination of the

latter. In sum, our results are very robust to changes in the conditioning information

set.

Finally, we re-run the regressions with modi�ed samples. Working with the sample
25One should, however, remain careful on these results, as the sample size is small (there are, at

the most, 7 countries in a single, non-zero, Islamic �nance penetration group).
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Table 2.2: Cross-section: IF e¤ect on conventional banking by country group

Dependent variable:
Conv. Private Credit to GDP Conv. Deposits to GDP
(1) (2) (3) (4) (5) (6)

PC/GDP(IF) -51.442 3.275��� -.739
(35.987) (.682) (.488)

DEP/GDP(IF) -23.866 2.440��� -.537
(45.595) (.656) (.610)

1[non LOW] -4.499 -7.458
(15.233) (17.817)

1[non MED] 8.130� 7.401�
(4.807) (4.416)

1[non HIGH] -10.173 -8.58
(11.505) (12.268)

1[non LOW] X PC/GDP(IF) 51.804��� 24.111
(36.220) (45.773)

1[non MED] X PC/GDP(IF) -3.600 -2.625
(0.962) (1.159)

1[non HIGH] X PC/GDP(IF) 3.348��� 2.349��
(0.957) (1.008)

1[non LOW] X DEP/GDP(IF) 51.804��� 24.111
(36.220) (45.773)

1[non MED] X DEP/GDP(IF) -3.600 -2.625
(0.962) (1.159)

1[non HIGH] X DEP/GDP(IF) 3.348��� 2.349��
(0.957) (1.008)

GDP 3.592�� 4.180��� 4.048��� 3.937��� 4.458��� 4.349���
(1.687) (1.508) (1.399) (1.507) (1.360) (1.295)

GDP/cap growth 4.866��� 2.925 3.084 5.744��� 4.610�� 4.782��
(1.816) (2.134) (2.147) (1.703) (2.004) (1.993)

Contract enf days -23.729��� -16.185��� -16.272��� -9.396� -7.054� -7.218�
(7.440) (4.302) (4.360) (5.389) (4.001) (3.970)

In�ation -1.421��� -1.109��� -1.180��� -1.259��� -1.056�� -1.115��
(.408) (.396) (.425) (.428) (.439) (.460)

Creditor rights 4.595�� 3.357 3.905 7.714��� 6.482��� 6.931���
(2.326) (2.371) (2.412) (1.582) (1.369) (1.348)

Developing dummy -21.064� -33.043��� -33.107��� -7.404 -12.596 -12.533
(12.486) (9.258) (9.676) (10.746) (9.636) (10.102)

Fuel dummy -2.314 -9.878 -8.133 -4.643 -9.746 -8.722
(10.163) (7.981) (8.125) (10.336) (8.228) (8.314)

French legal origin 5.208 3.220 2.832 9.653 8.778 8.502
(7.166) (6.780) (6.933) (6.257) (5.580) (5.717)

German legal origin 6.229 4.110 4.713 .844 .150 .680
(9.650) (8.019) (7.904) (8.048) (7.276) (7.261)

Socialist legal origin 2.880 1.100 2.585 -3.668 -3.065 -1.799
(8.604) (5.643) (5.860) (9.990) (7.547) (7.724)

Constant 100.673 43.981 64.065 -5.138 -38.517 -20.665
(70.448) (48.204) (43.961) (62.979) (44.738) (43.112)

Nb of countries 55 55 55 55 55 55
Adjusted R2 .748 .777 .773 .683 .71 .708
Robust standard errors in parentheses.
* signi�cant at 10%; ** signi�cant at 5%; *** signi�cant at 1%
Notes: LOW, MED and HIGH represent the groups of countries with, respectively, a low, medium and high
penetration of Islamic banking in the country�s banking system (as de�ned in the main text). non LOW, non
MED, and non HIGH designate all countries except those with, respectively, a low, medium, and high Islamic
�nance penetration.
1[x] is the indicator function, which takes value 1 when a country belongs to group x, and value 0 otherwise.
Hence, the impact of the Islamic �nance variable in the LOW, MEDIUM and HIGH groups are read directly
in the �rst (PC/GDP IF) and second (DEP/GDP IF) lines of the table.
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of OIC countries, or changing the 5% Muslims threshold to 10% or even 20% does not

qualitatively a¤ect our results. Next, some argue that the fully Shariah-compliant

countries, such as Iran, have an a-typical approach of Islamic �nance which cannot

be compared to the kind of Islamic �nance practiced in other areas. Our main results

hold when excluding Iran from our sample.

2.5 Di¤erences-in-di¤erences analysis

Di¤erences-in-di¤erences analyses provide an interesting alternative econometric strat-

egy to the use of instrumental variables, that has been criticized in the literature (e.g.,

Glaeser et al., 200426). It involves comparing levels of the dependent variable, i.e.,

�nancial development, before and after a speci�c treatment or reform, in our case, the

introduction of Islamic banking, or a change in the number of Islamic institutions. We

use two alternative procedures recommended by Bertrand, Du�o and Mullainathan

(2005), and applied by Djankov, McLiesh and Shleifer (2007) to �nancial sector de-

velopment. These methodologies make use of the time-series dimension of our data.

We indeed know, from IFIRST, when modern Islamic banking was introduced in each

country since its birth in 1975, and the number of active Islamic banks yearly. We

are interested in �reforms�, i.e., either the introduction of Islamic banking, or the

change in the number of Shariah-compliant institutions.

The �rst procedure involves collapsing time-series information into average pre-

and post-reform values.

The regression is constructed in the following way. First, we identify the various

years and countries where a reform took place, say the launching of Islamic banking.

For clarity, we give a number to each reform. Second, each year where a reform took

place, we compute, per country, the average levels of �nancial development in a time

window, say 5 years, before the reform, and the same across 5 years following the

reform. Taking di¤erences in these values, we then calculate, in each country, the

change in �nancial development around that given year. Third, for each reform year,

we split our sample into countries that had a reform, and countries without reform.

The sub-samples are, logically, di¤erent each year. Fourth, we compute, for each

26They show, in particular, that the validity of several instruments used in the literature on the
determinants of �nancial development can be heavily discussed.
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reform year, the average change in �nancial development across the sub-sample of

�no-reform�countries. We then use the data in the following regression:

�FDrefj = �1 + �2�FDnorefj + �j (2.4)

where the subscript j denotes the reform number. �FDrefj is the di¤erence

between pre- and post-reform values of �nancial development in the reform country

that undertook the reform number j. �FDnorefj , the control variable, is the average

change in �nancial development in the no-reform sub-sample corresponding to the

year of the j�s reform. Finally, �j is the estimation error for observation j.

The coe¢ cient �2 captures the world trend in �nancial development around reform

years. �1 is the coe¢ cient of interest. A positive value indicates that the studied

reform leads, on average, to a higher change in �nancial development than one would

have expected if there were no reform.

Given the lower data requirements, our sample extends to several �Muslim�coun-

tries that were not included in our cross-section regressions. We however exclude

from our sample the countries where severe political crisis periods coincided with the

launch of Islamic banking (this is the case of Sudan in 1983 and Algeria in 1991 which

underwent civial wars, and Iran in 1983 with the Iran-Iraq war). We consider three

time windows (of 3, 4 and 5 years) and two types of reforms, namely the launch of

Islamic banking, and the authorization of new Islamic banks. The former type of

reform yields, at best, only 14 observations, which too small for analysis. The latter

reform produces between 41 to 49 observations, for time windows of, respectively, 5

and 3 years.

Table 2.3 displays the results on the change in overall �nancial development

around a change in the number of Islamic banks. Columns (1) to (3) use private

credit to GDP as a proxy for �nancial development, while deposits to GDP is used

in the next three columns.

The coe¢ cient of interest, i.e., the constant, is positive in all cases, and signi�cant

in 5 cases out of 6. It indicates that increasing the number of Islamic banking

institutions raises the ratio of private credit to GDP by 0.7 to 1 percent, and the

deposits to GDP ratio by around 0.8 percent. The magnitude of the e¤ects is smaller

than reported in the cross-sections, but the results are statistically signi�cant.
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Table 2.3: Change in the ratio of private credit (deposits) to GDP following a
change in number of Islamic institutions

Dependent variable: Di¤erence between the average of the ratio in
private credit (deposit) to GDP taken x years after reform and the
average of the same ratio taken x years prior to the reform

Private Credit to GDP Deposits to GDP
x=5 yrs x=4 yrs x=3 yrs x=5 yrs x=4 yrs x=3 yrs

Change in avg private credit to
GDP (no reform countries)

-.836
(.986)

Change in avg private credit to
GDP (no reform countries)

-1.399
(1.092)

Change in avg private credit to
GDP (no reform countries)

-1.646
(1.162)

Change in avg deposits to GDP
(no reform countries)

.612
(.569)

Change in avg deposits to GDP
(no reform countries)

.178
(.565)

Change in avg deposits to GDP
(no reform countries)

-.380
(.594)

Constant .096�� .073� .054 .083��� .082��� .078���
(.042) (.041) (.036) (.024) (.023) (.023)

Nb of countries 41 44 49 41 44 49
R2 .018 .035 .043 .031 .003 .011

Robust standard errors in parentheses.
* signi�cant at 10%; ** signi�cant at 5%; *** signi�cant at 1%

Our second procedure takes advantage of the within country variations through

panel-data regressions with country �xed e¤ects. The dependent variable is then the

ratio of private credit (deposits) to GDP each year. Control variables are the same

as in the cross-section regression, with the exception of variables that are constant

through time, the e¤ect of which is accounted for in the country �xed e¤ects. We

also include year dummies to capture short-term shocks to the world economy. The

available IF proxies with a time-series dimension are �IF exist�, which takes value 1

in the years when Islamic banks are active in the country and 0 otherwise, and �IF

inst�which counts the number of active Islamic banks each year in the country.

Table 2.4 reports estimated coe¢ cients in the panel regressions, and two types of

standard errors. The �rst line below each coe¢ cient contains robust standard errors,

that correct for heteroskedasticity, but not for potential serial correlation in the error

terms. The second lines are standard errors clustered by country, as recommended
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by Bertrand, Du�o and Mullainathan (2005) that impose no restriction on error term

autocorrelation. Those are often higher than the robust standard errors, however,

when there are many observation years, clustering may blow up standard errors in a

sizeable manner (Djankov, McLiesh and Shleifer, 2007).

Table 2.4: Panel-data: IF e¤ect on total banking development

Dependent variable:
Private Credit to GDP Deposits to GDP
(1) (2) (3) (4)

IF exist 8.756 9.150
(robust standard errors) (1.855)��� (1.405)���

(errors clustered by country) (6.716) (4.497)��

IF inst 1.638 1.101
(.324)��� (.228)���

(.768)�� (.350)���

GDP 19.270 17.752 11.706 11.083
(1.207)��� (1.260)��� (1.029)��� (1.043)���

(4.053)��� (3.898)��� (2.703)��� (2.623)���

In�ation -.008 -.009 -.006 -.008
(.005) (.006) (.004) (.005)
(.006) (.008) (.007) (.007)

Constant -398.259 -365.082 -235.478 -221.515
(26.420)��� (27.494)��� (22.300)��� (22.563)���

(88.707)��� (85.204)��� (58.325)��� (56.532)���

Year dummies yes yes yes yes
Country e¤ects yes yes yes yes
Nb of observations 1625 1590 1623 1588
Nb of countries 63 63 63 63
Adjusted R2 .37 .387 .478 .474

Robust standard errors in parentheses.
* signi�cant at 10%; ** signi�cant at 5%; *** signi�cant at 1%

Using robust standard errors, the e¤ect of Islamic banking is, again, positive and

signi�cant in all regressions, using either private credit or deposits to GDP as the

dependent variable and either type of IF proxies. Using standard errors clustered by

country weakens the e¤ects (one coe¢ cient out of 4 loses signi�cance) but does not

modify our interpretation as most of the coe¢ cients remain signi�cant. The size of

the e¤ects is very close to the one obtained on cross-country regressions, with median

impacts from the introduction of Islamic banking ranging from 8.8 to 9.2 percent of

GDP on private credit and deposits.

In sum, the empirical results from the di¤erences-in-di¤erences analyses con�rm

a signi�cant and positive role for Islamic banking in overall banking development.

We are aware that di¤erences-in-di¤erences methods do not go around the potential

concern that the timing of introduction of new Islamic banks may be endogenous.
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That would be the case if Islamic banking would be allowed to grow when the �nancial

regulator expects the banking system to grow. Still, the convergence of the results

from various methodologies provides a strong case for the role of Islamic banking in

�Muslim�countries��nancial development.

2.6 Concluding remarks

This paper provides an original analysis of the role of Islamic banking as a determinant

of overall banking development in countries with a sizeable Muslim population.

Islamic banking has been growing very quickly over the recent years, due to

both a rapid increase in the size of existing Islamic banks, and the creation of new

Shariah-compliant institutions, from scratch or through the conversion of formerly

conventional entities. From 2000 to 2005, total assets on the books of Islamic retail

banks have more than tripled, and the number of institutions has almost doubled.

As of end 2005, we identify, in the retail segment, 196 active Islamic banks operating

in 35 countries in the world, and totalling 354 millions US dollars of assets.

In this context of high pressure for growth, it is crucial for the regulator to un-

derstand whether Islamic banking has desirable or detrimental side-e¤ects on the

economy. In particular, does Islamic banking help or hamper the development of the

banking sector?

To our knowledge, this paper is the �rst to raise that question empirically. We

circumvent the lack of reliable data on Islamic banking through building a unique

database, IFIRST, on Shariah-compliant retail banking institutions worldwide over

the period 2000 to 2005. From our database, we construct a series of indicators of

Islamic banking development.

Using cross-section regressions that control for traditional determinants of bank-

ing development, we show that Islamic banking has a strong statistically signi�cant

e¤ect on the development of the banking sector as a whole. This occurs, in countries

where Islamic banking is authorized, through the development of a Shariah-compliant

banking sector, which does not crowd out the conventional banking sector. We also

�nd that Islamic banking is most bene�tial when it co-exists with the conventional

system and reaches a medium penetration level in the country�s �nancial system. In

such conditions, the Islamic and conventional banking sectors act as complements of
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each other. Finally, we corroborate these �ndings through di¤erences-in-di¤erences

analyses, which show that �nancial development signi�cantly rises upon the intro-

duction of additional Islamic banks.

There are several potential explanations to our �ndings, each of which corresponds

to a potential channel through which Islamic banking may in�uence the economy.

First, in a Muslim environment, Islamic banking may increase the participation of the

population in the banking system. Second, Shariah-compliant institutions may also

raise the overall trust in the banking system and hence generate positive externalities

on the sector. Third, Islamic �nance may give a boost to �nancial innovation. Fourth,

Islamic banks may have di¤erent credit policies. Finally, the introduction of new

�nancial institutions may signi�cantly a¤ect the competitive structure of the banking

industry. Our �ndings reinforce Weill�s (2009) standpoint that Islamic banks do not

necessarily have a high market power and may actually enhance competition amongst

local banking players. We believe that each of those potential channels is an equally

relevant piece of the research agenda. Additional research, be it in the form of case

studies, micro- or macro-economic empirical or theoretical work, is strongly needed

on those topics.

A logical extenstion of this research regards the study of the link between Islamic

banking and economic growth. Besides, additional research should further test and

possibly challenge our results, which are a �rst contribution on this important issue.

Moreover, Islamic �nance is still young and small with respect to global banking. We

expect the industry to display a lot of new developments in the future, that may or

not reinforce its potentially bene�tial outcomes for the economy. Future evolutions of

the industry will certainly require a closer, and perhaps increasingly critical, look at

the economic implications of Islamic �nance from both practicioners and researchers.
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2.7 Appendix

Figure 2.1: Islamic �nance summary statistics

Figure 2.2: Islamic �nance summary statistics (con�t)

Sources: IFIRST (2007), World Development Indicators (World Bank, 2009), Financial Struc-

ture Database (Beck, Demirüç-Kunt and Levine, 2000; Beck and Demirüç-Kunt, 2009). Countries

included are those in our �nal sample with active Islamic banking institutions as of 2005.
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Table 2.4: Sample description features

Variable Worlbank
countries

Cross-
section
sample

Cross-
section
sample

(countries
with IF)

Sample
coverage
ratios

(1) (2) (3) (2)/(1) (3)/(1)
Nb of countries 212 55 20 26% 9%
Nb of developing
countries

144 47 18 33% 13%

Nb of oil-dependent
countries

15 5 2 33% 13%

Nb of countries with
Islamic �nance

35 20 20 57% 57%

Private credit to
GDP (average)

44.910 31.963 36.460 71% 81%

Deposits to GDP
(average)

47.922 35.669 43.448 74% 91%

IF assets (total) 207 186 186 90% 90%

Table 2.5: Summary statistics - Cross-section sample

Variable Mean Median Std. Dev. Min. Max.
Private credit to GDP 31.963 17.842 34.321 2.855 141.902
Deposits to GDP 35.669 28.17 29.196 3.788 113.857
IF assets 3375 0 13888 0 92055
IF exist 0.364 0 0.485 0 1
IF years 7.109 0 10.103 0 29
IF inst 1.9 0 3.981 0 19.333
IF inst/Muslims 0.111 0 0.231 0 1.188
IF penetration 0.06 0 0.165 0 1
GDP 23.713 23.405 1.979 20.643 28.449
GDP/cap growth 1.082 1.313 1.632 -2.443 4.772
Contract enf. days 5.836 5.966 0.625 3.296 6.593
In�ation 7.618 5.597 6.932 0.652 30.376
Creditor rights 1.633 2 1.192 0 4
Developing dummy 0.855 1 0.356 0 1
Fuel dummy 0.091 0 0.29 0 1
French legal origin 0.491 0 0.505 0 1
German legal origin 0.055 0 0.229 0 1
Nordic legal origin 0 0 0 0 0
Socialist legal origin 0.109 0 0.315 0 1
Nb of countries 55
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Table 2.6: Summary statistics - Cross-section sample (countries with Islamic
�nance)

Variable Mean Median Std. Dev. Min. Max.
Private credit to GDP 36.46 22.996 31.722 5.16 116.538
Deposits to GDP 43.448 35.637 30.877 6.520 113.857
IF assets 9282 716 22146 14 92055
IF exist 1 1 0 1 1
IF years 19.55 21.5 5.835 8 29
IF inst 5.225 2.833 5.173 1 19.333
IF inst/Muslims 0.304 0.179 0.299 0.061 1.188
IF penetration 0.164 0.064 0.244 0 1
GDP 24.419 24.806 1.65 .995 26.76
GDP/cap growth 1.341 1.568 1.784 -1.603 4.663
Contract enf. days 5.832 5.966 0.619 3.296 6.346
In�ation 9.084 7.997 7.506 1.618 30.376
Creditor rights 1.59 2 1.047 0 3
Developing dummy 0.9 1 0.308 0 1
Fuel dummy 0.1 0 0.308 0 1
French legal origin 0.55 1 0.51 0 1
German legal origin 0 0 0 0 0
Nordic legal origin 0 0 0 0 0
Socialist legal origin 0.1 0 0.308 0 1
Nb of countries 20
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Table 2.7: Correlation table
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Table 2.8: List of acronyms

Acronym Meaning

AAOIFI Accounting and Auditing Organization for Islamic Financial Institutions

ARDA Association of Religious Data Archives

CIBAFI General Council for Islamic Banks and Islamic Financial Institutions

CIA Central Intelligence Agency (USA)

GDP Gross Domestic Product

IF Islamic Finance

HDR Human Development Report

IFIRST Islamic Finance Recording and Sizing Tool

IFS International Financial Statistics

IMF International Monetary Fund

LLSV La Porta, Lopez-de-Silanes, Shleifer, Vishny

OIC Organization of the Islamic Conference

OLS Ordinary Least Squares

PLS Pro�t and Loss Sharing

WDI World Development Indicators (World Bank database)
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Chapter 3: Emerging Stock Markets

Emerging and Frontier Stock Market Returns: Empir-
ical Behavior and Literature Findings in Perspective1

Abstract

Emerging stocks increasingly draw the attention of international investors,

given several speci�cities in return behavior. This paper surveys the literature

on emerging stocks�unconditional returns, and confronts it with empirical obser-

vations. We use a database of 53 emerging country indices over the period from

1981 to mid-2008, including 33 Major and 20 Frontier markets, rarely covered in

the literature. Finally, we compare Major to Frontier market returns.

Data on both types of markets con�rm the literature consensus about three

distinguishing features of emerging market stock returns: (1) volatility is high,

(2) third and fourth moments matter, (3) correlations with developed market

returns are low, although they have been rising over the last decades. However,

contrary to some papers and in accordance with others, we do not �nd that

emerging stock returns are, on average, signi�cantly di¤erent from developed

markets�.

In spite of wide macro-economic di¤erences in GDP, market size and liquidity,

the return patterns in Frontier markets are very similar to Major markets�, except

correlations. Those are signi�cantly smaller both amongst Frontier markets, as

well as between Frontier and developed or Major markets. Using a mean - Value-

At-Risk optimization framework, we show that, at current correlation levels, the

low systematic risk contribution of Frontier markets is an argument for their

inclusion in global investment portfolios.

JEL: G15, G11, F30.

Key words: emerging stock markets, frontier markets, equity returns, invest-

ment, moments.

1This paper has been written by Laurent Gheeraert.
The author is grateful to Professors A. Chapelle, A. Farber, K. Oosterlinck, H. Pirotte, A. Szafarz,

of the Université Libre de Bruxelles for their numerous comments and suggestions.

62



Chapter 3: Emerging Stock Markets

3.1 Introduction

Emerging stock markets have long been viewed as a residual category in the land-

scape of investment opportunities. Still today, some international investors may be

reluctant to investing in emerging stocks, or restrict their emerging stock markets

investments to a negligible portion of their portfolio. The reasons behind the limited

popularity of emerging stock markets amongst international investors are manifold.

These are, to name only a few, poor information (due to, e.g., a lower, or absence,

of coverage by market information providers, or minimal accounting standards); lax

market regulations, supervision and enforcement; high transaction costs; legal restric-

tions on foreign ownership; extensive government involvement with listed companies;

high perceived risk; or even cultural di¤erences2 (for a discussion of emerging market

microstructure and investment barriers, see, for example, Derrabi and Leseure, 2005,

Glen, 2000, and Bekaert, 1995).

However, in spite of the numerous remaining barriers, the interest in emerging

stock investment is growing. The main arguments in favor of emerging stock market

investment are generally twofold. First, a high return potential is inferred from a

favorable history of returns in several emerging markets, and from the high room for

future macro-economic growth (e.g., GDP per capita). Second, portfolio diversi�ca-

tion bene�ts are expected due to the low correlation with global stock market returns.

Together with the opening-up of new investment horizons following several �nancial

liberalizations in the 90s (see, for example, Bekaert, Harvey and Lundblad, 2003),

the size of emerging stock markets has been growing at a very rapid pace. At the

end of 2007, emerging markets (i.e., equity markets located in developing countries),

accounted for 23 percent (14.9 Trillion USD) of the global market capitalization, from

a mere 7 percent (1.7 Trillion USD) only a decade before. The 2008 �nancial crisis

did not modify this global picture: Although they were badly hurt by the 2008 �nan-

cial crisis, at the end of 2008, emerging markets had contracted to their 2006 market

capitalization level, whereas developed markets as a whole were back to their 2004

level. At the end of 2008, emerging markets still accounted for 19 percent (6.6 Trillion

2See, for example, Stulz and Williamson (2003), or Grinblatt and Keloharju (2000). The latter
show that investors are more likely to trade stocks of �rms that are located close to the investor,
that communicate in the investor�s native tongue, and that have chief executives of the same cultural
background.
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USD) of the world total. From end 1997 to end 2008, in the midst of the �nancial

crisis, the cumulative annual growth rate in emerging stock market capitalization is

still an impressive 13 percent per annum3.

This paper aims at providing market stakeholders with a critical view on the

current knowledge about the unconditional distribution of emerging stock market

returns, through both a survey of the literature, and empirical analyses.

Understanding emerging stock market return features is important for at least

three types of stakeholders. First, the professional international investor cannot a¤ord

to ignore the investment opportunity o¤ered by increasingly liberalized emerging

stock markets. Yet, a cautious approach of investment is necessary to decide which

general guidelines to adopt and to assess the impact on expected risks and returns.

Second, local companies need to correctly understand the mechanics behind their cost

of capital in order not only to minimize their funding costs, but also to make value-

creating investment decisions. This is becoming especially true as more and more

companies in emerging countries are either privatized or coping with an increasingly

competitive economic environment. Third, at the macro level, emerging country

policymakers are confronted with a growing need to, if not attract, at least cope with

foreign equity investment. Therefore, it is crucial for them to understand the micro-

determinants of international investment. The purpose of this paper is to contribute

to this understanding from the angle of unconditional return distributions over a

large panel of emerging markets.

We start by de�ning the concept of an �emerging stock market� and clarifying

the scope of the latter investment category. A literature survey shows that, in spite

of large increases in size and liquidity over the last decade, the majority of the emerg-

ing stock markets are still below the radar of global scienti�c empirical studies. To

our knowledge, the maximum number of emerging countries covered together in a

single empirical study of returns is 31 (in Erb, Harvey, Viskanta, 1998). Whereas

such choices are rightfully justi�ed by important data limitations and methodologi-

cal choices, they result in a very partial view of the emerging markets universe, which

comprises nowadays of over a hundred countries. Logically, this picture is similar with

regard to the coverage of emerging markets by major �nancial information providers,

3Source: World Development Indicators (World Bank, 2009)
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such as S&P or MSCI. Together, both institutions provide currently information (at

the minimum, a country equity index calculated on a monthly basis) on 58 emerging

countries. This represents, again, hardly half the total number of emerging markets.

We propose a typology of emerging markets derived from S&P Emerging Markets

Database (hereafter, EMDB) and the World Bank country classi�cations, into �Ma-

jor�, �Frontier�, �below-the-radar�, and �no (active) stock exchange� countries. A

top-down macro-economic analysis of key indicators shows that there are wide di¤er-

ences in level of development, size and liquidity between these groups of countries.

We then stress and discuss several important challenges in emerging stock data,

before examining the behavior of emerging stock returns, from the perspective of an

international US investor. Our data run over the period from beginning 1981 to mid-

2008, which spans a number of crises (e.g., the 1987 stock market crash, the Mexican

1994 crisis, the Asian 1998 crisis, the 2000-2002 dot-com bubble burst), but excludes

the latest 2008 �nancial crisis, ongoing at the time of writing. Our analysis confronts

literature �ndings to historical data from S&P Emerging Markets Database (EMDB)

on Major countries and the more recent EMDB Frontier markets. Our database

includes 53 emerging market indices with a history of at least 5 years of monthly

data, amongst which 20 Frontier markets, rarely covered in the literature.

Our objective is twofold: First, to confront our empirical observations to tradi-

tional literature �ndings, and second, to assess whether Fontier markets returns dis-

play signi�cant di¤erences with Major markets. The structure we follow is a review

of statistical moments of the stock return distribution relevant to the international

investor. When making a stand-alone investment, the investor is concerned about

returns�mean, standard deviation, but also about skewness (a potential asymmetry

of returns towards good, or bad returns) and kurtosis (the frequency of occurence of

extreme events, positive or negative). In the context of a portfolio investment, the

key parameter, in addition to expected returns, is the correlation between assets.

For each moment, we present key literature standpoints, confront them with our

empirical observations, and compare the behavior of Frontier and Major market re-

turns. Our �nding can be summarized as follows. Our overall data con�rm the major

literature �ndings on emerging stock market returns, i.e., (1) volatility is high, (2)

third and fourth moments matter4, and (3) correlations, both within emerging mar-
4We show that this issue is not speci�c to emerging markets as it is also present in developed

65



Chapter 3: Emerging Stock Markets

kets, and with developed markets, are relatively low, although they have been rising

over the last decades. However, as to the literature divergences about the relative

attractiveness of average returns in emerging versus developed markets, we do not

�nd evidence in our data that realized returns in emerging markets are on average

signi�cantly higher than in developed markets. At last, in contrast with wide dif-

ferences in liquidity and relative size between Major and Frontier markets, return

patterns are qualitatively similar between the two types of markets, with one notable

exception: Frontier markets display lower correlations, both amongst them, and with

developed or Major markets. We illustrate, using a mean - Value-At-Risk optimiza-

tion framework with the no short-selling constraint in emerging markets, how the

addition of Frontier stock markets in a global portolio shifts the e¢ cient investment

frontier towards more desirable outcomes. We �nd that the inclusion of Major stock

indices to a global portolio increases the optimal modi�ed Sharpe ratio from 0.041 to

0.048, while the additional inclusion of Frontier indices further increases the optimal

Sharpe ratio to 0.060.

The remainder of the paper is organized as follows. Section 2 precisely de�nes

the scope of the analysis, proposes a typology of emering markets, and presents

key macro-economic stylized facts. Section 3 discusses common data challenges in

emerging markets and presents our dataset. Section 4 analyzes realized returns.

Sections 5 reviews the risk parameters of a stand-alone emerging market investment

(standard deviation, and higher-order moments). Section 6 examines the role of

correlations in a global international portfolio approach. Section 7 concludes and

proposes avenues for further research, given the current state of the literature.

3.2 De�nitions and typology of emerging markets

3.2.1 De�nitions

A coherent approach of emerging stock market returns starts with a rigorous de�nition

of the scope of research. The variety of the de�nitions encountered in the literature,

involving varying degrees of subjectivity, is indeed a potential source of divergence in

results or interpretations.

equity markets.
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Originally, an emerging stock market is a stock market located in a developing

country5 (Beim and Calomiris, 2001). A country is deemed developing (using the

World Bank vocabulary, a �low or middle income� country) if its per capita Gross

National Income (GNI), expressed in USD, falls below a certain hurdle that changes

through time. A widely accepted reference hurdle for per capita GNI is the one set

by the World Bank every year in July. The World Bank computes the GNI per

capita in USD using the �Atlas�conversion factor, which is an average of in�ation-

adjusted exchange rates e¤ective over the last three years (see World Bank, 2009).

Doing so, it strives to soften the impact of exchange rate �uctuations in the cross-

country comparison of national incomes and avoids a series of jumps from a category

to another for borderline countries.

This straightforward criterion serves as a basis for a binary classi�cation of coun-

tries, and, by the same token, stock markets, as developing or developed. This direct,

location-based, de�nition has the merits of simplicity and objectivity.

However, alternative de�nitions have been established, in an attempt to address

two main drawbacks of the location-based de�nition, namely the instability in the

country list6, and the lead time entailed by the communication of o¢ cial GNI data

(approximately six months after year-end). Another implicit objective of alternative

de�nitions might also be to protect the consistency of existing databases and the

trademark �emerging stock market� (a term coined by the International Finance

Corporation, IFC, in 1981).

Standard & Poor�s Emerging Markets Database, proposes a multi-criteria de�ni-

tion for an emerging stock market: �A stock market that is in transition - increasing

in size, activity, or level of sophistication�(Standard & Poor�s, 2007). S&P classi�es

a stock market as �emerging�if it meets at least one of several general criteria: (i) it

is located in a low or middle-income economy as de�ned by the World Bank, (ii) it

does not exhibit �nancial depth; the ratio of the country�s market capitalization to

GDP is low, (iii) there exists broad based discriminatory controls for non-domiciled

investors, and/or (iv) it is characterized by a lack of transparency, depth, market

5 In this paper, the term �emerging market�designates an emerging equity (or, stock ) market, not
to be confused with �emerging country�, especially when non location-based de�nitions of emerging
(stock) markets are used.

6The systematic and mathematical �Atlas method� does not always succeed in eliminating the
impact of wide exchange rate �uctuations (such as in Asia in the late 1990s).
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regulation, and operational e¢ ciency. S&P also requires that a country exceed the

World Bank GNI threshold for at least three consecutive years before it is accepted

in the �developed nations�category. Overall, proposed changes to the original de�-

nition impose more requirements for a market to graduate from the emerging status.

As a consequence, the S&P de�nition retains more markets in the �emerging�status

than would the location-based de�nition. To do so, the S&P criteria involve subjec-

tive professional evaluations. This may be wise if one acknowledges that a country�s

level of wealth does not always imply that its stock market(s) has (have) all typical

features of a developed stock market.

S&P further distinguishes between two categories in emerging markets, namely

�Major�and�Frontier�markets, based on size, liquidity and availability of informa-

tion. Frontier markets are relatively small and illiquid even by emerging market stan-

dards, and information is generally less available than in Major markets (Standard

& Poor�s, 2007). In practice, for the construction of the national and global indices,

S&P evaluates countries and decides on the market status (e.g., developed, emerging

Major, or emerging Frontier) yearly in October, and decisions are implemented in

November. In general, changes of categories rarely occur and are announced at least

three months prior to the e¤ective implementation7. S&P provides daily data on

Major indices, and, given the lower liquidity, monthly data on Frontier markets.

The majority of the empirical literature on emerging stocks relies on the inclusion

in an established emerging markets database, such as the S&P EMDB, at a certain

point of time. Below, we propose a typology of emerging stock markets, derived from

both the World Bank and S&P classi�cations, and depict their main macro-economic

features.

3.2.2 Emerging stock markets: Stylized facts and typology

This section explores macro indicators of economic development, stock market pene-

tration, age, size and liquidity, on various categories of countries. First, we show the

major di¤erences and similarities between developed and developing countries. Then,

we propose a typology of emerging stock markets, and analyze the same indicators

7 In S&P EMDB, since its inception in 1981, only Portugal (in 1999) and Greece (in 2001) grad-
uated from emerging to developed market status. Additionally, Slovakia was moved from the Major
to the Frontier markets in 2004 in response to a shrinking size.
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across subgroups of emerging markets.

We start from the World Bank 2008 country classi�cation (built on the basis

of the 2007 GNI threshold of 11,455 USD per capita), i.e., 65 developed and 144

developing countries. The World Development Indicators (hereafter, WDI) provide

a series of indicators on economic development (e.g., GDP, population) and stock

market indicators (e.g., market capitalization, stock traded value, turnover ratio)

on the group totals8. Additionally, we provide the information of the total number

of active stock exchanges, and the number of countries with and without a stock

exchange, in each group.

To do so, we built a list of all stock exchanges active as of January 2007, in each

country of the world, following a two-step methodology. We started from existing

listings of world stock exchanges9 and, for each of them, we con�rmed through alter-

native sources (e.g., Internet search, or press clipping) whether the referenced stock

exchange was still active or not in the beginning of 2007. Then, for countries where no

active stock exchange was found in the previous step, we performed a web search to

further check the absence of an active stock exchange. For each country, we indicate

the year in which the �rst trading took place, as found in the various sources visited.

Table 3.7 in appendix presents the resulting detailed list of active stock exchanges

globally, country by country.

Table 3.1 summarizes the key macro-economic indicators for both developed and

developing countries. Basic economic indicators con�rm the well-known fact that

developing countries represent the lion�s share of the world�s population, but only a

small fraction of global GDP. The developing zone average GDP per capita is a mere

7% of the developed countries equivalent (respectively, 2,600, versus 38,000 USD per

apita). The room for growth of the developing area is a stunning factor 14. Over the

last 16 years, the developing zone�s GDP per capita grew on average 2 times more

quickly than the developed zone, but with much higher variations from a year to

8When data are missing for some countries in a group, the World Bank uses a systematic gap-
�lling method in order to provide a reasonable approximation on each group total (see World Bank,
2009).

9Our main sources include the Rutgers University 2007 Webguide on �Stock and Commodity
Exchanges�, the list of global stock exchanges provided by Wall-Street.com, information from the
World Federation of Exchanges, and the Federation of Euro-Asian Stock Exchanges. Complementary
sources are mentioned in the notes of table 3.7.
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Table 3.1: Macro indicators: Developing vs. developed countries

Unit Developed
countries

Developing
countries

Ratio De-
veloping
vs. De-
veloped
countries

Basic macro-economic indicators
Nb of countries 65 144 2
Population Bil. people 1.1 5.6 5.3
GDP USD Tr. 40 14 0.35
Avge GDP / cap USD 38,162 2,574 0.07
GDP / cap real growth (1990-2007)
Avge 2.4% 4.9% 2.0
St. Dev. 8% 26% 3.0
Correlation with the world 0.88 0.80 0.91
Stock market development indicators
Nb of countries with a stock exch. 48 101 2.1
Active in 1929 29 25
Starting activity from 1989 13 53
Nb of stock exch. 78 142 1.8
Stock market size
Market cap (97) USD Tr. 21 1.7 0.08
Market cap - avge growth (97-07) 9% 25% 2.8
Market cap (07) USD Tr. 50 15 0.30
Stock market relative size
Market cap per stock exch. USD Bil. 635 105 0.17
Market cap / GDP 1.2 1.0 0.85
Market cap / population USD / cap 47,003 2,685 0.06
Stock market liquidity
Stock traded value USD Tr. 87 12 0.14
Stock traded value / GDP 216% 83% 0.39
Turnover ratio 175% 80% 0.46

Notes:
"Developed" and "developing" countries are, repectively, "high income" and "lower and middle income"
countries as de�ned in the World Bank 2008 country classi�cation, based on 2007 GNI thresholds. Restricting
the analysis to countries with at least 200,000 inhabitants in 2007 would eliminate 32 countries out of 209
(16 developed and 15 developing). However, the full sample is presented, as 10 countries with less than
200,000 inhabitants do in e¤ect have an active stock exchange (5 developing countries: Dominica, Grenada,
Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines; and 5 developed countries: Antigua
and Barbuda, Bermuda, Cayman Islands, Channel Islands, Faeroe Islands).
When counting the number of stock exchanges, global exchanges are counted only one time, unless they have
a presence in di¤erent countries, in which case each country location is counted. Whenever a stock market
located in a country is o¢ cially set-up on behalf of several countries, the occurence is split evenly across all
concerned countries (this is the case for the "Bourse des Valeurs Mobilières" in Côte d�Ivoire, serving Bénin,
Burkina Faso, Côte d�Ivoire, Mali, Niger, Sénégal, Togo and Guinée Bissau; and the "Eastern Caribbean
Securities Exchange", serving the eight member territories of Anguilla, Antigua and Barbuda, Dominica,
Grenada, Montserrat, Saint Kitts and Nevis, Saint Lucia, and Saint Vincent and the Grenadines).
Standard macro-indicators, including market capitalization and stock traded value are from WDI (2009).
Exhaustive group totals (e.g., total population, GDP, average GDP per capita) are computed by the World
Bank using a standard "gap-�lling" approximation methodology for missing country data.
Data on existing stock exchanges in January 2007 are built based on the following sources: World Bank
Country Classi�cation (2008, using 2007 GNI threshold), World Developing Indicators (2009), S&P (2007),
Rutgers University 2007 Webguide on "Stock and Commodity Exchanges", Wall-Street.com, stock exchanges
associations (World Federation of Exchanges, Federation of Euro-Asian Stock Exchanges), The University
of Chicago Library, Wikipedia, The Numa Directory of Exchanges. Further details on the methodology are
provided in table 3.7 (appendix).
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another (as measured by the standard deviation). However, the average GDP growth

in developing countries is highly correlated (80%) with the world, which indicates in

general pro-cyclical behavior of economies.

When it comes to stock market development indicators, results are more con-

trasted, depending on the indicator considered.

On a series of measures, the developing world nowadays approaches or reaches the

level of stock market development of developed countries. First of all, the proportion

of developing countries with an active stock market is a striking 70%, which is similar

to the ratio in developed countries (74%)10. Second, the overall market capitalization

of developing countries is, at the end of 2007, 30% of the developed market total size,

which represents a size, relative to GDP, only slightly inferior to that of developed

countries11.

However, developing stock markets di¤er macro-economically from their devel-

oped counterparts in mainly four respects. First, the vast majority of the stock

exchange institutions in developing countries are very young. Out of 101 emerging

countries with a stock market, 53 launched their local stock market since the collapse

of USSR in 1989 (against 13 over 48 countries with stock exchanges in the developed

nations). Yet, next to them, several exchanges have long histories. Many of today�s

emerging markets are actually re-emerging markets, which for one reason or another

disappeared from sight at some point in time. As Goetzmann and Jorion (1999)

note, China, Malaysia, India, Egypt, Poland, Romania, Czechoslovakia, Colombia,

Uruguay, Chile, Venezuela and Mexico all had active equity markets in the 1920s.

As surprising as it is, one �nds nearly as many stock exchanges that have known the

1929 crisis in the emerging world as in the developed world (respectively, 25 and 29

countries had an active stock exchange in 1929). Second, the high ratio of market cap-

italization over GDP is very recent: It is the result of a very rapid growth in emerging

market capitalizations over the last 10 years (25% over 1997-2007, compared to 9%

in developed countries). A big part of this growth comes from new company listings

and the creation of new emerging equity markets. The remaining growth stems from

capital appreciation. Third, the ratio of market capitalization to population is still

10This result is not fundamentally modi�ed when we exclude small countries.
11As stated above, the 2008 �nancial crisis did not a¤ect such relative statements, as developed

markets have been hurt almost as badly as developing markets.
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17 times lower than in developed countries. Fourth, the liquidity, measured as either

the stock traded value over GDP, or the turnover ratio12, lags way behind developed

market levels. In other words, the trading activity of emerging stock markets is, on

average, relatively smaller. We will have to take this into account when dealing with

data.

We now focus on the emerging stock markets group of countries and propose a

typology within those. Using the de�nitions above, we de�ne the universe of emerging

stock markets as all the markets covered in the S&P EMDB (Major and Frontier), plus

all developing countries not covered by the EMDB. That is, all developing countries,

plus developed countries whose stock market is still considered emerging by S&P

criteria. We then partition emerging stock markets in a mutually exclusive and

collectively exhaustive way into four subgroups, namely, in decreasing order of stock

market coverage intensity: Major, Frontier, other developing with, and without an

active stock exchange (as of January 2007). To do so, we follow the S&P EMDB

classi�cation of Major and Frontier countries: Major (Frontier) markets are those

included in the EMDB IFCG13 (EMDB Frontier) database in January 2007, and

with a coverage history of at least �ve years. We follow the S&P typology, instead of,

for example, the MSCI one, as the S&P database has a longer history of data across

a wider panel of countries. Other developing, with and without stock exchanges,

are split according using the World Bank 2008 country classi�cation, and our list of

active stock exchanges globally.

As of January 2007, the S&P/IFCG indices comprise of 35 countries, among which

3 have too short histories (Kuwait, Qatar and the UAE, are part of the indices since

January 200614). We retain one additional country in the Major markets category,

Slovakia, as it was shifted from the Major to the Frontier group by S&P in November

2004, following a shrink in market size, but spent the majority of its index history

(since 1997) under the Major status. Thus, the Major markets category comprises of

33 countries. Amongst those, 1 is not in the World Bank list of countries (Taiwan),

and 8 are developed countries as per the World Bank classi�cation (Bahrain, Cezch

12The turnover is the ratio of stock traded value, i.e., the summed value of all the trades that took
place during the year, to the market capitalization at the end of the year.
13 IFC Global emerging market indices.
14We classify those countries under "other developing countries, with a stock exchange".
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Republic, Hungary, Israel, Korea, Oman, Saudi Arabia, and Slovakia). At the same

date, the S&P EMDB covers 20 Frontier markets (all with at least �ve year history as

of 1/1/2007), of which 3 countries considered developed as per World Bank standards

(Estonia, Slovenia, Trinidad & Tobago). Remaining developing countries are catego-

rized according to the existence or absence of an active stock exchange in January

2007. The latter subgroups contain, respectively, 60 and 43 countries. We refer to

�other developing countries, with stock exchange�, as countries �below-the-radar�of

major international market information agencies15. The latter is the widest subgroup

in the typology. The detailed list of countries with the typology is presented in table

3.7 in appendix.

Table 3.2 presents macro indicators per emerging stock market group. Across

all indicators, there are wide di¤erences between country subgroups. Generally, the

level of economic and stock market development is increasing when the stock mar-

ket coverage is higher (between, respectively, �no stock market�, �below-the-radar�,

�Frontier�and �Major�countries).

Looking at the basic macro-economic indicators, GDP per capita is higher by ap-

proximately 50 percent from a subgroup to another. This is consistent with the tradi-

tional view of the literature that, after controlling for the two-way relationship, stock

market development stimulates economic growth (see, for example, Bekaert,Harvey

and Lundblad, 2005, Levine, 2003, and Levine and Zervos, 1998). Major countries

displayed, on average over the last 17 years, a quicker and less volatile GDP growth,

more correlated with the rest of the world, than the rest of emerging stock markets16.

Growth volatility is highest and world correlations lowest in the �no stock market�

countries. Clearly, developing countries without a stock market generally pertain to

the lowest income category.

We then compute, on the three subgroups of countries which have an active stock

exchange, a series of stock market development indicators.

15Our de�nition of �below-the-radar�countries therefore includes countries only recently covered
by international market information companies (since less than 5 years). Considering the MSCI
emerging markets database would not increase the number of covered stock markets, as all coun-
tries covered from at least 5 years by MSCI are also covered by the S&P EMDB. Only the split
between Major and Frontier markets would be di¤erent, as MSCI and S&P use di¤erent criteria and
professional appreciations.
16We checked whether these results on the Major countries are driven by China and India. All

results qualitatively hold when excluding the latter countries from the EMDB Major sample.
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Table 3.2: Macro indicators, per emerging stock market group

EMDB -
Major

EMDB -
Frontier

Other
devel-
oping
(with
stock
exch.)

Other
devel-
oping
(no
stock
exch.)

Basic macro-economic indicators
Nb of countries 33 20 60 43
Population Bil. people 4.1 0.4 0.6 0.3
GDP USD Tr. 13.6 0.8 0.8 0.3
Avge GDP / cap USD 3,296 2,251 1,465 917
GDP / cap real growth (1990-2007)
Avge 5.2% 2.3% 3.7% 3.7%
St. Dev. 24% 38% 38% 51%
Correlation with the world 0.78 0.52 0.52 0.41
Stock market development indicators
Nb of countries with a stock exch. 33 20 60 -
Active in 1929 23 5 2 -
Starting activity from 1989 4 8 45 -
Nb of stock exch. 76 24 55 -
Stock market size
Market cap (97) USD Tr. 1.8 0.03 0.04 -
Market cap - avge growth (97-07) 22.5% 24.5% 14.2% n.a.
Market cap (07) USD Tr. 16.4 0.4 0.17 -
Stock market relative size
Market cap per stock exch. USD Bil. 216 16 3 n.a.
Market cap / GDP 1.2 0.5 0.2 -
Market cap / population USD / cap 3,981 1,053 311 -
Stock market liquidity
Stock traded value USD Tr. 14.7 0.04 0.04 -
Stock traded value / GDP 108% 4% 4% -
Turnover ratio 90% 9% 21% n.a.

Notes:
De�nitions, methodology and sources are similar to those of the previous table.
This table partitions "developing countries" in a mutually exclusive and collectively exhaustive way, relying
on S&P EMDB (Emerging Markets Database) classi�cation, and the existence or not in a stock exchange
in developing countries. The sole exception concerns countries included in the EMDB but not considered
developing countries in the World Bank classi�cation. In order to maintain the coherence with our paper,
as well as much of the emerging markets literature, such countries are included in the table.
"EMDB - Major" cover IFCG countries (IFC, Global indices) with at least 5 years of data as of 1/1/2007,
plus Slovakia (33 countries).
The "EMDB - Fontier" cover 20 countries (all with at least 5 years history as of 1/1/2007).
Remaining developing countries are classi�ed according to the existence or absence of an active stock market
as of January 2007.
Calculations on macro-economic and stock market development indicators (except data on the number of
countries and number of stock exchanges, which are exhaustive) exclude countries with insu¢ cient infor-
mation, e.g., missing GDP, population or stock market data (5 countries excluded over 33 in the EMDB
Majors: Bahrain, Oman, Taiwan, Venezuela, Zimbabwe; no country excluded over the 20 Frontier countries;
9 countries excluded over the 60 other developing with stock exchange, and 10 excluded over the 43 other
developing without a stock exchange).

All size, relative size, and liquidity measures indicate wide discrepancies between

Major, Frontier, and �below-the-radar� countries. First, the market capitalization

of Frontier and �below-the-radar�countries taken together is not even 4% of Major
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markets�. Even when scaled to GDP, relative market capitalization is more than

doubling from �below-the-radar� to Frontier markets, and further so from Frontier

to Major markets. Another sizeable di¤erence between subgroups is the liquidity,

which is 4 to 25 times higher in Major versus other markets. Furthermore, most

of the emerging stock exchanges established after 1989 (45 out of 57) are still not

covered by international market information providers. On average, Major markets

are in majority those with longer histories of trading, while the sample of �below-

the-radar�markets are biased towards new stock exchanges.

In conclusion, our typology on emerging stock markets shows that the wide ma-

jority of the markets are still �below-the-radar�of international market information

agencies such as S&P or MSCI: we count 60 such countries, for 53 S&P-covered Major

and Frontier countries. Additionally, there are wide di¤erences in stock market devel-

opment levels between Major, Frontier, and �below-the-radar�countries. Therefore,

we may wonder whether such di¤erences are also present at the level of stock returns

behavior. The remainder of the paper discusses in parallel stock returns behavior in

Major and Frontier markets.

3.3 Data challenges

3.3.1 Common data �aws

This subsection exposes a series of potential data issues in emerging stock series. In

the next subsection, we describe how we strive to mitigate or deal with them in our

empirical dataset.

Studying emerging stock markets returns often means dealing with imperfect,

incomplete, or short-lived data. Common issues a¤ecting data in emerging stock

markets come from four types of sources, namely, (1) lack of transparency, (2) illiq-

uidity, (3) survivorship bias, and (4) short history.

None of the issues above is the prerogative of emerging stock market data, as they

may also be present in developed markets. However, they are often more serious in

emerging markets than in developed markets.

One, some structural di¢ culties commonly arise with emerging markets securi-

ties. For example, many emerging markets have �rms with multiple classes of shares
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carrying di¤erent ownership rights and restrictions. In the Chinese case, the same

company may quote A and B shares altogether, with, possibly, di¤erent prices. A-

type shares are quoted in renminbi and accessible only to Chinese citizens and selected

foreign institutional investors, while B-shares are quoted in international currencies

and accessible to all, Chinese and foreigners. The concomitant existence of di¤erent

stock prices increases the risk of inaccurate or inconsistent data. A common solution

for tracking the performance of such companies consists in treating multiple shares

of a given �rm as a single portfolio, weighted by the value of all outstanding security

classes (see, for example, Rouwenhorst, 1999).

Two, although the trading activity of some of the emerging markets is impressive

compared to the developed markets17, a substantial number of emerging markets

stocks are infrequently traded. Therefore, several authors18 prefer monthly data

to weekly or daily data, in order to mitigate the possible in�uences of infrequent

trading. Monthly data may also be preferable to yearly data, especially when data

series from various sources need to be linked together (Goetzmann and Jorion, 1999).

The use of monthly data does not free the analysis of all infrequent trading bias, but

unfortunately, liquidity-related data (such as volume information) are even scarcer

than price data.

Another related challenge is the determination of the most relevant conversion

rate from local currency to a common international currency (usually, the USD).

The issue concerns two types of markets. First, the illiquidity on the stock exchange

may lead to an asynchronization between stock price (in local currency) and the

exchange rate. Second, the illiquidity on the local currency market(s) might cause

either unavailability or plurality of exchange rate quotes. Usually, authors follow

the S&P EMDB guidelines, in which the exchange rate conversion is based on a

rate quoted on the last day of the period (e.g., week, month) in a �nancial journal

such as the Wall Street Journal or the Financial Times (Standard & Poor�s, 2007;

International Finance Corporation, 1993). When a number of exchange rates exist,

17For example, Harvey (1995a, 1995b) �nds that 5 emerging markets have hiver turnover than the
average turnover in the US, Japan, and the UK, and that 10 emerging markets have higher turnover
than the UK. In our 2007 sample, we do not �nd any emerging country (Major or Frontier) with a
higher turnover ratio than the US, UK, and Japan average. However, 4 emerging markets (China,
Korea, Pakistan and Saudi Arabia) have a higher turnover ratio than Japan.
18Such as Henry and Kannan (2007), Mateus (2004), Bekaert and Harvey (2002b), Rouwenhorst

(1999), Jorion and Goetzmann (1999), Bekaert and Harvey (1997), Harvey (1995a, b).
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S&P uses the nearest equivalent �free market�rate or a rate that would apply to the

repatriation of capital of income. In some cases, even the newspaper rates are not

used and S&P relies on its correspondents in the particular markets.

Three, the large majority of the authors in emerging markets suspect the pres-

ence of a serious survivorship bias (Jorion and Goetzmann, 1999, discuss this issue

in depth; see also Rouwenhorst, 1999; Bekaert and Harvey, 1997; Harvey, 1995a, b).

Survivorship has three potential sources. First, the large number of countries and

stock exchanges included in the de�nition of �emerging stock markets�and the di¢ -

culty to �nd quality data de facto implies inclusion choices. As Harvey (1995b) puts

it, �the small number of countries that are included in the sample are the winners�.

The second source of survivorship bias also arises from inclusion decisions, this time

at individual stock level. Indeed, country indices, such as the S&P emerging stock

markets indices, are often constructed on the basis of a selection of stocks, according

to various criteria (see below). However, these criteria, such as size, liquidity, histori-

cal or expected �nancial performance, implicitly reveal information about the history

of the company. Finally, a more serious problem, sometimes called the �lookback

bias� (Harvey, 1995b) arises from backtracking of data. Indeed, de�ning an equity

index from a selection of companies (or even, stock markets) at a given date implies

that those companies are the ones that were successful, as they are still existing at

that date. Using these stocks only to compute past values of the index leads to over-

estimating returns, as �rms that dropped out of the market before the selection date

are easily omitted.

Four, even if data were trustworthy, there is, generally, a relatively short history

of data, either because the market is new, or because the systematic coverage by

information providers is recent. Short data series, combined to need to use medium- to

low-frequency data due to the lack of liquidity, make it di¢ cult to obtain statistically

conclusive evidence on emerging market data (see, for example, Bruner et al., 2002).

In conclusion, the potential �aws in emerging stock market data quality impose

important methodological choices and a prudent analysis of the results. Below, we

explain and justify our database choices.
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3.3.2 Empirical data

Data on emerging stock markets are from two types of sources, i.e., global databases

and local information sources.

The most common global sources are the S&P�s (formerly IFC�s19) EMDB, the

MSCI International Equity Indices for Emerging and Frontier markets, and the IMF�s

International Financial Statistics (IFS). Local sources include regulatory authorities,

stock exchange institutions or federations (e.g., FEAS, the Federation of Euro-Asian

Stock Exchanges), investment banks or brokerage companies. For a good indication on

possible local sources, see the Rutgers University Webguide on Stock and Commodity

Exchanges (2006). Yet, each of those local sources has its own methodology, and

should therefore be treated with the highest care.

We choose to exclude local sources in order to maintain consistency in the treat-

ment of potential data issues such as dividend computation, exchange rate determi-

nation, and multiple share classes inclusion. Amongst global sources, the IFS has the

longest coverage history: It provides, over a nice panel of countries, monthly stock

price data as reported by the local authorities, from 1948. Unfortunately, contrary to

S&P EMDB or MSCI, the IFS index does not include dividends, and uses monthly

average prices instead of end-of-month prices. It also su¤ers from non-comparability

problems due to the variety of data sources used20. Therefore, we do not use IFS

data. Both S&P EMDB and MSCI provide total (i.e., gross dividend inclusive) re-

turn indices, with a professional and uniform treatment of the issues of exchange

rate, multiple share classes, and low liquidity. Following a vast majority of papers on

emerging stock markets (see the synoptic view of selected papers in table 3.12), we

use the S&P EMDB due to a longer history of data, and a wider country coverage,

along with a sound index methodology. We access the data from Datastream.

Started in 1981 (and back-tracked from 197521) with 10 emerging stock markets,

the EMDB has expanded to 17 markets by 1985, 26 by 1995, 51 by 1998, 53 by

2003, and 56 markets in 2006 across Asia, Latin America, Eastern Europe, Africa

19The IFC pioneered the EMDB development e¤orts from 1981, and sold the database to S&P in
1999.
20Jorion and Goetzmann (1999), in their seminal study of long-term equity capital appreciation,

have no other choice than linking data from multiple sources (amongst which, the IFS, and the
League of Nations). Their �nal database is an impressive panel of 39 equity price indices over the
period 1921-1996. Unfortunately, dividends are excluded.
21Except for the Jordan �nancial market, which started operations in January 1978.
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and the Middle East. Markets covered include Major and, from 1996, Frontier coun-

tries, which are smaller and less liquid than Major markets (Standard & Poor�s,

2007). Using a selected sample of stocks in each market, EMDB calculates IFCG

(IFC Global) indices of stock market performance designed to serve as benchmarks

consistent across national boundaries22 (Standard & Poor�s, 2006). As explained in

the Standard & Poor�s (2007) emerging index methodology, stocks are selected for

inclusion in the index based on size, free �oat, liquidity, and corporate domicile.

For each EMDB country, stocks are selected in order of liquidity until the mar-

ket capitalization target of 70-80% coverage is met. Once constituents are selected,

respective market capitalizations are adjusted in order to exclude portions of a com-

pany that are controlled by strategic or government holders, as well as cross hold-

ings of shares (the ��oat adjustment�). Additionally, any selected share must have

traded frequently and consistently23 in the past months, and must have reasonable

prospects for a continued trading presence on the same stock exchange. Regarding

multiple share classes, when a class of shares is selected for the S&P index princi-

pally due to its trading activity, but other share classes of the same issuer are not

selected, only the selected share class�market capitalization is included in the index,

not the company�s entire share capital. Finally, companies included in the index

must be legally registered and domiciled in an emerging market. The indices might

also include stocks whose issuing company is headquartered in an emerging market

but listed only on foreign stock exchanges (in which case, these stocks are treated

as domestically-listed companies)24. EMDB provides free-�oat weighted total return

indices in both local currency and USD. Prices are scaled by a �capital adjustment

factor� that corrects for price e¤ects associated with stock splits, stock dividends,

and right issues.

IFCG indices are not adjusted for foreign investment restrictions (such as the le-

gal limits to foreign equity investment). For some Major markets (but unfortunately

none of the Frontier markets) and from 1989, S&P computes IFCI (Investable) in-

22S&P also provides daily, weekly, monthly, quarterly, or yearly data on more than 2,200 stocks
by company, industry, country, region.
23For example, if the value traded is high due to a large block trade, the liquidity criterion will

not be met.
24This is the case, for example, for companies headquartered in emerging countries that trade

primarily or exclusively in the form of American Depositary Receipts (ADRs). An ADR is a stock
that trades in the United States but represents a speci�ed number of shares in a foreign corporation.
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dices, using information on foreign investment limits in each market. Due to the

much smaller coverage (both across time and geographies), and given the very high

correlation between IFCG and IFCI indices25, we focus in this paper on IFCG indices.

In spite of all precautions taken in the EMDB, some data issues remain. First,

EMDB data from 1975 to 1981 are backtracked, i.e., they were calculated in 1981

on the basis of existing companies at that time; hence, returns over that period may

be overestimated due to the potential survivorship bias. Therefore, we exclude this

period from our sample. Thus, our �nal sample period is January 1981 to June 2008.

In order to soften the impact of illiquid assets, we use monthly data. Another type of

survivorship bias arises from S&P�s market inclusion decisions. Indeed, the selected

markets are the ones with adequate breadth (e.g., number of companies listed), depth

(e.g., market cap and turnover) and infrastructure (e.g., regulatory structure, custody,

clearance and settlement). We strive to mitigate the market selection bias by using

a large country coverage, including the rarely-studied Frontier countries. Next, we

require a minimum data history of 5 years on each index. Finally, some data errors

are sometimes reported about the EMDB (e.g., in Rouwenhorst, 1999), especially

in individual company data. We check the presence of extreme log-returns in our

sample. We detect 14 points outside the boundaries of -75% and 75% in monthly log-

returns26 (amongst which, 5 for Argentina and 4 for Zimbabwe27). Upon individual

analysis of these occurences, we do not detect any rounding or digit error. Because

of the frequent occurence of real extreme events in emerging stocks, it is di¢ cult to

identify pure outliers, so we decide to keep all observations.

Our �nal database comprises of 10,907 monthly return datapoints, of which 8153

over 33 Major markets (from 1981 to 2008), and 2754 over 20 Frontier markets (from

1996 to 2008). Relative to the usual standards of the literature (see synoptic view in

table 3.12), this is a large database.

The following sections are devoted to the analysis of statistical moments of the

unconditional returns distribution in Major and Frontier markets. The �rst moment,

25Across 22 active IFCI indices, 17 have a correlation with their IFCG counterpart higher than
99%, and the average correlation is 97%. The only large divergence between IFCG and IFCI is China,
where the correlation is 47%.
26 In terms of simple returns, this corresponds approximately to a halving or doubling of the index

value (respectively, -53% and 112%).
27The period of hyper-in�ation in Zimbabwe, starting from mid-2008, is exluded from our sample

period anyway. The 4 extreme values detected relate to earlier periods.
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average returns, is a key input paramater in all investment decisions. We then re-

view the risk-related moments that matter in the context of a stand-alone investment

(second to fourth moments, i.e., standard deviation, skewness and kurtosis). Finally,

we analyze correlations, the key risk parameter in the context of a portfolio invest-

ment. For each moment, we confront traditional literature �ndings to our empirical

results. Table 3.12 summarizes in a synoptic table methodologies and �ndings from

key selected papers of the literature.

3.4 Realized returns

The prospect of good returns is one of the major drivers of investment decisions.

We study the history of emerging market returns, and assess a posteri whether they

have been more or less attractive than developed markets. We also examine relative

performances of Major and Frontier markets, and potential regional heterogeneities.

Total returns can be computed in two main ways: arithmetic, or continuously

compounded returns.

Let Pi;t be the total return index value for country index i in month t, ri;t the

monthly arithmetic return and Ri;t the monthly continuously compounded return, or

log-return, for country index i between months t-1 and t. Then, we have:

ri;t = (Pi;t � Pi;t�1)=Pi;t�1

and

Ri;t = ln(Pi;t=Pi;t�1)

In the literature, authors who study emerging market returns using simple arith-

metic averages consistently �nd that realized emerging equity average returns are

higher than in conventional markets (Rouwenhorst, 1999; Harvey, 1995b, con�rmed

by Malkiel and Mei, 1998; Mobius 1996, 1994). This is true for USD returns, and

usually even more for local currency returns, as a result of high in�ation.

Harvey (1995b) computes monthly returns of the 20 S&P/IFC EMDB country

value-weighted indices. Data are plagued with common data issues for emerging stock
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markets. However, Harvey tackles the issue of the �lookback bias�, by separately

analyzing the full sample (1976-1992) and a �no backtracking� sample (i.e., on a

reduced period: 1981-1992). He concludes that the potential lookback bias does not

a¤ect his conclusions, and �nds out that the average returns are roughly 50% higher

than the MSCI World composite index, for a US-based international investor. The

picture is even clearer from the perspective of local investors, as in 90% of the cases,

returns are found to be higher in local currency than in USD. In spite of indisputably

high (arithmetic) average returns, the paper points that the range of is wide (from

72% for Argentina, to -11% for Indonesia).

Harvey also footnotes that, due to the high volatility, the choice between geometric

and arithmetic average returns matters greatly. Henry and Kannan (2007) argue

that using arithmetic average of continuously compounded returns provides a more

appropriate metric than arithmetic returns for comparing emerging markets with

developed markets28. The two methods give similar outputs over short horizons, and

in markets with relatively low volatility. But, when volatility is high - which is the

oftentimes the case in emerging markets (see next section) - the traditional simple

arithmetic method overstates the performance of emerging markets.

Using continuously compounded returns, Henry and Kannan (2007) analyze US

and EMDB Major monthly stock index returns over the period 1976-2005. First, they

�nd that Major countries yielded a 7.78% average return, against 7.69% over the same

period for the US. They conclude that, despite a twice higher GDP growth in emerging

countries, stock returns did not signi�cantly outperform the US. Indeed, high growth

implies high returns only if the stock market has not already capitalized the growth

into current prices. Finally, they point out a signi�cant heterogeneity across regions,

as Latin American stock returns outperformed Asia, even when eliminating the e¤ect

of the 1997-1998 Asian crisis and despite the Latin America debt crisis (1982-1989).

Mateus�s (2004) analysis of EU accession countries over the period 1986-2002

seems to corroborate Henry and Kannan (2007)�s view on realized return performance

in emerging markets in another part of the world. Indeed, contrary to developed

markets (e.g., MSCI World, Europe and Germany), which all display positive results,

28Working with the simple (arithmetic) average of continuously compounded returns comes down
to using the geometric average of arithmetic returns, which indeed measures the realized performance
of a buy-and-hold strategy with dividend reinvestment. Contrary to the simple average of arithmetic
returns, the frequency of data does not matter.
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arithmetic monthly USD mean returns have been negative for 6 out of 13 EU accession

countries.

Recent papers analyzing Frontier markets usually report good realized perfor-

mances in those markets when compared to Major and developed markets (e.g.,

Girard and Sinha, 2008; Speidell and Krohne, 2007). For example, Girard and Sinha

(2008) �nd, using arithmetic average returns, that the S&P Frontier Index returned

8.42% from 1996 to 2004, compared to 2.57% for the Major market index and 4.35%

for the world index.

A major concern in most studies is the limited history of data. As our economet-

ric test below show, it is di¢ cult to interpret short-term returns, and we can only

rely on long-term returns to have a reasonable proxy for the rate of return to equity

in an economy. Addressing this point, Jorion and Goetzmann (1999) bring substan-

tial evidence to moderate the enthusiasm about the amplitude of realized returns

in emerging markets. Their main contribution is the construction and analysis of a

new historical �nancial database covering 39 markets, of which 17 emerging markets,

over the period 1921-1996. Their methodology strives to both mitigate survivorship

bias (e.g., through a systematic inclusion of crisis periods, as well as breaks in stock

market histories), and to increase the number of observations to improve the signi�-

cance of statistical tests (their conclusions rely upon more than 8,000 data points on

emerging countries, which is high compared to the standard emerging stock markets

literature; see table 3.12). They conclude that the only countries that have sustained

high real returns for many years are those considered developed. In particular, there

is no country with a higher (real) return than the US. Besides, emerging stock mar-

kets have often provided negative returns to equity investors, frequently because of a

major national or institutional collapse (Beim and Calomiris, 2001, referring to Jo-

rion and Goetzmann, 1999). In another paper, Goetzmann and Jorion (1999) argue

that pre-emergence returns, usually not picked up in databases, are systematically

lower than post-emergence returns. In a general simulation model of global markets

with a realistic survival process29, they �nd that returns are greatest when markets

have just emerged. Hence, the simple fact of conditioning the data analysis on recent

emergence induces empirical regularities. Therefore, historical performance will be a

29Goetzmann and Jorion (1999) consider a simpli�ed model where markets emerge because the
market prices of existing �rms increase, or submerge following price drops.
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poor guide to future returns.

Following the argument of Henry and Kannan (2007), we study continuously

compounded returns.

We build, through the simple averaging of country indices log-returns, two com-

posite indices, for Major and Frontier markets. The former include 33 countries over

the period 1981-2008, the latter 20 countries over 1996-200830. For benchmarking

purposes, we use developed market indices: 4 national indices (the US S&P500, the

Japanese TOPIX100, the British FTSE100, and the German DAX30), and one global

index, the MSCI World31. All are total return indices (with gross dividend reinvest-

ment) and expressed in USD. We divide our sample into 3 time windows, the recent

(1996-2008), the early (1981-1996), and the full period (1981-2008). Summary sta-

tistics per market are presented in table 3.8 (recent period), table 3.9 (early period),

and table 3.10 (full period).

Observations on average returns are summarized in table 3.3 (in annualized terms).

Table 3.3: Mean returns - Summary statistics

Recent period Early period Full period
96-08 81-96 81-08

Nb of monthly obs. 149 180 329
Major (avge) 12.7% 10.5% 11.5%
Frontier (avge) 10.9% n.a. n.a.
MSCI 7.8% 13.2% 10.7%

Major - MSCI 4.9% -2.7% 0.8%
Frontier - MSCI 3.1% n.a. n.a.
Major - Frontier 1.8% n.a. n.a.

Note: Returns are expressed in log-returns and annualized. Detailed data per country
are presented in appendix.

Over the recent period (1996-2008), Major markets, with an average annualized

return of 12.7%, have outperformed Frontier (10.9%), which themselves have done

better than developed markets (7.8%). We test the statistical signi�cance of the

30This is an alternative to using ready-made S&P Composite indices, that are available only over
shorter time periods. Although weights are di¤erent, the correlation between our Major composite
and the S&P IFCG Composite is 93%.
31The MSCI World is an index of 1500 stocks over 23 countries. As its name does not suggest, the

MSCI world index does not include emerging markets.
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di¤erences in mean returns between Major and MSCI, Frontier and MSCI, and Ma-

jor and Frontier, using the standard t-statistics for equality of distribution means

(�x=�y) when the true standard deviations, �x and �y are unknown and di¤erent

from each other:

t =
x� yq

s2x=nx + s
2
y=ny

where x and y are the sample means, s2x and s
2
y the sample variances, nx and ny

the sample sizes (both equal to 149 in our case). t follows a Student�s distribution

with � degrees of freedom, where � is given by (using Satterthwaite�s, 1946, formula):

� =
(s2x=nx + s

2
y=ny)

2

(s2x=nx)
2

nx�1 +
(s2y=ny)

2

ny�1

We perform the tests on the monthly log-returns of indices, and conclude that the

di¤erences are too small, or the period too short, for any of the observed mean di¤er-

ences to be statistically signi�cant at any conventional level. As an illustration, for

the observed di¤erence between Major and MSCI World returns in the recent period

(which is 4.9% annually) to be signi�cant at the 5% level, we would need to observe

the same sample means and variances over a much larger time span, namely, 688

months or 57 years. That is, almost 5 times the 12-year period we have. Di¤erences

in average returns between Major and Frontier, as well as Frontier and developed

markets, are even less signi�cant. Moreover, depending on the period considered,

emerging markets may also have underperformed developed markets (10.5% versus

13.2% in the earlier period).

Looking at regional di¤erences (see table 3.11), we observe that, over the full

period, Asia had the lowest (10.1%), and Latin America the highest (14.9%) average

returns. However, even if this ranking is consistent across the 3 time periods, here

again, the di¤erences are not signi�cant over the time windows we have. Finally,

we note, in both Major and Frontier samples, a wide dispersion between individual

market�s average returns (from -11.2% for Bulgaria to 25.2% for Nigeria, in the recent

sample).

In conclusion, although the question seems a priori simple, the literature does not

converge in its assessment of realized equity returns in emerging markets. Radical
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di¤erences in conclusions arise from varying methods used (e.g., arithmetic versus

continuously compounded or geometric returns), varying periods studied (e.g., short-

versus long-term data), and various country clustering (e.g., regional di¤erences).

Our data do not support the hypothesis of a higher attractiveness of average

returns in emerging versus developed markets. Similarly, in spite of divergent GDP

evolution patterns (discussed in the stylized facts), our stock data do not reveal any

systematic di¤erence between Frontier and Major equity returns.

3.5 Key risk parameters in the context of a stand-alone

investment

3.5.1 Volatility

Equity return volatility is measured by the standard deviation of returns.

There are several reasons why return volatility is an important variable to be

considered in emerging markets by investors as well as corporations. According to

Bekaert and Harvey (1997), risk premiums in segmented capital markets are directly

related to the volatility of equity returns in the local market. Hence, higher volatility

implies higher capital costs, and higher idiosyncratic risk in low-diversi�ed portfolios.

Higher volatility may also increase the value of the �option to wait�, hence delaying

investments. De Santis and Imrohoroglu (1997) insist on the importance of volatility

in the pricing of derivative securities. Although most emerging markets still lack a

number of sophisticated �nancial instruments, characterizing the distribution and the

dynamics of stock prices is a necessary �rst step towards their development.

The literature largely rati�es two well-known facts. First, volatility is higher

in emerging markets, compared to developed economies. Second, there is a large

cross-sectional dispersion in volatility across emerging markets.

Harvey (1995a), when comparing the sample of EMDB stock market indices to the

MSCI World, obtains a 80% higher average standard deviation for emerging equity

returns. In his data, no single emerging stock market displays a lower volatility than

the MSCI World index returns.

Similarly, Bekaert and Harvey (1997) conclude, based on a study of 20 EMDB

countries over the period 1976-1992, that both the range and the magnitude of the
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volatilities is much greater than found in developed markets. They indeed observe

that the EMDB countries volatility ranges from 18% (Jordan) to 104% (Argentina),

compared to 15% (US) and 33% (Hong-Kong) measured for developed countries over

the same period by Harvey (1993). They also note that there are 12 out of 20 emerging

countries with volatility higher than 33%.

Notwithstanding the fact that volatility is higher in emerging markets, Henry

and Kannan (2007) show evidence of heterogeneity in standard deviation of stock

returns. They indeed �nd Latin America stock to have displayed a signi�cantly

higher volatility than Asia over the period 1976-2005 (respectively, 35 vs. 30%, and

15% for the US)32.

There are a variety of potential causes to both high volatility and wide dispersion

in volatility in emerging countries.

First, emerging country indices have a low diversi�cation. This may be due to

the small number of stocks included in the index, yet, the EMDB portfolio sizes

are comparable to the MSCI portfolios for developed countries and still display a

higher volatility (Harvey, 1995b). Even with many stocks in the index, the local

index market capitalization may be concentrated in a few large companies (Harvey,

1995a). More importantly, developing countries� economic sectors are likely to be

concentrated in relatively few industries. Hence, the stocks that compose the local

index are likely to be highly correlated, and the index weakly diversi�ed. As a result

of economic development and integration into world capital markets, the industry

mix is expected to become less concentrated and diversi�ed. Therefore, countries

with varying degrees of development and world integration will have di¤erent degrees

of industry diversi�cation, which explains the wide dispersion in volatilities across

markets (Harvey, 1995a; Bekaert and Harvey, 1997).

Second, emerging markets are oftentimes not fully integrated33 with world mar-

kets. Therefore, they are likely to be exposed to local risk factors which may be

volatile (Harvey, 1995b). In an analysis of the events that cause large shifts in the

volatility of emerging stock markets, Aggarwal, Inclan and Leal (1999) indeed �nd

32Our data indicate that the di¤erence in volatilities between the two regions goes in the other
direction in the 96-08 period (see table 3.11). This also holds without the inclusion of Frontier markets
in the regional samples.
33By de�nition, markets are completely integrated when they quote the exact same price for assets

with the same risks. When markets are segmented, two assets bearing the same risks may have
di¤erent prices on each market.
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that most events around the periods of volatility shifts tend to be local.

Our empirical �ndings regarding volatilities (summarized in table .., in annualized

terms) are in line with the literature.

Table 3.4: Returns volatility - Summary statistics

Recent period Early period Full period
96-08 81-96 81-08

Major (avge) 35.4% 41.3% 36.7%
Major (min) 13.5% 17.0% 13.5%
Major (max) 150.1% 80.6% 104.1%
Frontier (avge) 29.1% n/a n/a
Frontier (min) 16.7% n/a n/a
Frontier (max) 51.3% n/a n/a
MSCI 13.7% 14.4% 14.1%
S&P500 14.3% 14.2% 14.3%
FTSE100 13.9% 20.3% 17.0%
TOPIX100 19.8% 25.5% 22.1%
DAX30 22.0% 20.1% 21.0%

Major - MSCI 21.7% 26.9% 22.6%
Frontier - MSCI 15.4% n/a n/a
Major - MSCI 6.4% n/a n/a

Major Composite 18.1% 15.3% 16.6%
Frontier Composite 11.2% n/a n/a

Note: Standard deviation of log-returns are annualized. Detailed data per country
are presented in appendix.

Across all periods, the average volatility in both types of emerging markets is

largely higher than in any of our developed markets. In the recent period, Major

markets had on average the highest volatility (35%) and the largest variance dis-

persion, from 13% in Bahrain to 150% in Zimbabwe (followed by 59% for Russia).

Frontier markets displayed high volatilities as well, 29% on average. The range across

Frontier markets (from 17% in Mauritius to 51% in Bulgaria) is large, even though

smaller than Major markets. This compares to a 14% standard deviation of MSCI

World returns, and a range from 14% to 22% on our �ve developed markets. In total,

only 9 out of 53 countries display lower volatilities than the German DAX30.

The picture is totally di¤erent when looking at the emerging market Composites.

An investment in the Frontier markets Composite even yielded a lower volatility than

an MSCI investment (11% versus 14%). The volatility in the Major composite is

also reduced (to 18%) compared to individual markets. This is due to diversi�cation
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bene�ts from low correlations amongst national indices, especially within Frontier

markets. We discuss diversi�cation bene�ts in our analysis of correlations.

In conclusion, the consensus on emerging stock return volatility characteristics in

the literature is very high. Our empirical data con�rm that emerging index volatili-

ties, even though very di¤erent from market to market, are generally high compared

to developed markets. This is true for Major and Frontier markets, although Fron-

tier indices have displayed, on average, somewhat lower volatilities. When combining

emerging, and in particular Frontier markets together in a composite portfolio, the

volatility sharply drops due to diversi�cation. We come back to diversi�cation bene-

�ts in the section dedicated to correlations.

3.5.2 Higher-order moments

It is a well-know fact in the standard literature that risk-return relationship is gener-

ally not fully characterized by the �rst and second moments. Indeed, �nancial return

distributions may be asymmetric, or have di¤erent degrees of extreme returns oc-

curence. Emerging markets do not escape the rule.

The third moment, or skewness, of a distribution is a measure of the symmetry

of the distribution. The unbiased estimator of the standardized skewness coe¢ cient

is computed as:

n

(n� 1)(n� 2)

nX
t=1

(
Rt �R

s
)3

where n is the sample size, Rt the return between time t and t-1, R the average

return over the period, and s the unbiased standard deviation estimator.

A normal distribution is symmetric and has zero skewness. Usually, papers that

deal with potential skewness in �nancial series assume that investors have a prefer-

ence over skewness, i.e., prefer positively skewed distribution to negatively skewed

distributions (e.g., Bekaert, Erb, Harvey and Viskanta, 1998).

The fourth moment, or kurtosis, characterizes the tails of the distribution, i.e.,

the frequency of extreme returns, negative or positive. The unbiased estimator of the

standardized (excess) kurtosis coe¢ cient is computed as:

n(n+ 1)

(n� 1)(n� 2)(n� 3)

nX
i=1

(
Ri �R
s

)4 � 3 (n� 1)2
(n� 2)(n� 3)
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with symbols de�ned as above.

The normal distribution serves as a benchmark, and has an (excess) kurtosis of

zero. A highly risk-averse investor will dislike leptokurtic, i.e. positive kurtosis,

distributions, which are tall and skinny compared to the normal distribution. In such

a case, the fat tails depict a higher probability of extreme events, good or bad, than

in a normal distribution.

A potential non normality of stock returns is important in at least two respects.

First, most of the traditional stock investment risk measures, such as the beta, the

correlation, or volatility, are based on second moments of the return distribution.

These measures may become inappropriate, or at least insu¢ cient, if higher order

moments are of signi�cant importance. Indeed, two stocks with exactly the same

volatility and correlations are likely to be perceived as bearing di¤erent risks, if they

di¤er greatly in third or fourth moments. For example, investors which are averse

to extreme events might be willing to pay a premium for stocks with a low kurtosis.

Second, several popular �nancial models and theories, such as the CAPM (Sharpe,

1964; Lintner, 1965; Mossin, 1966), or Markowitz�s portfolio theory (1952), rely on

the assumption that stock return distributions are fully determined by their mean

and variance. If there is evidence of non-normalities, the validity of those models

is to be questioned. By the same token, value-at-risk models calibrated ignoring

higher-order moments may fail to deliver the expected outcomes34.

There is a high consensus in the literature, that emerging stock returns signi�-

cantly depart from normality, due to either, high kurtosis, or, negative or positive

skewness.

Mateus, 2004; Bekaert and Harvey, 2002b, 1997; De Santis and Imrohoroglu, 1997;

Harvey, 1995b, using a variety of statistical tests35 all reject normality in a majority

of the emerging markets. High measures of kurtosis are observed, suggesting that big

surprises of either sign are likely to occur. Several authors also point that developed

market returns are also highly non-normal36.

34 In the next section, we work with a modi�ed value-at-risk, which takes incorporates the impact
of the third and fourth moments.
35Such as Generalized Method of Moments (GMM) test (Hansen 1982), Wald test (Richardson

and Smith, 1993; Andrews, 1991), or the standard Bera-Jarque and Kolmogorov-Smirnov.
36Some authors argue that stock returns are more signi�cantly non-normal in emerging markets

than in their developed counterparts. However, such results do not seem to be robust across the
literature, as the test results on non normality of developed markets vary greatly, depending on the
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We perform, on our data, the D�Agostino et al. (1990) test for non-normality

based on both estimated skewness and kurtosis37. Table 3.5 summarizes the test

results.

Table 3.5: Returns normality - Summary statistics

Recent period Early period Full period
96-08 81-96 81-08

Major (median p-value) 0.0016 0.0078 0.0000
Major (nb of normal markets) 6 6 5
Frontier (median p-value) 0.0001 n/a n/a
Frontier (nb of normal markets) 1 n/a n/a
MSCI (p-value) 0.0006 0.0000 0.0000
S&P500 (p-value) 0.2966 0.0000 0.0000
FTSE100 (p-value) 0.0147 0.0001 0.0000
TOPIX100 (p-value) 0.0177 0.1757 0.0118
DAX30 (p-value) 0.0000 0.0229 0.0000

Note: A low p-value indicates a strong rejection of the null hypothesis of a normal distribution of
returns, according to the D�Agostino et al. (1990) test for normality. Detailed data per country are
presented in appendix.

We reject normality at the 5% level in most of the markets. Over the recent

period, we are unable to reject the null hypothesis of normal returns in only 6 out

of 33 Major markets, and 1 out of 20 Frontier indices38, and 1 of our 5 developed

market indices (the S&P500). When we consider Major and developed markets over

a larger observation period, the evidence of non-normality is even higher, as only 5

Major equity indices appear to be potentially normally distributed. Over that period,

which includes the October 1987 crash, normality is also rejected for the S&P500.

Overall, our data show that non-normality is a common feature of both developed

and emerging markets, and we do not obtain a stronger rejection in emerging versus

developed markets. All of the stock markets in our sample display fatter tails than in a

normal distribution39. Regarding skewness, one �nds across the 58 indices studied in

the full period, slightly more negatively (32) than positively (26) skewed distributions.

In conclusion, the literature and our data are unanimous in stating that emerging

stock returns and, most of the time, developed markets, are not normally distributed,

markets and the presence of crises in the time window studied. In emerging markets, on the contrary,
the consensus is very large that returns are principally not normally distributed.
37Results are qualitatively very similar to those obtained with the Bera-Jarque test for normality.
38Respectively: India, Taiwan, Colombia, Morocco, Bahrain, Oman (the latter two have only 112

observations); and Namibia (which has only 100 observations).
39Except India in the recent period.
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as they may exhibit skewness (negative or positive), and most of the time a higher

probability of extreme returns. This has important implications, not only for the

validity of �nancial models, but also for the relevance of commonly used measures

of risk. Indeed, if higher-order moments matter in emerging countries, then second-

moment related measures, such as volatility or correlation, provide an incomplete

characterization of the risk of emerging stock returns.

3.6 The contribution of emerging markets in global port-

folio investment: The role of correlations

The correlation in returns, usually measured by the correlation coe¢ cient between

return series, is an important variable considered in the investment process. It is also

the main input in the calculation of the world beta40. Conventional �nancial theory

teaches us that, the less correlation between a particular stock and a portfolio, the

more diversi�cation bene�ts this stock brings to the portfolio. That is, adding a

low correlation stock to a portfolio may reduce the portfolio risk without excessively

impairing the expected return of the portfolio. This is true, however, as long as

correlations are stable across time. This is where the story is a bit di¤erent in

emerging markets.

Overall, the literature has shown that correlations between emerging equity re-

turns and a world index are low (Estrada and Serra, 2005; Goetzmann, Li and

Rouwenhorst, 2005; Bekaert and Harvey; 2002a, b; Harvey, 1995a, b).

Authors generally state that emerging countries o¤er low correlations with other

markets and amongst themselves. For example, Harvey (1995b) draws two distinct

statements from the cross-country correlations matrix between 20 EMDB country in-

dices. First, within emerging markets, in contrast to the cross-country correlations of

the developed market returns, most of the correlations are low and many are negative.

Indeed, the average cross-country correlation of the emerging country returns is only

12% (it amounts to 41% in 17 developed markets, studied in Harvey, 1991). Some

countries have close to zero average correlation with the other emerging countries

40The single risk factor in the world CAPM, the beta of a security or a portfolio, is de�ned as the
ratio of the covariance of security or portfolio returns with the world returns, to the overall world
market variance.
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(e.g., Argentina, Venezuela, Korea, India, Pakistan, Jordan, Nigeria and Zimbabwe),

and some even have a negative correlation with their neighbors (e.g., Brazil and Ar-

gentina, Colombia, Venezuela, and Mexico). Second, between developed and emerg-

ing markets, average correlations are also very low. The overall average correlation

between emerging and developing countries is only 14%, and some countries (such

as Argentina, Colombia, Venezuela, India, Pakistan, Nigeria and Zimbabwe) have

e¤ectively zero average correlation with developed markets. Harvey (1995b), along

with Derrabi and Leseure (2005), conclude that the low correlations with developed

countries� equity markets signi�cantly reduce the unconditional portfolio risk of a

world investor.

Li, Sarkar and Wang (2003) specify that international diversi�cation bene�ts

brought by emerging markets to a US investor remain substantial even when they are

prohibited from short selling in emerging markets, and even after accounting for in-

vestment restrictions on nonnative individuals. De Roon, Nijman and Werker (2001)

�nd that there is evidence of an improved e¢ ciency set to US investors diversifying

into emerging markets; yet, this evidence disappears when investors face short-selling

constraints or small transaction costs. In turn, Speidell and Krohne (2007) argue that

Frontier markets have even lower correlations with established markets and hence of-

fer excellent diversi�cation potential.

Two potential reasons can explain low correlations with the world, namely, a

di¤erent industry mix, and low integration. As explained by Bekaert and Harvey

(1995), even if a �nancial market is perfectly integrated with the world market, it may

still exhibit a low or negative correlation with the world market when its industry

mix is much di¤erent from the average world mix. As Collins and Abrahamson

(2006) illustrate, suppose two perfectly integrated countries, A and B, with for each

of them only two negatively correlated sectors (one cyclical and the other counter-

cyclical). Suppose then that country A is over-weighted in the cyclical sector and

country B in the counter-cyclical sector. In the case of perfect integration, an increase

in stock prices in, say, the cyclical industry in country A, will be accompanied by

a similar increase in country B. Due to negative sector correlation, the counter-

cyclical sector will decrease similarly in both countries. The net result will be an

average stock market increase in price for country A and a decrease for country B.
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Both countries, in aggregation, exhibit thus a negative correlation, although they are

perfectly integrated, only due to their di¤erent industry mix41.

The literature also shows that, over the last decade, cross-country correlations

between emerging and developed markets have increased (see, for example, Estrada

and Serra, 2005, or Bekaert and Harvey, 2002a). Mateus (2004) con�rms this fact on

his sample of Central and Eastern European emerging countries. Indeed, he observes

an increased correlation among those countries, when adding four years of data to a

previous study on the same countries by Pajuste et al. (2000).

Bekaert and Harvey (1995, 2000) show that market integration and �nancial lib-

eralization change the co-movement of emerging market stock returns with the global

market factor. In turn, Obstfeld and Taylor (2003) provide a historical perspective

on the increase in capital mobility in the post-Bretton Woods era. Following the end

of the peg-system in the majority of the developed world in 1971, industrial country

governments did no longer need capital controls to help preserve a �xed exchange

rate, hence, international capital �ows started to surge. �Peripheral countries�also

undertook a series of economic reforms to reduce the transaction costs and risks of

foreign investment, which, there as well, triggered increases in cross-border capital

�ows. As our study of stock exchanges globally shows, this period of rising capital

mobility has been paralleled by an increase in the number of stock markets in the

world.

In a study about global market correlations, Goetzmann, Li and Rouwenhorst

(2005) con�rm that correlations vary considerably through time and are highest dur-

ing periods of economic and �nancial integration such as the late 19th and 20th

centuries. Their analysis suggests that the diversi�cation bene�ts to global investing

are not constant, and that they are currently low compared to the rest of capital mar-

ket history. Indeed, the structure of global correlations is currently near a historical

high. They also show that a portfolio that is equally diversi�ed across all available

markets can currently reduce portfolio risk to about 35% of the volatility of a single

market and conclude that about half of the total contribution of emerging markets

41Collins and Abrahamson (2006) show that there is a considerable discrepancy in sector weights
between the UK and Africa. For example, the highest weighing in any UK sector is 25% (�nancials);
compared to 81% for Zimbabwe or 61% for Namibia (in �nancials as well). Even in South Africa,
�nancials and resources considered together constitute 70% of market capitalization. To overcome
the industry mix issue, Collins and Abrahamson (2006) propose a sector analysis.
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to the current bene�ts of international diversi�cation occurs through o¤ering lower

correlations, and half through expansion of the investment opportunity set.

We now analyze correlations in our data, and then assess the potential diversi�-

cation bene�ts brought by various portfolio combinations.

Our data, summarized in table 3.6, reveal interesting di¤erences in the correlation

coe¢ cients between, on the one hand, Major markets and MSCI World, and, on the

other hand, Frontier markets and MSCI World.

Table 3.6: Return correlation coe¢ cients with the MSCI World - Summary
statistics

Recent period Early period Full period
96-08 81-96 81-08

Major Composite 64.8% 34.3% 48.5%
Major (average) 33.9% 19.8% 25.6%
Major (min) -1.7% -8.3% 1.1%
Major (max) 67.3% 55.1% 54.2%
Frontier Composite 27.5% n/a n/a
Frontier (average) 11.8% n/a n/a
Frontier (min) -8.5% n/a n/a
Frontier (max) 49.5% n/a n/a
MSCI 100.0% 100.0% 100.0%
S&P500 92.9% 69.7% 80.0%
FTSE100 84.9% 78.6% 80.7%
TOPIX100 59.2% 79.7% 67.9%
DAX30 81.9% 54.2% 66.8%

Major - MSCI -66.1% -80.2% -74.4%
Frontier - MSCI -88.2% n/a n/a
Major - Frontier 22.0% n/a n/a

Note: Correlation coe¢ cients between the indicated index and the MSCI World index
(both expressed in log-return). Detailed data per country are presented in appendix.

On average over the most recent period, both Major and Frontier markets display

lower correlations with a global index return (such as the MSCI World) than any of

the individual developed market indices considered, with the exception of Japan.

The highest correlation with MSCI amongst Major markets is reached by Brazil

(67%). 15 out of 33 Major markets have less than a 30% correlation with MSCI, in-

cluding one negative correlation (Zimbabwe). However, the Major Composite reaches

a 65% correlation with the MSCI, which is way above the 14% reported in Harvey

(1995b).

Frontier markets, over the recent period, were much less correlated with the MSCI

than their Major counterparts. Within Frontier markets, the country index with the
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highest correlation with the world, Croatia, did not even reach a 50% correlation

with MSCI. The Frontier Composite had only a 28% correlation with the world, and

4 countries (Ecuador, Jamaica, Ghana, Tunisia) had a negative relationship with

MSCI.

Amongst markets as well, Frontier markets display the lowest average pairwise

correlation (10%, versus 23% within Major markets). As the correlation tables 3.14

and 3.13 show, 47 out of 190 pairwise return correlations are negative amongst Fron-

tier indices, compared to only 37 out of 528 amongst Major indices. Finally, the

correlation between Major and Frontier markets is also low (49%).

As an illustration of diversi�cation bene�ts brought by the inclusion of Major and

Frontier indices in a global portfolio, we calculate the e¢ cient risk-return frontiers,

using historical values of developed and emerging stock market returns. We follow

the methodology proposed by Favre and Galeano (2000), who modify the Markowitz

(1952) mean-variance framework, in order to incorporate the presence of signi�cant

non normalities in the distribution of returns. To do so, they replace the variance as a

measure of risk by the modi�ed Value-At-Risk (modi�ed VAR), i.e., the amount that

can be lost, expressed in log-return on the investment, with a given probability and

over a given time period. The modi�ed Value-At-Risk di¤ers from the Value-At-Risk

by incorporating the third and fourth moments of the distribution of returns, in the

following way.

The standard Value-At-Risk, denoted by V ARp;�, is computed as:

V ARp;1�� = E(Rp)� z(c;1��)�p

where E(Rp) is the expected return of the portfolio over a given period, �p is the

standard deviation of the returns over the same period, and z(c;1��) is the critical

value of the reduced-centered normal distribution associated with probability 1� �.

(for � = 99%, we have z(c;1��) = �2:33). The Value-At-Risk mesures the loss to

be expected, in percentage of the portfolio investment, over the given period with

a probability of 1� �. This holds, however, only when the portfolio returns are

normally distributed.

To account for the third and fourth moments in the distribution of returns, the

modi�ed Value-At-Risk, denoted by mV ARp;1�� can be computed:
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mV ARp;1�� = E(Rp)� z(CF;1��)�p

where z(CF;1��) is an adjusted critical value, computed analytically by the Cornish-

Fisher (1937) expansion:

z(CF;1��) = z(c;1��)+
1

6
(z2(c;1��)�1)Sp+

1

24
(z3(c;1��)�3z(c;1��))Kp�

1

36
(2z3(c;1��)�5z(c;1��))S

2
p

where Sp is the skewness and Kp the excess kurtosis42in the distribution of portfolio

returns. Note that, when both Sp and Kp are zero (which is the case in the normal

distribution), z(CF;1��) = z(c;1��).

Thus, we compute the e¢ cient frontiers in a mean - Value-At-Risk framework,

on three portfolios, namely, (#1) a portfolio of developed markets only (US S&P500,

S&P Europe 350 and Japan�s TOPIX100), (#2) a combination of the same devel-

oped markets with the Major Composite, and (#3) a combination of the developed,

Major and Frontier markets (i.e., including the Frontier Composite). We select a 99%

con�dence level for the computation of the VARs (� = 99%) over a monthly period.

As in Li, Sarkar and Wang (2003), we apply the usual constraint of no short-selling

in emerging markets. We also impose a maximum leverage, equal to 1/4 of the in-

vestment, in developed markets. Figure 3.1 plots the e¢ cient frontiers reached by

those portfolios, using data from the 96-08 period.

The addition of Major emerging markets shifts the possible outcomes towards

higher returns for the same risk, or lower risk for the same return (the e¢ cient

frontier goes upper left), but in a relatively small way. However, the impact is bigger

when we add Frontier indices to the portfolio. In order to compare these portfolios,

we compute their modi�ed Sharpe ratios, mSp:

mSp =
(Rp � rf)
mV ARp;�

where Rp is the average portfolio return over the period, rf is the risk-free rate

of return, and mV ARp;� is the modi�ed Value-At-Risk at the � con�dence level over

the period.

42Those concepts are de�ned in the previous section.

97



Chapter 3: Emerging Stock Markets

Figure 3.1: Portfolio mean - Value-At-Risk optimization using historical values

Notes: E¢ cient frontiers computed using the Markowitz (1952) algorithm, adapted to the case of

non normal returns by Favre and Galeano (2000).

Developed indices are a combination of US (S&P500), European (S&P Europe 350) and Japanese

(TOPIX100) indices. Maj (Fron) represents the Major (Frontier) composite index.

The optimization is done under the constraint of no short-selling in the Major or Frontier indices,

and no more than 25% short-selling in any of the developed indices.

The modi�ed Value-At-Risk (99%, monthly) gives the amount that can be lost, expressed in

log-return on the investment, over one month with a probability of 1%. It is computed analytically

using the Cornish-Fisher (1937) expansion, which adjusts the traditional Value-At-Risk for the

skewness and kurtosis in the distribution. Further details are given in the main text.

Considering a zero-risk portfolio return of 5.65% (the prevailing yield-to-maturity

of a 10-year US government bond at the beginning of the 96-08 period), the optimal

monthly modi�ed Sharpe ratios are, respectively, 0.041, 0.048 and 0.060 for portfolios

#1 to #3. The inclusion of Major markets in the portfolio does not greatly increase

the modi�ed Sharpe ratio. However, Frontier markets, in spite of a lower average

return (compared to Major returns) over the recent period, bring a signi�cant im-

provement to the e¢ cient frontier, due to their low level of correlations with both

developing markets.

Unfortunately, we need to temper the enthusiasm of potential investors in Frontier

markets. We computed the �ve-year rolling correlation coe¢ cients between Major

and MSCI, Frontier and MSCI, and S&P500 and MSCI (see graphs 3.2, 3.3 and

3.4). Fitting a linear regression line over time shows a clear upward trend in the

correlations for Major, Frontier, as well as S&P500. Noticeably, the quickest growth

in correlation over time is in the Frontier Composite. Over the full data period (96-08
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for Frontier markets, and 81-08 for other countries), it took 2.5 years for the �ve-year

rolling correlation to increase by 10%, versus 4.5 and 6.9 for, respectively, the Major

Composite and the S&P500. Therefore, if correlations continue to rise, diversi�cation

bene�ts from Frontier countries may not be as high in the future than they used to

be over the last decade.

In conclusion, correlations between emerging market returns and global returns

are still low, but have been rising over the last decade, together with the increase

in international capital �ows. Over the recent period, Major markets still displayed

a lower correlation with the world than many developed markets. The inclusion of

Frontier markets in a portfolio, much less correlated with the word, brings the high-

est diversi�cation impact. However, if the rising correlation trend continues, which

is consistent with the globalization scenario, one should probably expect the diversi-

�cation bene�ts from emerging markets to decrease going forward.

3.7 Conclusions and suggestions for further research

This paper studies macro-economic and �nancial return features in 53 emerging mar-

kets. It extends the traditional emerging country sample to rarely-covered Frontier

countries.

Following de�nitions of from the World Bank and S&P Emerging Markets Data-

base (EMDB), we propose a typology of emerging markets based on the intensity of

emerging market coverage by major information providers such as S&P or MSCI. We

distinguish between four categories, namely, in decreasing order of coverage, �Major�,

�Frontier�, �below-the-radar�, and �no stock market�countries.

Although there are large di¤erences in recent GDP growth, size and turnover be-

tween Major and Frontier markets, stock returns share several common distributional

features.

Upon examination of monthly USD returns in 53 emering country stock indices

over the period 1981-2008 (1996-2008 for Frontier markets), both Major and Frontier

markets con�rm the traditional literature consensus areas: International emerging

market investors in emerging markets should expect a high volatility, a low correlation

with world�s returns, and signi�cant return surprises. However, we do not �nd that

emerging market returns are systematically higher than developed markets�. Nor do
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we �nd a signi�cant di¤erence between Frontier and Major market realized returns

over the last 12 years.

Noticeably, Frontier markets distinguish themselves from their Major counterparts

by a lower correlation, both amongst markets are with developed or Major markets.

To wrap-up, this papers warns the international investor against the high risks

of stand-alone emerging market investments. It does not support the argument of

signi�cantly superior return emerging markets: Even if historical average emerging

market returns have generally been attractive, they were also sometimes lower than

those of a global porfolio such as the MSCI World, depending on the period or the

geographies covered. Rather, we highlight the argument of diversi�cation bene�ts

from the inclusion of Frontier markets in a global portfolio. However, similarly to the

evolution of Major markets, Frontier market correlations with the world are found

to be rising through time. Therefore, diversi�cation bene�ts provided by Frontier

markets may not be as sizeable in the future as they have been recently.

Starting from three observations about the current state of the emerging equity

literature, we believe that the literature would greatly bene�t from the following

streams of further research.

Firstly, research so far has mainly focused on a minor proportion of emerging

stock markets, biased towards the upper-tier income of the emerging world. Hence,

the study of emerging stock markets that have stayed so far �below-the-radar�could

serve as a test zone to current beliefs on emerging stock returns. It is crucial to know

whether key literature results are reproducible from Major and Frontier markets to

�below-the-radar�countries: Are emerging stock markets in �below-the-radar�, pre-

emerging countries, likely to behave the same way as those in Major or Frontier

countries? If any, which factors explain the di¤erences? Can some Frontier or Major

countries be a valuable source of inspiration for the future returns of currently pre-

emerging stock markets?

Secondly, in the major part of literature, emerging stock markets are often treated

as one cluster and conclusions drawn for the cluster as a whole. However, one can

discuss homogeneity amongst emerging stock markets. We see two potential ways

to gain insight: (1) studying individual stock markets or selected equity securities in

depth (including political and legal context, or microstructure issues); (2) clustering
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emerging stock markets into alternative relevant sub-groups (e.g., by region, by level

of economic development, by culture type).

Thirdly, the vast majority of the literature on emerging stock market takes the

perspective of the foreign investor, or even the US investor. For example, prices are

often transformed in USD dollars and returns are rarely analyzed in local currency.

However, we believe the perspective of the local investor is also an interesting one,

though less studied, as local investments also drive stock price behavior.
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3.7.1 Appendix

Table 3.7: List of emerging stock markets in the world and typology
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Table 3.7: List of emerging stock markets in the world and typology (con�t)
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Table 3.7: List of emerging stock markets in the world and typology (con�t)
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Table 3.8: Stock returns summary statistics (monthly log-returns) - Recent
period (96-08)

Region Nb Market Nb
obs

Starting
date

Mean
ret.

St.
Dev.

Skew-
ness

Exc.
kur-
tosis

Norm.
(p-
value)a

Corr.
with
MSCI

Modif.
VARb

Modif.
Sharpe
ratioc

Major markets
Asia 1 China 149 Jan-96 1.5% 7.6% 0.34 1.42 0.01 26.3% 16% 0.09

2 India 149 Jan-96 1.3% 8.2% -0.30 -0.52 0.09 38.6% 18% 0.07
3 Indonesia 149 Jan-96 0.3% 14.4% -0.62 2.30 0.00 35.2% 45% 0.01
4 Korea 149 Jan-96 0.6% 12.4% 0.20 2.71 0.00 50.3% 34% 0.02
5 Malaysia 149 Jan-96 0.2% 9.8% 0.06 4.63 0.00 38.4% 33% 0.01
6 Pakistan 149 Jan-96 1.0% 11.2% -0.41 2.11 0.00 17.7% 33% 0.03
7 Philippines 149 Jan-96 -0.2% 9.0% -0.02 2.92 0.00 43.1% 27% -0.01
8 Sri Lanka 149 Jan-96 0.7% 8.5% 0.42 2.21 0.00 19.7% 20% 0.04
9 Taiwan 149 Jan-96 0.4% 8.8% 0.05 0.57 0.32 47.5% 21% 0.02
10 Thailand 149 Jan-96 -0.3% 12.5% -0.28 1.43 0.02 46.3% 36% -0.01

Eur. 11 Czech Republic 149 Jan-96 1.6% 7.5% -0.59 1.24 0.00 36.0% 20% 0.08
12 Hungary 149 Jan-96 1.8% 9.7% -0.83 4.25 0.00 54.8% 34% 0.05
13 Poland 149 Jan-96 1.2% 9.7% -0.80 3.32 0.00 53.0% 32% 0.04
14 Russia 136 Feb-97 1.8% 16.9% -1.96 9.63 0.00 48.3% 75% 0.02
15 Slovakia 136 Feb-97 1.4% 8.1% 0.52 1.46 0.00 10.3% 16% 0.09
16 Turkey 149 Jan-96 1.4% 16.2% -0.30 1.66 0.01 53.0% 45% 0.03

L. Am. 17 Argentina 149 Jan-96 0.8% 10.8% -0.58 1.88 0.00 47.0% 32% 0.03
18 Brazil 149 Jan-96 1.8% 11.7% -0.97 2.72 0.00 67.3% 37% 0.05
19 Chile 149 Jan-96 0.8% 6.4% -0.92 3.60 0.00 56.6% 22% 0.04
20 Colombia 149 Jan-96 1.2% 8.5% -0.33 0.52 0.09 26.3% 21% 0.06
21 Mexico 149 Jan-96 1.4% 7.9% -1.33 4.66 0.00 67.0% 28% 0.05
22 Peru 149 Jan-96 1.6% 7.0% -0.92 3.27 0.00 26.3% 23% 0.07
23 Venezuela 135 Jan-96 1.0% 13.3% -0.53 2.56 0.00 27.4% 41% 0.02

ME-Af. 24 Bahrain 112 Feb-99 1.2% 3.9% 0.22 1.08 0.07 22.0% 8% 0.15
25 Egypt 136 Feb-97 1.3% 8.1% 0.65 1.38 0.00 23.0% 15% 0.08
26 Israel 136 Feb-97 1.0% 6.7% -0.81 0.75 0.00 44.6% 18% 0.06
27 Jordania 149 Jan-96 1.4% 5.9% 1.10 3.10 0.00 5.7% 9% 0.15
28 Morocco 136 Feb-97 1.5% 5.4% 0.17 1.05 0.07 7.8% 12% 0.13
29 Nigeria 149 Jan-96 2.1% 7.0% 0.25 1.12 0.04 11.8% 15% 0.14
30 Oman 112 Feb-99 1.8% 5.6% 0.52 0.05 0.07 5.3% 9% 0.20
31 Saudi Arabia 124 Feb-98 1.5% 7.5% -0.60 0.78 0.01 8.1% 20% 0.07
32 South Africa 149 Jan-96 0.9% 8.2% -1.08 3.34 0.00 54.2% 28% 0.03
33 Zimbabwe 149 Jan-96 0.0% 43.3% -4.71 32.02 0.00 -1.7% 213% 0.00

Major Composite 149 Jan-96 1.1% 5.2% -1.44 4.95 0.00 64.8% 19% 0.06
Frontier markets

Asia 34 Bangladesh 149 Jan-96 0.8% 11.0% 1.05 7.95 0.00 9.9% 32% 0.03
Eur. 35 Bulgaria 149 Jan-96 -0.9% 14.8% -1.66 7.62 0.00 3.2% 64% -0.01

36 Croatia 121 May-98 1.0% 9.0% -2.13 11.10 0.00 49.5% 42% 0.02
37 Estonia 124 Feb-98 0.9% 9.2% -1.11 3.19 0.00 18.8% 31% 0.03
38 Latvia 124 Feb-98 0.7% 9.8% -1.00 8.58 0.00 29.4% 45% 0.01
39 Lithuania 149 Jan-96 1.2% 7.0% 0.38 2.00 0.00 24.3% 16% 0.08
40 Romania 124 Feb-98 0.7% 10.8% -1.02 3.93 0.00 20.9% 38% 0.02
41 Slovenia 149 Jan-96 1.7% 7.5% 0.69 2.29 0.00 13.7% 14% 0.12
42 Ukraine 124 Feb-98 1.4% 12.2% 0.17 5.47 0.00 7.2% 41% 0.03

L. Am. 43 Ecuador 149 Jan-96 0.3% 11.4% -1.71 14.46 0.00 -8.5% 67% 0.01
44 Jamaica 149 Jan-96 1.5% 8.6% 1.26 4.06 0.00 -7.4% 14% 0.11
45 Trinidad & Tobago 149 Jan-96 1.6% 4.9% 0.10 3.34 0.00 7.7% 13% 0.12

ME-Af. 46 Botswana 149 Jan-96 2.1% 6.1% 1.27 6.41 0.00 12.2% 12% 0.18
47 Cote d�Ivoire 149 Jan-96 1.9% 6.9% 0.26 1.97 0.01 1.4% 16% 0.12
48 Ghana 149 Jan-96 -0.1% 5.6% 0.13 1.95 0.01 -8.4% 15% 0.00
49 Kenya 149 Jan-96 1.7% 7.1% -0.01 2.35 0.00 17.1% 19% 0.09
50 Lebanon 100 Feb-00 1.3% 9.4% 0.69 2.28 0.00 23.2% 19% 0.07
51 Mauritius 149 Jan-96 1.4% 4.8% 0.18 3.22 0.00 4.5% 13% 0.11
52 Namibia 100 Feb-00 1.0% 6.6% -0.28 0.27 0.32 25.8% 16% 0.07
53 Tunisia 149 Jan-96 0.3% 4.9% -0.19 3.21 0.00 -8.2% 15% 0.02

Frontier Composite 149 Jan-96 0.9% 3.2% -0.69 0.91 0.00 27.5% 8% 0.11
Developed markets

54 DAX30 149 Jan-96 0.8% 6.3% -0.84 2.26 0.00 81.9% 20% 0.04
55 FTSE100 149 Jan-96 0.8% 4.0% -0.53 0.63 0.01 84.9% 10% 0.07
56 S&P500 149 Jan-96 0.8% 4.1% -0.27 0.17 0.30 92.9% 10% 0.08
57 TOPIX100 149 Jan-96 0.1% 5.7% 0.47 0.81 0.02 59.2% 12% 0.01
58 MSCI World 149 Jan-96 0.6% 4.0% -0.78 1.05 0.00 100.0% 11% 0.06

a A low p-value indicates a strong rejection of the null hypothesis of a normal distribution of returns, according to the D�Agostino
et al. (1990) test for normality.
b The modi�ed Value-At-Risk (99%, monthly) gives the amount of loss, expressed in log-return, that can be lost over one month
with a probability of 1%. It is computed analytically using the Cornish-Fisher (1937) expansion, which adjusts the traditional
Value-At-Risk for the skewness and kurtosis in the distribution. Further details are given in the main text.
c The modi�ed Sharpe Ratio is obtained by dividing the return in excess of the risk-free investment, by the modi�ed Value-At-Risk.
We assume a 0% monthly risk-free rate of return.
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Table 3.9: Stock returns summary statistics (monthly log-returns) - Early
period (81-96)

Region Nb Market Nb
obs

Starting
date

Mean
ret.

St.
Dev.

Skew-
ness

Exc.
kur-
tosis

Norm.
(p-
value)a

Corr.
with
MSCI

Modif.
VARb

Modif.
Sharpe
ratioc

Major markets
Asia 1 China 26 Nov-93 -2.1% 17.8% 2.53 8.03 0.00 -1.6% 0.01 -1.86

2 India 180 Jan-81 0.8% 8.5% 0.24 1.08 0.03 -6.7% 0.19 0.04
3 Indonesia 72 Jan-90 0.2% 8.9% -0.10 -0.06 0.91 17.5% 0.21 0.01
4 Korea 180 Jan-81 1.3% 8.1% 0.50 0.20 0.03 23.8% 0.14 0.10
5 Malaysia 132 Jan-85 1.0% 7.9% -0.89 3.03 0.00 43.7% 0.26 0.04
6 Pakistan 132 Jan-85 1.1% 6.8% 0.96 4.29 0.00 0.8% 0.14 0.08
7 Philippines 132 Jan-85 2.8% 10.1% 0.04 2.30 0.01 33.6% 0.26 0.11
8 Sri Lanka 27 Oct-93 -0.7% 9.7% 0.17 -0.55 0.85 -5.6% 0.21 -0.03
9 Taiwan 132 Jan-85 1.6% 14.0% -0.14 1.52 0.03 26.2% 0.37 0.04
10 Thailand 180 Jan-81 1.7% 7.9% -0.74 5.17 0.00 32.8% 0.29 0.06

Eur. 11 Czech Republic 24 Jan-94 -1.8% 11.2% 1.54 4.20 0.00 41.2% 0.16 -0.11
12 Hungary 24 Jan-94 -2.0% 11.1% 1.36 4.83 0.00 52.4% 0.22 -0.09
13 Poland 24 Jan-94 -2.6% 18.3% 0.09 -0.24 0.95 46.1% 0.43 -0.06
14 Russia 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
15 Slovakia 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
16 Turkey 108 Jan-87 1.3% 19.1% 0.37 -0.10 0.25 7.0% 0.36 0.04

L. Am. 17 Argentina 180 Jan-81 0.8% 23.3% 0.12 5.18 0.00 2.6% 0.79 0.01
18 Brazil 180 Jan-81 1.4% 18.2% -0.46 2.27 0.00 11.1% 0.55 0.02
19 Chile 180 Jan-81 1.2% 9.0% -0.41 0.38 0.04 15.6% 0.23 0.05
20 Colombia 132 Jan-85 2.5% 8.3% 1.07 2.29 0.00 6.1% 0.11 0.23
21 Mexico 180 Jan-81 0.9% 15.1% -2.05 9.05 0.00 24.2% 0.65 0.01
22 Peru 27 Oct-93 2.4% 11.3% 0.25 0.23 0.56 49.8% 0.22 0.11
23 Venezuela 132 Mar-86 0.7% 14.5% -1.29 5.76 0.00 -8.3% 0.57 0.01

ME-Af. 24 Bahrain 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
25 Egypt 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
26 Israel 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
27 Jordania 180 Jan-81 0.6% 4.9% 0.16 0.84 0.08 11.5% 0.11 0.05
28 Morocco 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
29 Nigeria 132 Jan-85 0.2% 17.5% -3.01 22.01 0.00 5.0% 1.10 0.00
30 Oman 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
31 Saudi Arabia 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
32 South Africa 23 Feb-94 2.2% 6.3% -0.82 2.80 0.02 55.1% 0.19 0.11
33 Zimbabwe 180 Jan-81 0.5% 10.1% -0.28 1.49 0.01 11.2% 0.28 0.02

Major Composite 180 Jan-81 0.9% 4.4% -0.27 0.53 0.10 34.3% 0.11 0.08
Developed markets

54 DAX30 180 Jan-81 1.0% 5.8% -0.29 1.06 0.02 54.2% 15% 0.07
55 FTSE100 120 Jan-86 1.2% 5.9% -0.73 3.23 0.00 78.6% 19% 0.07
56 S&P500 180 Jan-81 1.3% 4.1% -1.27 7.77 0.00 69.7% 17% 0.07
57 TOPIX100 96 Jan-88 0.2% 7.3% 0.03 0.95 0.18 79.7% 18% 0.01
58 MSCI World 180 Jan-81 1.1% 4.2% -0.62 2.41 0.00 100.0% 12% 0.09

Note: n/a stands for �not available�.
a A low p-value indicates a strong rejection of the null hypothesis of a normal distribution of returns, according to the D�Agostino
et al. (1990) test for normality.
b The modi�ed Value-At-Risk (99%, monthly) gives the amount of loss, expressed in log-return, that can be lost over one month
with a probability of 1%. It is computed analytically using the Cornish-Fisher (1937) expansion, which adjusts the traditional
Value-At-Risk for the skewness and kurtosis in the distribution. Further details are given in the main text.
c The modi�ed Sharpe Ratio is obtained by dividing the return in excess of the risk-free investment, by the modi�ed Value-At-Risk.
We assume a 0% monthly risk-free rate of return.
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Table 3.10: Stock returns summary statistics (monthly log-returns) - Full
period (81-08)

Region Nb Market Nb
obs

Starting
date

Mean
ret.

St.
Dev.

Skew-
ness

Exc.
kur-
tosis

Norm.
(p-
value)a

Corr.
with
MSCI

Modif.
VARb

Modif.
Sharpe
ratioc

Major markets
Asia 1 China 175 Nov-93 1.0% 9.8% 1.88 12.41 0.00 17.2% 24% 0.04

2 India 329 Jan-81 1.0% 8.3% 0.01 0.39 0.34 12.6% 19% 0.05
3 Indonesia 221 Jan-90 0.2% 12.8% -0.59 2.81 0.00 30.4% 42% 0.01
4 Korea 329 Jan-81 1.0% 10.3% 0.25 3.12 0.00 37.4% 28% 0.04
5 Malaysia 281 Jan-85 0.6% 9.0% -0.27 4.44 0.00 40.4% 31% 0.02
6 Pakistan 281 Jan-85 1.1% 9.3% -0.21 3.43 0.00 11.1% 29% 0.04
7 Philippines 281 Jan-85 1.2% 9.6% 0.06 2.53 0.00 38.7% 26% 0.05
8 Sri Lanka 176 Oct-93 0.5% 8.7% 0.35 1.62 0.00 15.9% 20% 0.03
9 Taiwan 281 Jan-85 0.9% 11.6% -0.04 2.22 0.00 34.2% 32% 0.03
10 Thailand 329 Jan-81 0.8% 10.3% -0.54 3.02 0.00 39.4% 33% 0.02

Eur. 11 Czech Republic 173 Jan-94 1.1% 8.2% -0.02 2.30 0.00 34.7% 22% 0.05
12 Hungary 173 Jan-94 1.2% 10.0% -0.45 3.84 0.00 53.0% 34% 0.04
13 Poland 173 Jan-94 0.7% 11.3% -0.61 2.46 0.00 47.7% 36% 0.02
14 Russia 136 Feb-97 1.8% 16.9% -1.96 9.63 0.00 48.3% 75% 0.02
15 Slovakia 136 Feb-97 1.4% 8.1% 0.52 1.46 0.00 10.3% 16% 0.09
16 Turkey 257 Jan-87 1.3% 17.4% 0.07 0.73 0.10 30.6% 41% 0.03

L. Am. 17 Argentina 329 Jan-81 0.8% 18.7% 0.07 7.99 0.00 13.8% 76% 0.01
18 Brazil 329 Jan-81 1.6% 15.6% -0.61 3.18 0.00 29.4% 51% 0.03
19 Chile 329 Jan-81 1.0% 7.9% -0.52 1.34 0.00 30.0% 22% 0.05
20 Colombia 281 Jan-85 1.8% 8.4% 0.31 1.53 0.00 17.0% 19% 0.10
21 Mexico 329 Jan-81 1.1% 12.3% -2.23 12.32 0.00 35.2% 60% 0.02
22 Peru 176 Oct-93 1.7% 7.8% -0.41 2.64 0.00 29.6% 23% 0.08
23 Venezuela 267 Mar-86 0.9% 13.8% -0.96 4.50 0.00 8.3% 51% 0.02

ME-Af. 24 Bahrain 112 Feb-99 1.2% 3.9% 0.22 1.08 0.07 22.0% 8% 0.15
25 Egypt 136 Feb-97 1.3% 8.1% 0.65 1.38 0.00 23.0% 15% 0.08
26 Israel 136 Feb-97 1.0% 6.7% -0.81 0.75 0.00 44.6% 18% 0.06
27 Jordania 329 Jan-81 0.9% 5.4% 0.75 2.59 0.00 8.2% 11% 0.09
28 Morocco 136 Feb-97 1.5% 5.4% 0.17 1.05 0.07 7.8% 12% 0.13
29 Nigeria 281 Jan-85 1.2% 13.0% -3.52 35.90 0.00 6.0% 111% 0.01
30 Oman 112 Feb-99 1.8% 5.6% 0.52 0.05 0.07 5.3% 9% 0.20
31 Saudi Arabia 124 Feb-98 1.5% 7.5% -0.60 0.78 0.01 8.1% 20% 0.07
32 South Africa 172 Feb-94 1.0% 8.0% -1.09 3.51 0.00 54.2% 27% 0.04
33 Zimbabwe 329 Jan-81 0.3% 30.1% -6.39 65.30 0.00 1.1% 208% 0.00

Major Composite 329 Jan-81 1.0% 4.8% -0.95 3.37 0.00 48.5% 16% 0.06
Frontier markets

Asia 34 Bangladesh 149 Jan-96 0.8% 11.0% 1.05 7.95 0.00 9.9% 32% 0.03
Eur. 35 Bulgaria 149 Jan-96 -0.9% 14.8% -1.66 7.62 0.00 3.2% 64% -0.01

36 Croatia 121 May-98 1.0% 9.0% -2.13 11.10 0.00 49.5% 42% 0.02
37 Estonia 124 Feb-98 0.9% 9.2% -1.11 3.19 0.00 18.8% 31% 0.03
38 Latvia 124 Feb-98 0.7% 9.8% -1.00 8.58 0.00 29.4% 45% 0.01
39 Lithuania 149 Jan-96 1.2% 7.0% 0.38 2.00 0.00 24.3% 16% 0.08
40 Romania 124 Feb-98 0.7% 10.8% -1.02 3.93 0.00 20.9% 38% 0.02
41 Slovenia 149 Jan-96 1.7% 7.5% 0.69 2.29 0.00 13.7% 14% 0.12
42 Ukraine 124 Feb-98 1.4% 12.2% 0.17 5.47 0.00 7.2% 41% 0.03

L. Am. 43 Ecuador 149 Jan-96 0.3% 11.4% -1.71 14.46 0.00 -8.5% 67% 0.01
44 Jamaica 149 Jan-96 1.5% 8.6% 1.26 4.06 0.00 -7.4% 14% 0.11
45 Trinidad & Tobago 149 Jan-96 1.6% 4.9% 0.10 3.34 0.00 7.7% 13% 0.12

ME-Af. 46 Botswana 149 Jan-96 2.1% 6.1% 1.27 6.41 0.00 12.2% 12% 0.18
47 Cote d�Ivoire 149 Jan-96 1.9% 6.9% 0.26 1.97 0.01 1.4% 16% 0.12
48 Ghana 149 Jan-96 -0.1% 5.6% 0.13 1.95 0.01 -8.4% 15% 0.00
49 Kenya 149 Jan-96 1.7% 7.1% -0.01 2.35 0.00 17.1% 19% 0.09
50 Lebanon 100 Feb-00 1.3% 9.4% 0.69 2.28 0.00 23.2% 19% 0.07
51 Mauritius 149 Jan-96 1.4% 4.8% 0.18 3.22 0.00 4.5% 13% 0.11
52 Namibia 100 Feb-00 1.0% 6.6% -0.28 0.27 0.32 25.8% 16% 0.07
53 Tunisia 149 Jan-96 0.3% 4.9% -0.19 3.21 0.00 -8.2% 15% 0.02

Frontier Composite 149 Jan-81 0.9% 3.2% -0.69 0.91 0.00 27.5% 8% 0.11
Developed markets

54 DAX30 329 Jan-81 0.9% 6.1% -0.58 1.77 0.00 66.8% 17% 0.05
55 FTSE100 269 Jan-86 1.0% 4.9% -0.65 3.37 0.00 80.7% 16% 0.06
56 S&P500 329 Jan-81 1.0% 4.1% -0.81 4.11 0.00 80.0% 14% 0.07
57 TOPIX100 245 Jan-88 0.2% 6.4% 0.22 1.15 0.01 67.9% 15% 0.01
58 MSCI world 329 Jan-81 0.9% 4.1% -0.68 1.87 0.00 100.0% 12% 0.08

a A low p-value indicates a strong rejection of the null hypothesis of a normal distribution of returns, according to the D�Agostino
et al. (1990) test for normality.
b The modi�ed Value-At-Risk (99%, monthly) gives the amount of loss, expressed in log-return, that can be lost over one month
with a probability of 1%. It is computed analytically using the Cornish-Fisher (1937) expansion, which adjusts the traditional
Value-At-Risk for the skewness and kurtosis in the distribution. Further details are given in the main text.
c The modi�ed Sharpe Ratio is obtained by dividing the return in excess of the risk-free investment, by the modi�ed Value-At-Risk.
We assume a 0% monthly risk-free rate of return.
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Table 3.11: Stock returns summary statistics (monthly log-returns) - Region
averages

Nb
mar-
kets

Nb
Fron-
tier

Mean
ret.

St.
Dev.

Skew-
ness

Exc.
kur-
tosis

Norm.
(p-

value)a

Corr.
with
MSCI

Modif.
VARb

Modif.
Sharpe
ratioc

Recent period (96-08)
Asia 11 1 0.6% 10.3% 0.05 2.52 0.00 33.9% 29% 0.03
Latin America 10 3 1.2% 9.0% -0.59 4.11 0.00 31.0% 30% 0.06
Europe 14 8 1.1% 10.6% -0.69 4.70 0.00 30.2% 37% 0.04
M-East & Africa 18 8 1.2% 8.5% -0.12 3.69 0.00 13.8% 26% 0.09
All emerging 53 20 1.1% 9.5% -0.33 3.79 0.00 25.5% 30% 0.06
MSCI 1 0 0.6% 4.0% -0.78 1.05 0.00 100.0% 11% 0.04

Early period (81-96)
Asia 10 0 0.8% 10.0% 0.26 2.50 0.02 16.4% 21% -0.14
Latin America 7 0 1.4% 14.2% -0.40 3.59 0.00 14.4% 45% 0.06
Europe 4 0 -1.3% 14.9% 0.84 2.17 0.13 36.7% 29% -0.06
M-East & Africa 4 0 0.9% 9.7% -0.98 6.79 0.01 20.7% 42% 0.05
All emerging 25 0 0.6% 11.9% -0.03 3.44 0.01 19.8% 32% -0.04
MSCI 1 0 1.1% 4.2% -0.62 2.41 0.00 100.0% 12% 0.09

Full period (81-08)
Asia 11 1 0.8% 10.1% 0.18 3.99 0.00 26.1% 29% 0.03
Latin America 10 8 1.2% 10.9% -0.47 5.54 0.00 15.5% 40% 0.05
Europe 14 3 1.0% 10.9% -0.58 4.61 0.00 28.0% 37% 0.04
M-East & Africa 18 8 1.2% 8.1% -0.45 7.45 0.00 13.8% 31% 0.08
All emerging 53 20 1.1% 9.8% -0.36 5.62 0.00 20.4% 34% 0.05
MSCI 1 0 0.9% 4.1% -0.68 1.87 0.00 100.0% 12% 0.08

Note: Data on each variable are computed as the arithmetic average of each country in the region (see previous tables), except for
the normality test, where the median value across countries in each region is given.
a A low p-value indicates a strong rejection of the null hypothesis of a normal distribution of returns, according to the D�Agostino
et al. (1990) test for normality.
b The modi�ed Value-At-Risk (99%, monthly) gives the amount of loss, expressed in log-return, that can be lost over one month
with a probability of 1%. It is computed analytically using the Cornish-Fisher (1937) expansion, which adjusts the traditional
Value-At-Risk for the skewness and kurtosis in the distribution. Further details are given in the main text.
c The modi�ed Sharpe Ratio is obtained by dividing the return in excess of the risk-free investment, by the modi�ed Value-At-Risk.
We assume a 0% monthly risk-free rate of return.
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Table 3.12: Literature review - Synoptic table
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Table 3.12: Literature review - Synoptic table (con�t)
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Table 3.12: Literature review - Synoptic table (con�t)
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Table 3.13: Correlation table - Major markets (96-08)
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Table 3.14: Correlation table - Frontier markets (96-08)
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Chapter 3: Emerging Stock Markets

Figure 3.2: 5-year rolling correlation (Major-MSCI World)

Note: The correlation coe¢ cient computed on a rolling �ve-year window, using monthly log-return

data.

Figure 3.3: 5-year rolling correlation (Frontier-MSCI World)

Note: The correlation coe¢ cient computed on a rolling �ve-year window, using monthly log-return

data.
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Figure 3.4: 5-year rolling correlation (S&P500-MSCI World)

Note: The correlation coe¢ cient computed on a rolling �ve-year window, using monthly log-return

data.
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Table 3.15: List of acronyms

Acronym Meaning

ADR American Depositary Receipt

CAPM Capital Asset Pricing Model (Sharpe, 1964; Lintner, 1965; Mossin, 1966)

DAX30 Deutscher Aktieninde (German stock index, 30 companies)

EAFE Europe, Australasia, and Far-East (one MSCI index)

EMDB Emerging Markets Data Base (property of S&P, former property of the IFC)

EU European Union

FEAS Federation of Euro-Asian Stock Exchanges

FTSE100 Financial Time Stock Exchange index (UK stock index, 100 stocks)

GDP Gross National Product

GMM Generalized Method of Moments

GNI Gross National Income

IFC International Finance Corporation (part of the World Bank Group)

MSCI Morgan Stanley Capital International (stock exchange information, e.g., indices)

n/a Not applicable / available

S&P Standard & Poor�s (stock exchange information and rating agency)

S&P500 Standar & Poor�s 500 (index of 500 US stocks)

S&P Europe 350 Standar & Poor�s Europe 350 (index of 350 European stocks)

TOPIX100 Tokyo Stock Price Index (100 stocks)

USD United States Dollar

VAR Value-At-Risk

WDI World Development Indicators (World Bank)

Sources: World Bank, IFC, S&P, FTSE, MSCI, local stock exchanges
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Chapter 4: Remittances, Financial Development, and Growth

Remittances and Domestic Investment in Developing
Countries: An Analysis of the Role of Financial Sector

Development1

Abstract

This paper addresses the relationship between remittances and home coun-

try investment in developing countries. It highlights, through both a theoretical

model and an empirical analysis, the role of �nancial sector development (FSD)

in the impact of remittances on home country investment. The key contribution

of the paper is to show that di¤erent transaction costs traditionally associated

with the FSD, namely �Cost of Bank Depositing�and �Cost of External Finance�,

have con�icting e¤ects on the marginal impact of remitances on investment. Our

stylized model, which addresses the speci�cities of remittance �ows through the

loanable funds market, yields several intuitive results. First, the marginal im-

pacts of remittances on bank-deposits and investment are positive. Second, both

marginal impacts increase when the Cost of Bank Depositing declines. Third,

a decrease in Cost of External Finance lowers the marginal impact on invest-

ment, and does not a¤ect the marginal impact on bank deposits. Hence, since

FSD lowers both transaction costs, it has an ambiguous e¤ect on the marginal

impact on investment. The empirical analysis on a sample of 100 developing

countries, using both cross-section and panel-data methodologies, con�rms our

model�s predictions.

JEL: F24, O16, G2.

Key words: remittances, investment, growth, �nancial sector development,

transaction cost, openness.

1This paper has been written by Laurent Gheeraert, Ritha Sukadi Mata (Université Libre de
Bruxelles), and Daniel Traça (Universidade Nova de Lisboa).
The authors are grateful to the Banque Nationale de Belgique for its �nancial support.

They thank seminar participants of the �Rencontre Franco-Belge� at the Université Lyon 2 (De-
cember 2007), the SASE 2008 meeting in San José (July 2008), the ETSG 2008 Warsaw Tenth
Annual Conference (September 2008), and the �Sixième Journée de Collaboration Scienti�que entre
les Ecoles Doctorales en Gestion de l�Université de Paris I-Panthéon-Sorbonne et de l�Université
Libre de Bruxelles�(December 2008), for their numerous comments and suggestions.
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4.1 Introduction

Remittances, the money sent home by migrants, accounted for more than US$ 300

billion in 2007, with US$ 240 billion �owing to developing countries (World Bank

Remittances Database, World Bank, 2007). For developing countries, remittances

are the second source of external �nancing, after foreign direct investments (FDIs)

and before o¢ cial aid (McKenzie and Sasin, 2007). This observation has raised

interest among policy makers and researchers, on the potential of remittances as a

tool for development.

This paper addresses the impact of remittances on domestic investment in devel-

oping nations. Like other sources of external �nance, remittances allow the economy

to invest in human and physical capital (health, education), which contribute to

growth (Ziesemer, 2006). Two recent contributions, Mundaca (2009), and Giuliano

and Ruiz-Arranz (2009), stress the role of the development of the �nancial sector.

Both �nd that remittances have a positive impact on investment. However, while

the former �nd that �nancial intermediation increases the responsiveness of growth

to remittances, the latter observe that remittances impact is weaker at higher levels

of �nancial sector development2. Mundaca (2009) argues that a better-developed

�nancial sector helps channeling remittances more e¢ ciently to productive uses. In

turn, Giuliano and Ruiz-Arranz (2009) argue that poor households use remittances

to �nance informal investment in poorly developed �nancial markets with liquidity

constraints. In this sense, remittances substitute for lack of �nancial sector develop-

ment.

In this paper, we show that di¤erent transaction costs traditionally associated

with the �nancial sector development (FSD) have con�icting e¤ects on the marginal

impact of remittances on investment. We focus on two transaction costs, which

decline with FSD. The �rst is the �Cost of Bank Depositing�, henceforth CDEP,

wich measures the di¢ culties of savers, particularly the less well o¤, of depositing

their savings in the formal banking system. These di¢ culties are particularly relevant

2While Giuliano and Ruiz-Arranz (2009) include all developing countries in their regressions,
Mundaca (2009) focuses on 25 Latin America countries. Giuliano and Ruiz-Arranz (2009) use four
proxies of the �nancial sector development, namely, the ratio of liquid liabilities of the �nancial
system to GDP (M2/GDP), the sum of demand, time, saving and foreign currency deposits to
GDP (DEP/GDP), claims on the private sector divided by GDP (LOAN/GDP), and �nally, credit
provided by the banking sector to GDP (CREDIT/GDP). Mundaca (2009) also uses the latter proxy
in her empirical regressions.
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for the social groups that include remittance receivers and can be related to physical

access, a¤ordability and eligibility (Beck, Demirgüç-Kunt and Martinez Peria, 2008)3.

The second transaction cost is the �Cost of External Finance�, henceforth CEXF,

which measures the marginal cost for the banking system of borrowing in global

�nancial markets. This cost is associated with the policy environment in the country,

notably in terms of capital mobility, the robustness of the country�s �nancial sector,

the regulatory environment and the perception of country risk.

In a stylized model of the loanable funds market, we analyze how both these

variables a¤ect the marginal e¤ect of remittances on investment, and establish three

intuitive propositions on the marginal impact of remittances. First, the marginal

impacts of remittances on (a) bank-deposits and (b) formal investment are positive.

Second, both marginal impacts increase when the CDEP declines4. Third, a decrease

in CEXF lowers the marginal impact on investment, and does not a¤ect the marginal

impact on bank deposits. Note that, since FSD lowers both transaction costs, it has

an ambiguous e¤ect on the marginal impact on investment.

We test these propositions using country-level data on remittances, investment,

banking sector deposit, and proxies for both CDEP and CEXF, on a sample of 100

developing countries. We perform empirical tests using both cross-section and panel-

data with country �xed e¤ects, over the period 1975-2004. Our cross-sectional results

support the main predictions of our theoretical model regarding the �remittances -

investment� and the �remittances - deposit� relations. First, we �nd signi�cant

evidence for a stimulating e¤ect of remittances on both investment and bank deposit,

for all levels of the two transaction costs considered. Second, the stimulating e¤ect of

remittances on investment (or, bank deposit) is signi�cantly smaller at lower levels

of CDEP. Third, the stimulating e¤ect of remittances on investment is signi�cantly

weakened by a lower level of CEXF. Our panel-data regressions con�rm these results,

3 In terms of physical access, customers may have to visit remote bank headquarters to open the
account, instead of local bank branch o¢ ces. They could also face a¤ordability problems as the
minimum balances and fees may be high. Finally, the requirements in terms of necessary documents
to open a bank account or necessity to have a job in the formal sector can be perceived as eligibility
barriers. Beck, Demirgüç-Kunt and Martinez Peria (2008) show that, in general, banks in more
�nancially developed economies impose low barriers, implying that a signi�cant share of the pop-
ulation in countries with less-developed �nancial systems is excluded from using banking services.
Moreover, according to Orozco (2007), the majority of remittance receivers are part of this group.
Our working assumption, therefore, is that remittances receivers pay a cost to deposit their savings,
and that this cost falls as the country�s level of FSD rises.

4This is consistent with Aggarwal, Demirgüç-Kunt and Martinez Peria (2006) regarding the con-
tribution of remittances in the supply of loanable funds trough deposits.
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with the sole exception of the impact of the CDEP on the �remittances - bank

deposit� relationship, for which we do not �nd a signi�cant e¤ect under most of

the speci�cations tested.

In sum, our model con�rms the results in Giuliano and Ruiz-Arranz (2009) that a

rise in remittances has a positive e¤ect on informal investment, which increases with

CDEP. However, as discussed above, the marginal impact on formal investment,

declines with the CDEP. Our model implies that a more nuanced analysis of the role

of FSD is required. Possible biases in Giuliano and Ruiz-Arranz (2009) may emerge

because the empirical FSD measures used are inappropriate proxies for the �Cost of

Bank Depositing�and due to a failure to control for the �Cost of External Finance�.

A vast literature has assessed the impact of remittances on development, stress-

ing the speci�cities of this external �ow. Ratha (2003) argues that they are more

broad-base distributed (as they �ow directly to households), less volatile and more

counter-cyclical than other sources of external �nance. Amuedo-Dorantes and Pozo

(2006) stress the implications for real exchange rate appreciation, which discourages

exportations, and hinders output and employment. Chami, Fullenkamp, and Jahjah

(2005) highlight the potential for lower productivity and/or labor supply in recipient

households, who want to encourage the migrant worker to send more �nancial help.

World Bank (2006) and Giuliano and Ruiz-Arranz (2009) argue that remittances

improve country�s creditworthiness and enhance its access to international capital

market. Empirically, although the majority of the empirical literature �nds that

remittances have a positive impact on recipient countries�GDP (e.g., Faini, 2007;

Glytsos, 2005; Solimano, 2003; Toxopeus and Lensink, 2007), a few studies (e.g.

Chami et al, 2005 or Azam and Gubert, 2005) �nd a negative impact.

A related strand of the literature has argued that remittances may have an impact

on FSD, either through demand factors, such as the need for �nancial inclusion by

remittance receivers, or through supply factors, such as the increase in deposits and

credits or the creation of niche markets. Aggarwal, Demirgüç-Kunt and Martinez

Peria (2006) �nd that remittances promote �nancial development by increasing the

aggregate level of deposits and credits intermediated by the local banking system (see

also Orozco and Fedewa, 2006, and Gupta, Pattillo, and Wagh, 2007). Toxopeus and

Lensink (2007) �nd that remittances a¤ect growth in developing countries trough the
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improvement of �nancial inclusion.

4.2 Theory

4.2.1 The model

In this section, we model the loanable funds market, to highlight the e¤ects of remit-

tances on investment. The highly stylized model captures a simple story: an increase

in remittances leads to a rise in deposits in the banking sector, which facilitates

credit that �nances investment. Our goal is to address the role of �nancial sector

development as an enabler of this relationship.

Take a market for loanable funds with two potential types of agents, remittance

Receivers (denoted by the subscript R) and Non-receivers (denoted by the subscript

N). We assume there is a measure one of agents, of which a share q are receivers. For

simplicity, we suppose that consumption decisions are exogenous5. Each agent j has

savings of sj , with sj = sR for remittance receivers and sj = sN for non-receivers. We

will capture the e¤ect of a rise in remittances in the loanable funds market through an

increase in sR. Implicitly, we are assuming that the marginal propensity to consume

of receivers is constant.

The model unfolds in two stages. In stage one, agents have the option of de-

positing their savings on a bank or keeping them as cash. Later, in stage two,

each agent has the opportunity to invest in a project. Each project j allows for a

maximum investment of � >> sj and pays a per dollar return of �j6, where �j is

a random variable independent across agents/projects, uniformly distributed in the

support [0; ~�[, where ~� >> 1. The uncertainty about the return of the investment

projects is resolved at the beginning of stage two.

In stage two, to �nance their investment, if pro�table, agents can use their cash

(non-deposited savings) or request an interest-bearing loan from a bank. Banks

�nance their lending through the deposits of domestic agents or by borrowing inter-

nationally. The sector is competitive and the interest rate, r, is the same for deposits

and for loans.

5This assumption is without loss of generality, as long as the marginal propensity to consume is
below 100%, on the signs of the expected relations implied by the model.

6Financial return variables are expressed in gross terms. Namely, 1 dollar with a �j return yields
�j at the end of the period.
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Non-receivers have no additional transaction costs on depositing or borrowing.

For them, the optimal strategy in this setting is straightforward. In stage one, each

agent deposits her savings, sN , to obtain the interest rate r and any non-�nancial

returns. In stage two, if the return to her project compensates borrowing costs, i.e.

if �j > r, the agent will borrow � to �nance her investment.

4.2.2 Remittance receivers and the banking sector

We now focus on the relationship between remittance receivers and the banking

sector. The main assumption here is that remittance receivers have more di¢ culties

in accessing the banking sector, both for deposits and credit. This hypothesis is well-

established in the literature, which shows that the majority of remittances receivers

are out of the �nancial system due to economic and physical barriers (see for instance

Beck, Demirgüç-Kunt, Martinez Peria, 2008, and Orozco, 2007).

In our model, each receiver j must pay per dollar access costs of � >> 0 to obtain

a loan and of � j to make a deposit. � j , the Cost of Bank Depositing (CDEP), is

a uniformly distributed random variable in the support [0; 2� [, with � >> 0. As

a result, the actions of receivers vis-à-vis the banks is less straightforward than for

non-receivers.

In stage one, each receiver must decide the amount c to keep as cash, with the

remaining sR � c to be deposited in the banking system. We assume that the total

per dollar bene�ts are given by d >> r, which includes �nancial returns and the

non-�nancial bene�ts. Consultative Group to Assist the Poor (CGAP, 1998) and

Deshpande and Glisovic-Mezieres (2007) stress the role of increased security that

deposits provide to the poor, who look for a safe place to keep their savings. Robinson

(1994, 2001) and Wright (2003) highlight the liquidity bene�ts of bank deposits,

compared to traditional forms of savings (such as, jewels, land, or livestock). In

fact, several researchers (e.g., Deshpande and Glisovic-Mezieres, 2007; Wright; 2003)

argue that these non-�nancial bene�ts dwarf the �nancial return in the informal

sector, which is rarely positive, and often negative, such as when the poor pay a

deposit collector who visits daily to collect savings. Motivated by these results, and

for the sake of simplicity, we assume away the role of the interest rate (�nancial

returns) as a component of the bene�ts from deposits, taking d to be a constant (i.e.
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@d=@r = 0)7. In this case, the payo¤ U of receiver j, at the end of stage two, is

Uj(c) =

return of depositsz }| {
(sR � c) (d� � j) +

expected return of investment projectsz }| {
c

~�

Z 1

0
d� +

c

~�

Z ~�

1
�d� +

�� c
~�

Z ~�

r+�
(� � r � �)d�

where, we can assume, without loss of generality that ~� > r > 1. There are two

key components. The �rst component is the payo¤ from depositing savings in the

banking sector, associated with the bene�ts obtained (d) net of the access costs (� j).

The second component is the expected return from the investment project. There

are three scenarios: if the return is less than one, the agent will not undertake the

project and keep the cash; if the return is larger than one but lower than r + �, the

agent will invest only her cash; if the return is higher than r+�, the agent will invest

her cash and borrow to make the maximum investment.

Taking the �rst derivative, and assuming that the cost to borrow, �, is higher or

equal to ~� � r, we obtain8

@Uj=@c = � j � d+� (4.1)

where � � ~�2 + 1

2~�

Since @Uj=@c does not depend on c, agents will either keep all their savings in cash, if

@Uj=@c > 0, or deposit all their savings, if @Uj=@c < 0. A key element of the decision

of each receiver is the deposit access cost, � j . From (4.1), receivers with � j < d+�

will choose to deposit, with the remainder opting to keep their savings as cash. Note

that d�� is the net marginal cost of keeping cash, with � capturing the option value

of keeping cash to �nance potential pro�table (~� > 1) investment projects. Since � j is

distributed uniformly between 0 and 2� , a proportion (d��) =2� of receivers deposit

their savings.

7Note that, although the interest bene�ts may be included in d, we have simpli�ed the model by
assuming away the e¤ects of changes in r on the decision of receivers to deposit. In line with the
argument of security bene�ts for the deposited cash amounts, we assume that total bene�ts from
bank depositing, d, are proportional to the deposited amount.

8For simplicity, we focus on the case where the cost of access to borrowing is prohibitive (� � ~��r),
such that receivers do not have access to borrowing. Otherwise, if access to borrowing by receivers
is not prohibitive (i.e. � < ~� � r), an increase in � raises the marginal payo¤ of keeping cash,
since it increases the option value of undertaking some productive investments, which would become
unpro�table if the agent had to borrow. In this case: @Uj=@c = � j � d+ �+ r + 1�(r+�)2

2~�
. Working

with the alternative case would only change the intensity, not the directions, of the key e¤ects.
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4.2.3 Equilibrium in the loanable funds market

In stage 2, the loanable funds market, where banks lend funds to investors, clear.

Loanable funds include the deposits and the funds obtained in global �nancial mar-

kets. From the previous analysis, total deposits include the savings of non-receivers,

as well as those of receivers with a su¢ ciently low deposit access cost, which can be

expressed as

D = (1� q)sN + qsR (d��) =2� (4.2)

For international borrowing, we assume that the per dollar cost of funds is:

r� + �+B 

where r� is the risk-free international interest rate, B denotes agreggate external

borrowing, � > 0 is the country risk premium and  > 0 is the marginal cost of

external �nance, CEXF. � and  are related to the marginal access cost of domestic

banks to global capital markets, and are determined by the robustness of the country�s

�nancial system, and the policy environment.

In this context, perfect competition among domestic banks who fail to internalize

the impact of their external borrowing on country risk implies that, for any given

domestic interest rate, r, the equilibrium amount of external borrowing is

B =
r � r�=�

 
(4.3)

Note, from (4.3), that 1= is the elasticity of external borrowing to the domestic

interest rate.

We can obtain the demand for loanable funds to �nance formal investment by

non-receivers with projects with a return higher than the interest rate, i.e.

F = (1� q) (1� r=~�) � (4.4)

where F is positive if and only if r < ~�. Note that there is also informal (home)

investment by remittance receivers who kept their savings as cash, and thus �nd it

worthwhile to �nance any investment with a positive return. The total amount of

such informal investment is given by

H = qsR(1� (d��) =2�)
�
1� ~��1

�
(4.5)
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Here, H does not depend on r because we have assumed that, for remittance receivers,

borrowing is prohibitive and r has only a negligible e¤ect on the savings decision.

Finally, equilibrium condition in the market for loanable funds is: D + B = F ,

which implies that external borrowing and deposits are substitutes in �nancing formal

investment. Given (4.2), (4.3) and (4.4), the equilibrium interest rate yields

r =
(r� + �)= + (1� q)(�� sN )� sRq (d��) =2�

1= + �(1� q)=~� (4.6)

where, since F is positive, r < ~�. Three aspects are worth noting. First, an increase

in savings, either for receivers (sr) or non-receivers (sN ) leads to a decline in the

interest rate, as some of those savings become bank deposits and thus increase the

availability of loanable funds. More important, the impact of increased savings (or,

remittances) on the interest rate is stronger (i.e., more negative) when the CEXF

( ) is higher, because the ability to substitute external �nance for domestic savings

declines. Finally, a rise in the foreign interest rate (r�) or in the country risk premium

(�) lead to a higher domestic rate.

4.2.4 Deposits and remittances

Now, we can look at the impact of remittances by looking at the e¤ect of an increase

in sR in deposits (D). Implicitly, we are assuming that a given proportion of any

increase in remittances will be saved by receivers, who will decide whether to deposit

or keep as cash. From (4.2) and (4.6), we can easily obtain

dD

dsR
=
q (d��)
2�

> 0 (4.7)

Moreover, the expression shows also that d (dD=dsR) =d� < 0, which means that

the marginal increase in deposits is higher when CDEP falls, since in this case a

higher proportion of receivers are depositers.

4.2.5 Investment and remittances

We can also look at the e¤ect of remittances on formal investment, F . From (4.4),

we obtain
dF

dsR
= �(1� q)�

~�

dr

dsR
= q

d��
2�

�
~�

(1� q) � + 1
��1

(4.8)

which implies three important results. First, dF=dsR > 0, as the increase in remit-

tances raises deposits and the availability of loanable funds, which lowers the interest
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rate and spurs an increase in formal investment. Note that, as long as external bor-

rowing is possible (i.e.,  6= 1), the e¤ect on investment is weaker than the rise in

deposits, because the decline in the domestic interest rate lowers external borrowing

by the banking sector, which lowers the volume of loanable funds.

Second, the marginal e¤ect of remittances on investment is decreasing in CDEP,

d (dF=dsR) =d� < 0. A lower CDEP implies that a larger proportion of receivers

deposit their increased savings, which implies a stronger rise in deposits and a deeper

decline in the interest rate.

Finally, third, this marginal e¤ect of remittances on formal investment is in-

creasing in CEXF, d (dF=dsR) =d > 0. As discussed above, a rise in  lowers the

elasticity of external borrowing to changes in the domestic interest rate. As the

rise in remittances lowers the interest rate and expands investment, the con�icting,

investment-reducing e¤ect of declining external borrowing is weaker when  is high.

As mentioned before, several authors have stressed the role of rising remittances

for informal investment, de�ned here as H. As shown in (4.5), to the extent that it

increases the savings of remittances receivers, a rise in remittances increases informal

investment - dH=dsR > 0. This e¤ect is stronger when deposit access costs are higher

- d (dH=dsR) =d� > 0 - because then, the proportion of receivers opting to keep cash

is larger (Giuliano and Ruiz-Arranz, 2009).

Note, from that the previous discussion, that while the e¤ect of an increase in

CDEP raises the marginal e¤ect of remittances on formal investment, it lowers the

marginal e¤ect on informal investment. The reason for these con�icting e¤ects is

straighforward, with a higher CDEP, less savings enter the banking system to �nance

formal investment, and more stay as cash to �nance informal investment. To address

this ambiguity, we can obtain the marginal e¤ect on total investment (formal and

informal): I = F +H, as follows:

dI

dsR
=

dB

dr

dr

dsR
+ q

d��
2�

+ q

�
1� d��

2�

�
(1� ~��1) (4.9)

= �q d��
2�

�
1 +

�(1� q)
 ~�

��1
+ q

d��
2�| {z }

Formal Investment

+ q

�
1� d��

2�

�
(1� ~��1)| {z }

Informal Investment

which, in addition to con�rming that the marginal e¤ect of remittances on investment

is positive and increasing in CEXF( ), clari�es the ambiguity of the impact of an
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increase in CDEP. As can be easily seen, (4.9) implies that

d (dI=dsR)

d�
< 0,  >

�(1� q)
(1� ~�)

which can be interpreted as follows. When  is small, it is easy to access external

borrowing to make up for any shortfall in deposits. Hence, as the rise in CDEP

increases the share of remittances allocated to cash, it helps spur informal investment,

whereas the easy access to external borrowing helps make up the e¤ect of the shortfall

in deposits on formal investment. This is the case where d (dI=dsR) =d� > 0.

In contrast, when  is high, the decline in deposits cannot be compensated by an

increase in external borrowing. Then, the volume of funds for (formal and informal)

investment is not a¤ected by the choice of receivers between depositing versus cash.

Here, a second e¤ect becomes dominant: when savings are allocated to deposits they

always �nd a pro�table project to �nance, provided � is large, while if they remain

as cash, only Receivers with projects where �j > 1 invest their savings. Hence, any

shift from deposits to cash, due, for example, to an increase in CDEP, implies that

fewer projects are being �nanced, which implies d (dI=dsR) =d� < 0.

4.3 Empirical methodology

4.3.1 Speci�cation

The model of the previous sections has helped us gain important insights into the

impact of remittances on deposits and investment, and the role of elements of �nancial

sector development, such as the deposit access cost and the cost of external borrowing.

Our �rst order results are straightforward, as the marginal e¤ect of remittances on

deposits and on investment (formal, as well as informal) are positive. However, the

impact of our �nancial sector development variables on these marginal e¤ect are much

more complex. We summarize the main insights of the model, by showing the expected

coe¢ cient signs and relations in the empirical speci�cations for the investment and

deposit equations.

Based on the model, the investment equation takes the following form:
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INVi;t = �1REMi;t + �2REMi;t � CDEPi;t + �3CDEPi;t

+�4REMi;t � CEXFi;t + �5CEXFi;t

+�6REMi;t � CDEPi;t � CEXFi;t

+�7CDEPi;t � CEXFi;t +X 0
i;t�x + "i;t (4.10)

where INV denotes total investment, REM remittances (both scaled to country

GDP), CDEP and CEXF are de�ned in the model, X is a vector of controls including

a constant, i and t are country- and time-indices, and � is the regression residual. In

such a regression speci�cation, the model implies that

dINV

dREM
= �1 + �2CDEPi;t + �4CEXFi;t

+�6CDEPi;t � CEXFi;t > 0 8i; t (4.11)

d(dINV=dREM)

dCDEP
= �2 + �6CEXFi;t

< 0 when CEXF is small

> 0 when CEXF is large (4.12)

d(dINV=dREM)

dCEXF
= �4 + �6CDEPi;t < 0 8i; t (4.13)

Relation (4.12) implies that

�6 > 0 (4.14)

Note that the signs are similar for an empirical speci�cation that includes only

formal investment, except that �6 and �7 = 0.

The deposit equation is as follows:

�DEPi;t = �1REMi;t + �2REMi;t � CDEPi;t + �3CDEPi;t + Z 0i;t�x + �i;t (4.15)

where�DEPi;t is the increase in deposits between period t�1 and t, and Z is a vector

of additional controls, including a constant, time dummies, as well as measures for

country�s level of development, business cycle, and the money creation by the central

bank between period t� 1 and t. In this speci�cation, our model predicts that
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d�DEP

dREM
= �1 + �2CDEPi;t > 0 8i; t (4.16)

d(d�DEP=dREM)

dCDEP
= �2 < 0 (4.17)

4.3.2 Data

Remittances and dependent variables

Remittances are computed by statistical agencies, such as the International Monetary

Fund (IMF), the United Nations (UN), or the World Bank, as the sum of three items

in the Balance of Payments, i.e., (1) compensation of non-resident employees, (2),

workers�remittances, and (3) migrant transfers. The two �rst items belong to the

current account (through, respectively, income and current transfers), and the last

item to the capital account (through capital transfers). All other things being equal,

1 dollar worker�s remittance will be re�ected in the host country GDP and the home

country GNP. Aggarwal, Demirgüç-Kunt, and Martinez Peria (2006), and Al�eri,

Havinga and Hvidsten (2005) discuss in depth the de�nition of remittances.

We use the World Bank newly-constructed database on remittance in�ows world-

wide, covering 157 countries (122 developing countries), year by year, over the period

1970-2006. This database presents two key concerns. First, although much e¤ort

has been done by statistical agencies recently, national statistical sources are still of

varying quality, and there can be di¤erences on the way �ows are recorded in na-

tional balance of payments9. Second, informal (i.e., unrecorded) remittance �ows are

important and may vary along both country and time dimensions.

We address these potentially important sources of measurement errors in our

panel-data analysis. First, we include time dummies in order to capture a potential

shift from informal to formal remittance channels, as well as other shocks. Sec-

ond, we control for unobservable heterogeneity amoung countries, through country

�xed e¤ects, in order to account for varying relative importance of informal vs. for-

mal channels across countries. The country e¤ects also account for potential omitted

variables.

9On top of a di¢ cult data collection, there exists a high variety in the measurement methods,
bank reporting systems and estimation models used the national statistical agencies.
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Regarding our dependent variables, we measure investment using �Gross Fixed

Capital Formation�(GFCF) from the National Accounts Main Aggregates Database

(United Nations, 2007), and deposits using the variable �deposits from deposit-money

banks� provided in the Financial Structure Database (Beck, Demirgüç-Kunt and

Levine, 2000, Beck and Demirgüç-Kunt, 2009).

We scale remittances, investment and deposits by the receiving country�s GDP. To

avoid biases due to the mutiplier e¤ects of remittances on GDP, we scale remittances

by a modi�ed GDP measure, which takes out short-term �uctuations in GDP10.

Financial Sector Development

The Financial Structure Database, �rst published by of Beck, Demirgüç-Kunt and

Levine (2000) and updated by Beck and Demirgüç-Kunt (2009), provides a widely-

used panel dataset of �nancial sector development indicators, measured yearly over

the period 1960-2005 for more than 180 countries. To capture CDEP, we use a

measure of the size of the banking sector, �total assets of deposit-money banks�,

scaled by modi�ed GDP11.

With regard to CEXF, Chinn and Ito (2008) de�ne the �Chinn-Ito index of capi-

tal openness�. They provide yearly data covering 181 countries over 1970-2005. The

index is a score measuring a country�s degree of capital account openness. It is based

on a combination of dummy variables measuring restrictions on cross-border �nan-

cial transactions, namely the presence of multiple exchange rates, of restrictions on

current or capital accounts transactions, and the requirement to surrender export

proceeds.

For both empirical proxies, higher values indicate higher levels of �nancial sector

development, i.e., respectively, a lower cost of depositing and a higher international

�nancial openness. Below, we therefore denote our empirical proxies by, respectively,

10We obtain the yearly modi�ed GDP by (1) computing the linear trend in the logarithm of real
GDP (expressed in constant USD) over the period 1970-2006, and (2) transforming the modi�ed
real GDP into a modi�ed current GDP, using constant vs. current USD conversion factors. This
methodology implies that the yearly real growth rate of modi�ed GDP is invariant through time, i.e.
independent of business cycle �uctuations. GDP data are from United Nations (2007).
11Beck, Demirgüç-Kunt and Martinez Peria (2007, 2008) develop new indicators of banking sec-

tor outreach, such as the number of ATMs or branches per inhabitant, and measures of barriers
to banking services around the world, such as minimum account and loan balances, account fees
(a¤ordability barriers) and documentation requirements (eligibility barriers). However, the coverage
of developing countries remains small. For the countries for which data is available, these variables
are highly correlated with our size indicator.
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FSD(DEP) and FSD(EXF).

Additional controls

We include as additional controls, (1) a proxy for the business cycle, computed as the

ratio of country GDP over modi�ed GDP (higher values indicate a positive business

cycle relative to GDP trend), (2) a measure of the country level of development, GDP

per capita in purchasing power parity (PPP), and (3) an interactive term between

normalized remittances and GDP per capital PPP. The latter variable is intended to

capture the e¤ect of overall country development in mediating the local impact of re-

mittances (beyond the e¤ect of the two FSD transaction costs). Data in constant USD

are drawn from the National Accounts Main Aggregates Database (United Nations,

2007), while data in PPP comes from the World Development Indicators database

(World Bank, 2008). In the deposit equation, we include an additional control for

money creation by the central bank, measured by the change in Reserve Money12over

modi�ed GDP. Data are drawn from the the International Financial Statistics data-

base (International Monetary Fund, 2008) in local currency, and transformed in USD

using IMF-provided exchange rates.

In summary, combining all data requirements and availabilities13, we end up with

a �nal maximum sample for panel-data (cross-section) analysis of of 100 (96) develop-

ing countries over the period 1975-2004. This compares to the total of 144 countries

classi�ed as �developing�, using the World Bank 2004 GNI threshold (10,066 USD,

international PPP, per capita), implying a coverage of 69 and 67% of the developing

countries, respectively, in our panel and cross-section empricial analyses. We con-

sistently work with 3-yearly averaged data14, over the period 1975 through 2004, in

order to capture only medium- and long-term e¤ects.

12Reserve money is de�ned and computed by the IMF Statistics Department as currency in circu-
lation, deposits of the deposit money banks, and deposits of other residents, apart from the central
government, with the monetary authorities.
13And after eliminating outliers, such as countries with less than 200,000 inhabitants; and Lesotho,

of which the ratio of remittances over modi�ed GDP reached a stunning 90% in the 1970�s.
14The sole exception is the Chinn-Ito index of �nancial openness, for which we use the minimum in

each 3-year period, in an attempt to take into account the slow-moving feature of �nancial openness
regulations.
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4.4 Empirical results

4.4.1 Cross-section results

In this section, we test empirically the predictions of the theoretical model in a cross-

country empirical setting. We use the data of the last 3-year period of our panel

(i.e., we take average data of our indicators over 2002-2004). We �rst discuss the

investment equation, and then the deposit equation.

In order to assess the validity of the model, we test di¤erent empirical speci�ca-

tions of the investment equation. Table 4.1 presents the estimated coe¢ cients and

heteroskedasticity-robust standard errors. Recall that our two empirical transaction

cost measures, FSD(DEP) and FSD(EXF) increase with �nancial development and

proxy, respectively for, the easiness of depositing money in the local banking system,

and the degree of �nancial openness.

In equation (1), we assume that FSD transaction costs do not a¤ect the impact of

remittances on domestic investment, i.e., we do not include interaction terms between

remittances and FSD measures (we do, however, control for a potential direct e¤ect of

our two FSD transaction costs measures on investment). Next, we include interaction

terms between remittances and FSD, i.e., we allow FSD to mediate the local impact

of remittances. However, in equation (2) and (3), we only control for a single aspect

of FSD transaction cost per equation, respectively, Cost of Bank Depositing, and

Cost of External Finance. Finally, equation (4) is the speci�cation derived from our

model. A triple interaction term is included, in accordance with the model, which

shows that barriers to bank depositing have a di¤erent impact depending on the level

of �nancial openness.

As expected, the business cycle control enters all speci�cations signi�cantly and

positively. In equation (1), when �nancial sector transaction costs are included as

simple controls but not interacted with remittances, none of the FSD coe¢ cients

is signi�cant. This suggests that �nancial sector transaction costs as such do not

in�uence the level of local investment, at least not through a direct channel. In this

speci�cation, we observe, as expected, that remittances have a positive and signi�cant

impact on the level of investment: A 1% increase in remittances over GDP implies a

0.3% increase in the ratio of investment over GDP. When FSD, measured by a single
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Table 4.1: Cross-section empirical results - Investment equation

(1) (2) (3) (4)
Bus cycle .245�� .225�� .240�� .213��

(.098) (.090) (.100) (.101)

GDP/cap .005� .003 .005 .007
(.003) (.002) (.003) (.005)

Rem .293� -.144 .026 -0.252
(.173) (.256) (.262) (.265)

Rem*GDP/cap .063 .072 -0.019
(.079) (.079) (.088)

FSD(DEP) .006 -.026 -.063
(.036) (.046) (.053)

Rem*FSD(DEP) .477 2.086���
(.690) (.806)

FSD(EXF) -.010 -.014 -0.016
(.009) (.014) (.027)

Rem*FSD(EXF) .068 .279
(.118) (.209)

FSD(DEP)*FSD(EXF) .007
(.041)

Rem*FSD(DEP)*FSD(EXF) -.711�
(.393)

cons -.067 -.025 -.057 -0.022
(.101) (.086) (.106) (.107)

Nb of countries 96 96 96 96
Joint signi�cance (p-value)a - 0.894 0.726 0.045�

R2 .102 .095 .115 .14
Adjusted R2 .052 .034 .056 .039

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
a Joint signi�cance refers to the coe¢ cients of �nancial sector transaction costs, remittances, and
their interaction(s).

factor, is interacted with remittances, be it Cost of Bank Depositing (equation (2))

or Cost of External Finance (equation (3)), we do not �nd any signi�cant impact

of FSD. Additionally, the coe¢ cients of FSD, remittances, and their interaction, are

not jointly signi�cant.

The role of FSD in mediating the impact of remittances on investment only ap-

pears in our sample when the two aspects of FSD are included in the empirical setting.

We henceforth focus on equation (4).

The expected FSD e¤ects cannot be readily checked from the table and have to

be analyzed jointly and conditionally on FSD transaction cost values. Consistently

with relation 4.11, we compute the �rst derivative of our empirical investment equa-

tion with respect to remittances to analyze the marginal e¤ect of remittances on

investment. Table 4.2 displays the empirical e¤ect of remittances on investment for
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di¤erent percentile values of Cost of Bank Depositing and Cost of External Finance.

It shows, in harmony with our model, that the e¤ect of remittances on domestic in-

vestment, whenever signi�cant, is positive. In a country with median FSD features,

a rise in the ratio remittances/GDP of 1% implies an increase of 0.25% in the invest-

ment/GDP ratio. This is only slightly lower than the empirical results of Giuliano

and Ruiz-Arranz (2009), who obtain, depending on the proxy they use for measuring

the development of the local �nancial system, an average increase of 0.3 to 0.5% in

investment/GDP following a rise in remittances/GDP of 1%15. However, in contrast

with the same authors, who conclude that remittances can have a detrimental e¤ect

on investment at very high levels of FSD, we do never observe a signi�cant detri-

mental e¤ect of remittances on investment: For any level of our two FSD indicators,

remittances either stimulate investment, or have no signi�cant e¤ect.

Table 4.2: Cross-section results: Conditional marginal e¤ect of remittances on
investment

FSD(DEP)
min (0.03) p05 (0.06) p25 (0.16) p50 (0.27) p75 (0.42) p95 (0.82) max (1.03)
-0.29 -0.19 0.00 0.25 0.57�� 1.39��� 1.83���
(0.28) (0.26) (0.22) (0.19) (0.23) (0.48) (0.64)

FSD(EXF)
min (-1.77) p05 (-1.11) p25 (-1.11) p50 (-0.06) p75 (1.44) p95 (2.60) max (2.60)

0.11 0.17 0.17 0.25 0.36 0.46 0.46
(0.34) (0.27) (0.27) (0.19) (0.22) (0.35) (0.35)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. Each line assumes a median value on the other FSD measure.
We calculated the marginal e¤ects for various percentile values in the estimation sample, using the
following relation:

dINV

dREM
= �Rem + �Rem�FSD(DEP )FSD(DEP ) + �Rem�FSD(EXF )FSD(EXF )

+�Rem�FSD(DEP )�FSD(EXF )FSD(DEP ) � FSD(EXF )

Beyond this median e¤ect, we are interested in the way the above relationship

changes with di¤erent levels of FSD. First, we state from table 4.2 that the marginal

15Our coe¢ cient, though, is not signi�cant at the median level of Cost of Bank Depositing. Nev-
ertheless, it becomes signi�cant from values of FSD(DEP) above the 55th percentile in our sample.
At this value, the impact of a 1% rise in remittances/GDP entails a signi�cant increase of 0.38% in
investment/GDP. The same impact reaches 0.57% when FSD(DEP) is at its 75th percentile value
(i.e., when barriers to bank depositing are lower).
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e¤ect of remittances on investment increases when bank depositing is easier (the e¤ect

changes from non-signi�cant when cost of bank depositing is high, to signi�cant and

positive when cost of depositing is low). We cannot conclude from this table on

a clear direction for the e¤ect of �nancial openness, as none of the coe¢ cients is

signi�cant conditionally on a median value of Cost of Bank Depositing. To examine

the second-order e¤ects more deeply, we compute further derivatives of the obtained

relationship with respect to our FSD transaction cost measures. Tables 4.3 and 4.4

show the overall e¤ect of, respectively, Cost of Bank Depositing, and Cost of External

Finance on the marginal impact of remittances on investment (in line with theoretical

relations 4.12 and 4.13).

Table 4.3 indicates that a lower Cost of Depositing (i.e., a higher FSD(DEP))

leads to a higher stimulating e¤ect of remittances in the domestic economy. Our

results are signi�cant on over 75% of the values of Cost of External Finance. This

empirical observation corresponds to the case where the openness to external �nance

is too low to cancel out the positive e¤ect of increased in�ow of remittances in the

formal banking system following a drop in the Cost of Bank Depositing. Hence, the

higher the FSD, the lower the barriers to bank depositing, and, all other things being

equal, the higher the e¤ect of remittances on investment. We also note, from the

regression results table, that the coe¢ cient of the triple interaction term (between

remittances and our two transaction cost measures), has the expected negative and

signi�cant sign (from relation 4.14). This con�rms that the stimulating role of lower

bank depositing barriers is reduced by a too high �nancial openness.

In turn, table 4.4 analyzes the e¤ect of the Cost of External Finance on the

remittances-investment relation (relation 4.13). Although the e¤ect is less clear-cut,

when signi�cant, the Cost of External Finance e¤ect is negative, as expected from

the model16. As we see below in our panel regressions, the Chinn-Ito indicator of

�nancial openness seems better at measuring the change in regulatory �nancial open-

ness within a country, than discriminating between countries.

Results on the investment equation are presented visually in �gure 4.1, which

displays the marginal impact of remittances on investment at various levels of Cost

16This statement is robust to eliminating Malaysia, the country with the highest value of
FSD(DEP) in our sample.
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Table 4.3: Cross-section results: Conditional marginal e¤ect of FSD(DEP) on
the remittances - investment relationship

FSD(EXF)
min (-1.77) p05 (-1.11) p25 (-1.11) p50 (-0.06) p75 (1.44) p95 (2.60) max (2.60)
3.34�� 2.87�� 2.87�� 2.13�� 1.15�� 0.23 0.23
(1.41) (1.17) (1.17) (0.82) (0.53) (0.66) (0.66)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

d(dINV=dREM)

dFSD(DEP )
= �Rem�FSD(DEP ) + �Rem�FSD(DEP )�FSD(EXF )FSD(EXF )

Table 4.4: Cross-section results: Conditional marginal e¤ect of FSD(EXF) on
the remittances - investment relationship

FSD(DEP)
min (0.03) p05 (0.06) p25 (0.16) p50 (0.27) p75 (0.42) p95 (0.82) max (1.03)
0.26 0.23 0.16 0.08 -0.03 -0.30 -0.45�
(0.20) (0.19) (0.16) (0.13) (0.12) (0.19) (0.26)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

d(dINV=dREM)

dFSD(EXF )
= �Rem�FSD(EXF )FSD(EXF ) + �Rem�FSD(DEP )�FSD(EXF )FSD(DEP )

of Depositing (given a �xed median Cost of External Finance). It shows that the

marginal e¤ect increases by a factor 2.3, from 0.25 to 0.57% between the second and

third quartiles of FSD(DEP) values.

We now discuss the deposit equation. Table 4.5 presents regression results under

two di¤erent equation speci�cations. In each case, the control for money creation

enters the relation signi�cantly and positively. When we fail to interact remittances

with FSD (equation (1)), we observe a positive e¤ect of remittances on deposits,

but no direct e¤ect of FSD. However, Equation (2), which interacts remittances and

FSD, uncovers the expected relations. Table 4.12 (see appendix) con�rms relation

4.16, i.e., that remittances have mainly a positive e¤ect on country deposits. Indeed,
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whenever signi�cant, the marginal impact of remittances is positive. Additionally,

as expected from relation 4.17, this impact is higher when Cost of Bank Depositing

is lower, as indicated by the signi�cant positive coe¢ cient of the interation term

between remittances and Cost of Bank Depositing in the regression results table.

Table 4.5: Cross-section empirical results - Deposit equation
Dependent variable: � Deposit over GDP

(1) (2)
Bus cycle .069 .063

(.054) (.052)

GDP/cap .002 .002
(.002) (.002)

� Money .496��� .543���
(.181) (.182)

Rem .214��� -.004
(.075) (.117)

Rem*GDP/cap -.022
(.044)

FSD(DEP) .028 -.013
(.028) (.032)

Rem*FSD(DEP) .903���
(.246)

cons -.073 -.059
(.055) (.052)

Nb of countries 96 96
Joint signi�cance (p-value)a - 0.000���

R2 .177 .219
Adjusted R2 .131 .157

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
a Joint signi�cance refers to the coe¢ cients of transaction costs, remittances,
and their interaction.

Figure 4.2 depicts the cross-section empirical relation in the deposit equation.

In the next section, we turn to panel-data regressions to assess the robustness of

our empirical results.

4.4.2 Panel-data results

The panel-data allows to exploit the available data history, which runs over the period

1975 to 2004. We keep using three-year average data points in order to capture long-

term e¤ects. This implies a maximum of 10 observations per country.

We estimate equations similar to our cross-section speci�cations with remittances-

FSD interaction terms. Additionally, we take advantage of the larger sample size to

test the presence of quadratic e¤ects. The likely correlation of the error terms with the

regressors does not allow the use of random-e¤ects (this is con�rmed by Hausman
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tests), hence we rescourse to the �xed e¤ects estimatimators (LSDV, i.e., �Least

Squares Dummy Variable�or �within�estimators), which do not su¤er from biased

or inconsistent parameter estimates. In total, our regressions use a dataset of 100

countries with 6.2 observations on average per country, i.e., 617 observations in total.

Table 4.6 reports panel-data regression results for the investment and deposit

equation, under various speci�cations (with and without quadratic e¤ects).

Table 4.6: Panel empirical results - Investment and deposit equations

Dependent variable:
Investment over GDP � Deposit over GDP
(1) (2) (3) (1) (2) (3)

Bus cycle .376��� .373��� .381��� .135��� .141��� .130���
(.035) (.033) (.037) (.029) (.029) (.029)

GDP/cap .005 .004 .005 -.001 .0003 -.0002
(.004) (.004) (.004) (.005) (.005) (.005)

� Money .129� .132� .127�
(.075) (.076) (.075)

Rem .230 .220 -.137 .064 .055 .045
(.191) (.173) (.228) (.161) (.172) (.224)

Rem*GDP/cap -.001 .016 -.014 .089 .089 .083
(.052) (.052) (.051) (.070) (.065) (.071)

FSD(DEP) -.024 -.112 .057� .117�
(.044) (.085) (.033) (.065)

Rem*FSD(DEP) -.055 2.311�� -.068 .072
(.458) (1.054) (.545) (1.410)

FSD(DEP)2 -.006 0.093 .031 -.063
(.036) (.063) (.029) (.057)

Rem*FSD(DEP)2 -.388 -2.683�� -.049 -.137
(.478) (1.079) (.572) (1.514)

FSD(EXF) -.005 -.002 -.003
(.006) (.004) (.005)

Rem*FSD(EXF) .074 .014 .069
(.073) (.053) (.068)

FSD(DEP)*FSD(EXF) .022 .019
(.015) (.015)

Rem*FSD(DEP)*FSD(EXF) -.338�� -.287�
(.155) (.149)

FSD(DEP)2*FSD(EXF) .029�
(.017)

Rem*FSD(DEP)2*FSD(EXF) -.343��
(.168)

cons -.180��� -.179��� -.169��� -.115��� -.115��� -.123���
(.030) (.033) (.032) (.025) (.026) (.026)

Nb of observations 615 615 615 615 615 615
Nb of countries 100 100 100 100 100 100
Joint signi�cance (p-value)a 0.002��� 0.010��� 0.004��� 0.311 0.694 0.408
R2 .386 .387 .392 .228 .223 .230
e(r2-a) .367 .367 .370 .208 .203 .207

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; *** signi�cant at 1%
a Joint signi�cance refers to the coe¢ cients of �nancial sector transaction costs, remittances, and
their interaction(s).
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Let us �rst analyze the investment equation.

From all speci�cations tested, no signi�cant e¤ect of Cost of Bank Depositing

appears, unless we include a quadratic term, which makes the overall e¤ect of Cost

of Bank Depositing signi�cant. That is, the e¤ect of Cost of Bank Depositing is im-

portant, but non-linear17. Hence, we focus on investment column (3) in our analysis

below. In accordance with our expectations, remittances always stimulate domestic

investment. Table 4.7 con�rms that the e¤ect is positive and signi�cant over a wide

range of both transaction cost values. At median FSD level, a 1% increase in re-

mittances/GDP entails a signi�cant 0.24% increase in domestic investment/GDP, a

�gure very close with our cross-section results.

Table 4.7: Panel-data results: Conditional marginal e¤ect of remittances on
investment

FSD(DEP)
min (0.00) p05 (0.06) p25 (0.15) p50 (0.25) p75 (0.37) p95 (0.66) max (1.24)
-0.25 -0.10 0.09 0.24�� 0.35��� 0.30 -1.13
(0.26) (0.21) (0.15) (0.12) (0.12) (0.20) (0.79)

FSD(EXF)
min (-1.77) p05 (-1.77) p25 (-1.10) p50 (-1.10) p75 (-0.06) p95 (2.60) max (2.60)
0.24� 0.24� 0.24�� 0.24�� 0.24�� 0.23� 0.23�
(0.14) (0.14) (0.12) (0.12) (0.09) (0.12) (0.12)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

dINV

dREM
= �Rem + �Rem�FSD(DEP )FSD(DEP ) + �Rem�FSD(DEP )2FSD(DEP )

2

+�Rem�FSD(EXF )FSD(EXF ) + �Rem�FSD(DEP )�FSD(EXF )FSD(DEP ) � FSD(EXF )

As in the cross-sectional case, beyond the average remittance e¤ect, the levels

of FSD strongly in�uence the relationship, in the sense predicted by our model.

Table 4.13 (see appendix) computes the net e¤ect of Cost of Bank Depositing on

the remittances - investment relationship at various levels of FSD. Over most of the

range of FSD values, the e¤ect is positive and signi�cant, which corresponds to the

cross-section result, and the model prediction when �nancial openness is low enough.

However, the derivative picks up the quadratic e¤ect of Cost of Bank Depositing.
17Note that this decreasing marginal e¤ect is also consistent with our model, if we derive relation

4.9 with respect to � .
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The marginal impact of FSD(DEP) is decreasing and turns to a negative impact at

very high values of transaction cost proxy. Such an impact, though, only appears

around maximum values of FSD(DEP) in our sample. This signi�cant negative e¤ect

of FSD(DEP) is due to the strong quadratic regression �t and does not hold anymore

when highly �nancially developped countries are excluded from the sample18. In sum,

in a country with median �nancial openness, from the second to the third quartile of

FSD(DEP), the impact of remittances on investment increases by roughly 50% (from

0.24% to 0.35%).

Table 4.14 (see appendix) indicates a strongly negative impact of FSD(EXF)

on the remittances - investment relation across the whole range of Cost of Bank

Depositing values. This contrasts with the somewhat weaker results obtained in the

cross-section regressions, but con�rms our previous interpretation of the results. The

e¤ect is small, but signi�cant. In particular, in a country with median Cost of Bank

Depositing, 1% higher remittances/GDP generate 0.24% higher investment/GDP

ratio at the minimum of the Chinn-Ito index (i.e., when Cost of External Finance is

high), but the impact is reduced to 0.23%, when �nancial openness increases to its

maximum value.

Figures 4.3 and 4.4 provide a visualisation of panel-data results on the investment

equation.

Turning to the deposit equation, we con�rm that the e¤ect of remittances on

deposits is positive and signi�cant over a wide range of Cost of Depositing values

(see table 4.15 in appendix). However, we do not observe, in any of the speci�cation

(linear or quadratic), a clear-cut result on the role of FSD (Cost of Bank Depositing)

in channelling remittance funds to local deposit banks. The interaction term coef-

�cient between remittances and Cost of Bank Depositing, from table 4.6, is never

signi�cant in any of the speci�cations. This may be due to the imperfection of our

proxy for local agents deposits. Indeed, our proxy for deposits might also capture

foreign agents deposits in the local economy (vs. local agents deposits only in our

model). Also, alternative proxies for the Cost of Bank Depositing would allow for ad-

ditional robustness checks of the importance of deposit access barriers to the amount

of remittances channeled to banking sector. In particular, the analysis would greatly

18Thailand and Malaysia reach between 4 and 5 times the sample average values of deposit-money
bank assets / GDP.
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bene�t from proxies of Cost of Bank Depositing less directly linked with the asset

size of the banking sector, which is itselft highly correlated with the deposit size of

the banking sector. Unfortunately, comprehensive datasets are not available for the

moment.

4.5 Concluding remarks

This paper complements the literature on the impact of remittances on domestic

investment in developing countries. It con�rms the important role of �nancial system

development in the relationship, relying on both a theoretical model and empirical

�ndings. In our model, remittance receiving and non-receiving agents face varying

depositing and borrowing transaction costs, in an open economy, and act rationally

to maximize their payo¤s from formal (i.e., loan-�nanced), as well as informal (i.e.,

self-�nanced) investment projets. Empirical regressions test our model�s predictions

using a total sample of 100 developing countries, in both cross-section and panel

set-ups.

The key contribution of this paper is to consider the role of di¤erent transaction

costs traditionally associated with �nancial sector development, namely, the cost of

holding a bank account and the cost of using international capital. We show that

such costs have con�icting e¤ects on the domestic impact of remittances. As both

types of transaction costs usually decrease with �nancial development, the net e¤ect

is unclear.

Our results can be summarized as follows. First, the marginal impact of remit-

tances on investment and deposit is positive. Part of remittances indeed become bank

deposits, which increases the availability of loanable funds, reduces the interest rate

and stimulates investment. Second, lower deposit access costs, usually associated

with higher �nancial development, increase the positive impact of remittances on

both domestic deposits and investment. Our model indeed shows that lower barriers

to bank depositing allow for an easier channelling of remittance �ows into formal

loanable funds and increases the participation in the formal banking sector. This,

again, decreases the interest rate and stimulates investment. Third, lower capital

controls, usually associated with better-developed �nancial sectors, decrease the pos-

itive impact on investment, and have no e¤ect on deposits. Indeed, lower capital
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controls increase the elasticity of external borrowing to domestic interest rates and

reduce the interest rate e¤ect of increased remittances. Hence, an easier access to ex-

ternal borrowing tempers the e¤ect of remittances on the domestic interest rate and

investment. In sum, we demonstrate, theoretically and empirically, that remittances

and ease of access to the banking sector act as complements to stimulate domestic

investment, while remittances and external borrowing are substitutes.

Our �ndings have important policy implications. First of all, we con�rm that

remittances �ows stimulate local investment. More importantly, we show that en-

hancing �nancial sector development is crucial as it allows remittances to better fuel

domestic investment. This is even more true when the access to international funds is

di¢ cult or costly. Acting to improve the ability of domestic banks to collect deposits

is a more straightforward recommendation to policymakers than trying to in�uencing

remittance �ows, which are determined in part by international conditions. Several

micro�nance institutions, for instance, have been successful in fostering �nancial in-

clusion and collecting savings from unbanked people, through raising the a¤ordability

of bank deposits.

Avenues for further improvements and research are numerous. To begin with, ever

improving datasets should make possible to test the robustness of our results using

alternative proxies for �nancial sector development, measuring more directly both

costs of bank depositing and costs of external capital. Besides, extending the research

framework from investment to long-term growth would be of prime importance in a

policy making perspective. Finally, certain �nancial institutions seem more e¢ cient

than other at fostering �nancial inclusion, such as micro�nance or, possibly, Islamic

�nancial institutions. Analyzing the particular role of such institutions in channeling

remittances to productive uses certainly remains a promising research area.
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4.6 Appendix

Table 4.8: Summary statistics - Cross-section data, 3-year averages over the
period 2002-2004

Variable Mean Median Std. Dev. Min. Max.
Inv/GDP 0.219 0.202 0.09 0.059 0.839
Dep/GDP 0.324 0.305 0.195 0.060 0.975
� Dep/GDP 0.031 0.023 0.051 -0.147 0.166
Bus cycle 1.003 1.014 0.084 0.789 1.245
GDP/cap 4.887 4.037 3.771 0.567 16.867
Money/GDP 0.119 0.111 0.064 0.017 0.346
� Money/GDP 0.016 0.012 0.032 -0.106 0.138
Rem/GDP 0.045 0.018 0.057 0.000 0.261
FSD(DEP) 0.329 0.279 0.215 0.027 1.022
FSD(EXF) 0.130 -0.062 1.461 -1.767 2.602
Nb of countries 96
Note: Outliers have been excluded.

Table 4.9: Summary statistics - Panel data, 3-year averages over the period
1975-2004

Variable Mean Median Std. Dev. Min. Max.
Inv/GDP 0.209 0.203 0.081 0.024 0.890
Dep/GDP 0.268 0.226 0.171 0.000 0.935
� Dep/GDP 0.021 0.018 0.058 -0.513 0.240
Bus cycle 1.001 0.999 0.093 0.441 1.370
GDP/CAP 3.873 3.196 2.920 0.483 16.867
Money/GDP 0.124 0.097 0.184 0.000 3.102
� Money/GDP 0.004 0.004 0.125 -1.745 1.724
Rem/GDP 0.028 0.011 0.043 0.000 0.311
FSD(DEP) 0.292 0.253 0.190 0.000 1.242
FSD(EXF) -0.414 -1.105 1.268 -1.767 2.603
Nb of observations 615
Nb of countries 100
Note: Outliers have been excluded.
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Table 4.10: Correlation table (cross-section sample)
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Table 4.11: Correlation table (panel data sample)
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Table 4.12: Cross-section results: Conditional marginal e¤ect of remittances on
� deposit

FSD(DEP)
min (0.03) p05 (0.06) p25 (0.16) p50 (0.27) p75 (0.42) p95 (0.82) max (1.03)
-0.07 -0.02 0.05 0.16�� 0.29��� 0.64��� 0.83���
(0.11) (0.10) (0.09) (0.08) (0.08) (0.14) (0.19)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

d�DEP

dREM
= �Rem + �Rem�FSD(DEP )FSD(DEP )

Table 4.13: Panel-data results: Conditional marginal e¤ect of FSD(DEP) on the
remittances - investment relationship

FSD(DEP)
min (0.00) p05 (0.06) p25 (0.15) p50 (0.25) p75 (0.37) p95 (0.66) max (1.24)
2.63�� 2.30�� 1.80�� 1.27� 0.62 -0.94 -4.03��
(1.09) (0.98) (0.81) (0.66) (0.53) (0.68) (1.78)

FSD(EXF)
min (-1.77) p05 (-1.77) p25 (-1.10) p50 (-1.10) p75 (-0.06) p95 (2.60) max (2.60)
1.46�� 1.46�� 1.27� 1.25� 0.97 0.21 0.21
(0.72) (0.72) (0.66) (0.66) (0.59) (0.58) (0.58)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. Each line assumes a median value on the other FSD measure.
We calculated the marginal e¤ects for various percentile values in the estimation sample, using the
following relation:

d(dINV=dREM)

dFSD(DEP )
= �Rem�FSD(DEP ) + 2 � �Rem�FSD(DEP )2FSD(DEP )

+�Rem�FSD(DEP )�FSD(EXF )FSD(EXF )
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Table 4.14: Panel-data results: Conditional marginal e¤ect of FSD(EXF) on the
remittances - investment relationship

FSD(DEP)
min (0.00) p05 (0.06) p25 (0.15) p50 (0.25) p75 (0.37) p95 (0.66) max (1.24)
-2.68�� -2.70�� -2.73�� -2.75�� -2.79��� -2.87��� -3.03���
(1.08) (1.08) (1.08) (1.08) (1.08) (1.08) 1.08

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

d(dINV=dREM)

dFSD(EXF )
= �Rem�FSD(EXF )FSD(EXF ) + �Rem�FSD(DEP )�FSD(EXF )FSD(DEP )

Table 4.15: Panel-data results: Conditional marginal e¤ect of remittances on �
deposit

FSD(DEP)
min (0.00) p05 (0.06) p25 (0.15) p50 (0.25) p75 (0.37) p95 (0.66) max (1.24)
0.35� 0.34�� 0.34��� 0.33��� 0.32��� 0.30 0.27
(0.19) (0.16) (0.12) (0.09) (0.10) (0.22) (0.52)

Robust standard errors in parentheses
* signi�cant at 10%; ** signi�cant at 5%; ***signi�cant at 1%
Note: The table includes the marginal e¤ects of remittances on investment, conditional on the
FSD transaction cost measures. We calculated the marginal e¤ects for various percentile values in
the estimation sample, using the following relation:

d�DEP

dREM
= �Rem + �Rem�FSD(DEP )FSD(DEP )
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Figure 4.1: Cross-section results: The impact of remittances on investment as a
function of Cost of Bank Depositing

Note: Values implied from regression are computed using the 50th percentile value for FSD(EXF)

and GDP/cap

Figure 4.2: Cross-section results: The impact of remittances on deposit as a
function of Cost of Bank Depositing

Note: Values implied from regression are computed using the 50th percentile value for GDP/cap
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Figure 4.3: Panel-data results: The impact of remittances on investment as a
function of Cost of Bank Depositing

Note: Values implied from regression are computed using the 50th percentile value for FSD(EXF)

and GDP/cap

Figure 4.4: Panel-data results: The impact of remittances on investment as a
function of Cost of External Finance

Note: Values implied from regression are computed using the 50th percentile value for FSD(DEP)

and GDP/cap
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Table 4.16: List of acronyms

Acronym Meaning

CDEP Cost of Bank Depositing

DEXF Cost of External Finance

FDI Foreign Direct Investment

FSD Financial Sector Development

GDP Gross Domestic Product

GFCF Gross Fixed Capital Formation

LSDV Least Squares Dummy Variable

PPP Purchasing Power Parity

UN United Nations

US United States

WDI World Development Indicators (World Bank database)
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Conclusion

The overall objective of our thesis is to contribute to a better understanding of �nan-

cial development. We are concerned about both determinants and macro-economic

e¤ects of �nancial systems.

Building on an already extensive and rich literature, we address, through three

autonomous essays, focused research questions in relation to recent macro-economic

trends in �nancial development globally.

The two �rst essays relate to the potential determinants of �nancial development.

In our �rst essay, we test for a potential role of culture, in particular, religious

beliefs, in shaping �nancial systems around the world. To do so, we build on the

recent phenomenon of Islamic �nance. We focus on Islamic retail banking and on

countries where Muslims account for at least 5% of the population, and construct

an exclusive database of Islamic retail banking globally over the period 2000-2005.

Our database also provides the starting year of Islamic banking in each country.

We show that the provision of Shariah-compliant �nancial products �i.e., products

that are compatible with Muslim beliefs �through Islamic retail banking institutions

has been growing at an extremely rapid pace over the recent years. Using the rich

variety of experiences across countries with a minimum Muslim population � from

no Islamic �nance, to �mixed�systems, or even �fully Islamic�banking systems �we

conclude that countries which allowed Islamic banking institutions to operate enjoyed

signi�cant positive repercussions on �nancial development. The positive impact stems

from the fact that, most of the time, Islamic �nance triggers the development of a

new, Shariah-compliant, banking sector, while at the same time not destructing the
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coexisting conventional banking sector. Moreover, Islamic �nance seems to be most

bene�cial when it co-exists with the conventional banking system, and has a medium

penetration. In particular, we �nd that the positive e¤ects of Islamic �nance become

insigni�cant in countries where the penetration of Islamic �nance is either negligible,

or makes up a too large fraction of the total banking system.

Our second essay starts from the observation of a dramatic increase in emerging

stock investments over the recent years. It reviews some important drivers behind

international stock investment decisions. We analyze realized risk and return perfor-

mances over a wide number of emerging market indices and extend the traditionally-

used dataset to newly-covered �oftentimes also newly-accessible ��Frontier�mar-

kets. Over the observation period (1981 through mid-2008), we do not �nd evidence

of signi�cantly higher returns in emerging versus developed indices. Depending on

the period or geographies, emerging market returns have historically sub- or out-

performed developed markets�. This is true for �Frontier�as well as �non-Frontier�

emerging markets. On the stand-alone risk parameters, we con�rm standard liter-

ature results in both types of emerging markets, namely, the international investor

is subject to highly volatile returns, and to signi�cant return surprises, i.e., extreme

events, good or bad (the latter feature is common to emerging and developed areas).

On the correlations, the key risk parameter in the context of portfolio investments,

we also con�rm two well-known facts: Investors enjoy a comparatively lower cor-

relation with the rest of the world in emerging versus developed markets, however,

correlations are rising through time. Besides, we observe that correlations are lower,

and hence diversi�cation bene�ts higher, in the �Frontier�markets. We show that,

therefore, the inclusion of �Frontier�stocks in a global portfolio allows to reach higher

return-to-risk ratios. Finally, we draw the international investor�s attention to the

fact that average correlations between �Frontier�markets and the rest of the world

have been increasing at a more rapid pace than in the �non-Frontier�emerging mar-

kets. Therefore, we warn that one may not receive as high diversi�cation bene�ts

from �Frontier�markets in the future as one received in the past.

The last essay relates to the e¤ects of �nancial systems.

It is dedicated to the impact of remittances in the developing countries that re-

ceive them. Given the increasing relative importance of remittances as a source of
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funds in developing countries, a growing literature studies the domestic impact of

remittance �ows. Even if the recent �ndings agree that the �nancial development

matters in the relationship, the empirical literature provides contradictory evidence

about the role of �nancial development in mediating the remittances-growth rela-

tionship. We provide a theoretical model that takes into account several aspects

of �nancial system development, such as the easiness to open a bank account, and

the openness to international capital �two features usually associated with greater

�nancial development. We show that, depending on the aspect considered, �nancial

development may either accelerate or weaken the transmission mechanism of remit-

tances into higher domestic investment. Our empirical tests con�rm the predictions

of the model that decreasing hurdles to bank account opening facilitate productive

uses of remittances in the economy, whereas a higher international openness of the

�nancial system weakens the domestic impact of remittances.

Through these three essays, our research contributes to the existing literature in

three main aspects.

First, we participate in recent improvements on the data front, led by several

authors and by departments of international institutions, such as the �Financial and

Private Sector�Research Group of the World Bank. Improving the quality and the

coverage of data is indeed one of the major ways to push forward our knowledge

about �nancial development. We contribute to this in two ways. One way is to put

existing datasets together. In the second essay, we extend the traditional analysis of

emerging stock markets to the newly-covered �Frontier�markets, and confront stan-

dard literature results across the two groups of markets. A second way is to propose

and construct an original database. In the �rst essay, our analysis of the impact of

Islamic banking on �nancial development requires detailed information on the timing

of establishment and size of Islamic retail banking. We therefore construct and use a

unique database, the �IFIRST�, �Islamic Finance Recording and Sizing Tool�, which

covers all Islamic retail banking institutions (including the Islamic �windows�of con-

ventional banks) globally over the period 2000-2005. The raw input data include

annual reports of Islamic institutions, and other, web- or paper-based, information

sources. Information available include timing indicators (such as the starting date, or

�conversion�date of each Shariah-compliant institution), size indicators (total assets
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or deposits), and others that were not used yet in the context of the present research

(for example, e¢ ciency indicators such as the pro�tability of the institutions, and

the number of employees). The content of the database (for example, the list of

institutions) was discussed and validated with a series of industry experts. To our

knowledge, such a comprehensive and consistent database is unique in the Islamic

banking industry.

Second, insofar our data allow us, we make use of several quantitative techniques,

in order to establish the robustness of our results across various econometric tools.

Our �rst essay uses cross-section (with and without instrumental variables), panel

and di¤erences-in-di¤erences regressions. The last essay resorts to both cross-section

and panel regressions to validate the empirical predictions of our theoretical model.

Third, when helpful given the current state of the literature, we propose an orig-

inal theoretical model before testing its predictions empirically. This is the case in

the last essay, where we develop a theoretical two-period model of investment and

loanable funds, in the presence of transaction costs and international openness.

As was done in the respective chapters, it is important to highlight some limita-

tions of this work.

A �rst type of limitations relates to the scope of our research. Throughout our

work, we mostly use data aggregated at the country level. Hence, our research does

not address issues of within-country inequalities, such as the impact of �nancial

development on inequalities in economic revenues or human development. These

questions of crucial importance in an economic development process are addressed

in a distinct and quickly growing literature. Nor do we examine, in the present

work, how potential changes or reforms in �nancial systems should be implemented.

In particular, the analysis of the consequences of liberalization processes, an equally

important question in the �nancial development literature, is left out of the scope of

the present study.

Another important limitation to our empirical work is caused by the limited

availability and quality of some data proxies. Even though lots of progress have been

made on the data in the recent years, the quality of some data proxies used in the

present work may be discussed. They should, and will probably, be further challenged

in future research pieces.
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Finally, we mostly use macro-economic data, and not micro data such as survey-

based or experiment-based data on institutions or individuals. The advantage is that

we are able to capture spill-over e¤ects of �nancial development. The drawback is that

it may be di¢ cult to identify or disentangle between the channels through which the

e¤ects take place.

Ultimately, avenues for further research in the fascinating �eld of �nance and

growth are manifold. We focus on three of them here.

As we have tried to show above, the determinants of �nancial systems are di-

verse. We believe that better understanding the role of culture (e.g., durable beliefs

or values transmitted not only by religious, but also by ethnic traditions) in shaping

�nancial systems is a promising research �eld. Our study of Islamic �nance is one

of the �rst quantitative studies in the topic. Further work is therefore needed to

reinforce or challenge our �ndings and interpretations. In particular, the question

of the channels through which Islamic �nance a¤ect �nancial development is still

open. Also, very few research is available on the role of Islamic �nance in a pre-

dominantly non-Muslim environment. Nonetheless, policy-makers are in desperate

need of evidence and fact-based recommendations on how to deal with a demand for

Shariah-compliant products, in both Muslim or non-Muslim areas. Additionally, the

impact of alternative religious or ethnic beliefs, such as the diverse conceptions of

risks, on �nancial systems are nearly unspoiled areas.

Another area which leaves a lot of room for improvement is the adequate measur-

ing of �nancial development. For instance, although recent papers show that a larger

banking system goes hand in hand with lower transaction costs, one would greatly

bene�t from more direct proxies of transaction costs and its various forms (e.g., the

barriers of access, a¤ordability, and eligibility). Such data start to be available over a

larger cross-section of countries, but unfortunately nearly always lack a time dimen-

sion. The rarity of micro data is another challenge to be overcome. As an illustration,

the variable �trust in the banking system�was only recently added to the World Val-

ues Survey questionnaires and remains, at this stage, empty for all countries but one.

Combined with the very rich individual information already available in the Survey

(e.g., on socio-economic, demographic, ethnic, religious, or values-linked features),

such a variable, if available over a large panel of countries and individuals, could help
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reveal interesting mechanisms about �nancial systems.

Finally, the links between �nance and growth can take many forms. Given the

recent historical trends, a large part of the literature has analyzed the determinants

and consequences of �nancial development in the context of economic growth and

gradual improvements in �nancial systems on many fronts. The global 2008 �nancial

crisis has modi�ed this paradigm, and suggests that too large �nancial systems may

also become fragile. We believe it is crucial to also understand the e¤ects of a decrease

in �nancial development. It is now too early to conclude about an ongoing crisis and

to clearly identify losers and, possibly, winners. Lots of research may be expected

going forward on the �nancial crisis. Let us hope that it will be strong enough to

provide additional insights on how to best organize �nancial systems in the world,

and pave the way towards improved �nancial stability and human prosperity.

172



Bibliography

[1] Accounting and Auditing Organization for Islamic Financial Institutions

(AAOIFI). 2008. Accounting, Auditing & Governance Standards for Islamic

Financial Institutions. Bahrain: AAOIFI.

[2] Acemoglu, Abdul, Simon Johnson, and James A. Robinson. 2001. "The Colonial

Origins of Comparative Development: An Empirical Investigation." American

Economic Review, 91:5, pp. 1369-401.

[3] Acemoglu, Abdul, Simon Johnson, and James A. Robinson. 2002. "Reversal

of Fortune: Geography and Institutions in the Making of the Modern World

Income Distribution." Quarterly Journal of Economics, 117:4, pp. 1231-94.

[4] Adams, John. 1819. in Hammond, Bray, 1991. Banks and Politics in America:

From the Revolution to the Civil War. Princeton, NJ: Princeton University

Press.

[5] Aggarwal, Reena, Asli Demirgüç-Kunt, and Maria Soledad Martinez Peria.

2006. "Do Worker Remittances Promote Financial Development?" World Bank

Policy Research Working Paper 3957.

[6] Aggarwal, Reena, Carla Inclan, and Ricardo Leal. 1999. "Volatility in Emerging

Stock Markets." Journal of Financial and Quantitative Analysis, 34:1, pp. 33-

55.

[7] Aggarwal, Rajesh K. and Tarik Yousef. 2000. "Islamic Banks and Investment

Financing." Journal of Money, Credit and Banking, 32:1, pp. 93-120.

173



Bibliography

[8] Aghion, Philippe and Patrick Bolton. 1992. "An Incomplete Contracts Ap-

proach to Corporate Bankruptcy." Review of Economic Studies, 59:3, pp. 473-

94.

[9] Al�eri, Alessandra, Ivo Havinga, and Vetle Hvidsten. 2005. "De�nition of Re-

mittances and Relevant BMP5 Flows." United Nations Statistics Division,

Meeting of the Technical Subgroup of the Task Force on International Trade in

Services, Movement of Natural Persons �Mode 4, Issue paper #1.

[10] Amuedo-Dorantes, Catalina and Susan Pozo. 2006. "Remittances as Insurance:

Evidence from Mexican Migrants." Journal of Population Economics, 19:2, pp.

227-54.

[11] Andrews, Donald W. K. 1991. "Heteroskedasticity and Autocorrelation Con-

sistent Covariance Matrix Estimation." Econometrica, 59:3, pp. 817-58.

[12] Association of Religion Data Archives (ARDA). 2005. "Cross-National Data:

Religion Indexes, Religious Adherents, and Other Data."

[13] Ayub, Muhammad Mahmud. 2002. Islamic Banking and Finance: Theory and

Practice. Karachi, Pakistan: State Bank of Pakistan Press.

[14] Azam, Jean-Paul and Flore Gubert. 2005. "Those in Kayes. The Impact of

Remittances on their Recipients in Africa." Revue Economique, 56:6, pp. 1331-

58.

[15] Bagehot, Walter. 1873. Lombard Street. Homewood, IL: Richard D. Irwin.

[16] Beck, Thorsten. 2009. "The Econometrics of Finance and Growth." World Bank

Policy Research Working Paper 4608.

[17] Beck, Thorsten and Augusto de la Torre. 2007. "The Basic Analytics of Access

to Financial Services." Financial Markets, Institutions and Instruments, 16, pp.

79-117.

[18] Beck, Thorsten and Asli Demirgüç-Kunt. 2009. "Financial Institutions and

Markets across Countries and over Time - Data and Analysis." World Bank

Policy Research Working Paper 4943.

174



Bibliography

[19] Beck, Thorsten, Asli Demirgüç-Kunt, and Ross Levine. 2000. "A New Database

on Financial Development and Structure." World Bank Economic Review, 14:3,

pp. 597-605.

[20] Beck, Thorsten, Asli Demirgüç-Kunt, and Ross Levine. 2003. "Law, Endow-

ments, and Finance." Journal of Financial Economics, 70:2, pp. 137-81.

[21] Beck, Thorsten, Asli Demirgüç-Kunt, and Ross Levine. 2007. "Finance, In-

equality, and the Poor." Journal of Economic Growth, 12:1, pp. 27-49.

[22] Beck, Thorsten, Asli Demirgüç-Kunt, and Maria Soledad Martinez Peria. 2007.

"Reaching out: Access to and Use of Banking Services Across Countries." Jour-

nal of Financial Economics, 85, pp. 234-66.

[23] Beck, Thorsten, Asli Demirgüç-Kunt, and Maria Soledad Martinez Peria. 2008.

"Banking Services for Everyone? Barriers to Bank Access and Use around the

World." World Bank Economic Review, 22, pp. 397-430.

[24] Beck, Thorsten, Erik Feijen, Alain Ize, and Florencia Moizeszowicz. 2008.

"Benchmarking Financial Development." World Bank Policy Research Paper

4638.

[25] Beck, Thorsten and Ross Levine. 2004. "Stock Markets, Banks, and Economic

Growth: Panel Evidence." Journal of Banking and Finance, 28:3, pp. 423-42.

[26] Beck, Thorsten and Ross Levine. 2005. "Legal Institutions and Financial Devel-

opment," in Handbook for New Institutional Economics. Claude Menard and

Mary M. Shirley ed: Norwell MA: Kluwer Academic Publishers, pp. 251-78.

[27] Beck, Thorsten, Ross Levine, and Norman Loayza. 2000. "Finance and the

Sources of Growth." Journal of Financial Economics, 58:1-2, pp. 261-300.

[28] Beck, Thorsten, Ross Levine, and Norman Loayza. 2000. "Financial Interme-

diation and Growth: Causality and Causes." Journal of Monetary Economics,

46:1, pp. 31-77.

[29] Beim, David O. and Charles W. Calomiris. 2001. Emerging Financial Markets.

Singapore: McGraw-Hill International.

175



Bibliography

[30] Bekaert, Geert. 1995. "Market Integration and Investment Barriers in Emerging

Equity Markets." World Bank Economic Review, 9:1, pp. 75-107.

[31] Bekaert, Geert, Claude B. Erb, Campbell R. Harvey, and Tadas E. Viskanta.

1998. "Distributional Characteristics of Emerging Market Returns and Asset

Allocation." The Journal of Portfolio Management, 24, pp. 102-16.

[32] Bekaert, Geert and Campbell R. Harvey. 1997. "Emerging Equity Market

Volatility." Journal of Financial Economics, 43:1, pp. 29-77.

[33] Bekaert, Geert and Campbell R. Harvey. 2002a. "Emerging Markets Finance."

Journal of Empirical Finance, 10:1-2, pp. 3-55.

[34] Bekaert, Geert and Campbell R. Harvey. 2000. "Foreign Speculators and

Emerging Equity Markets." Journal of Finance, 55:2, pp. 565-613.

[35] Bekaert, Geert and Campbell R. Harvey. 2002b. "Research in Emerging Markets

Finance: Looking to the Future." Emerging Markets Review, 3:4, pp. 429-48.

[36] Bekaert, Geert and Campbell R. Harvey. 1995. "Time-Varying World Market

Integration." Journal of Finance, 50:2, pp. 403-44.

[37] Bekaert, Geert, Campbell R. Harvey, and Christian Lundblad. 2003. "Equity

Market Liberalization in Emerging Markets." The Journal of Financial Re-

search, 16:3, pp. 275-99.

[38] Bekaert, Geert, Campbell R. Harvey, and Christian Lundblad. 2005. "Does

Financial Liberalization Spur Growth?" Journal of Financial Economics, 77:1,

pp. 3-55.

[39] Bencivenga, Valerie R. and Bruce D. Smith. 1991. "Financial Intermediation

and Endogenous Growth." Review of Economic Studies, 58:2, pp. 195-209.

[40] Bertrand, Marianne, Esther Du�o, and Sendhil Mullainathan. 2005. "How

Much Should We Trust Di¤erences-In-Di¤erences Estimates." Quarterly Jour-

nal of Economics, 119:1, pp. 249-76.

[41] Bjorvatn, Kjetil. 1998. "Islamic Economics and Economic Development." Fo-

rum for Development Studies, 2, pp. 229-43.

176



Bibliography

[42] Boyd, John H., Ross Levine, and Bruce D. Smith. 2001. "The Impact of In�a-

tion on Financial Sector Performance." Journal of Monetary Economics, 47:2,

pp. 221-48.

[43] Bruner, Robert F., Robert M. Conroy, Javier Estrada, Mark Kritzman, and

Wei Li. 2002. "Introduction to �Valuation in Emerging Markets�." Emerging

Markets Review, 3:4, pp. 310-24.

[44] Chami, Ralph, Connel Fullenkamp, and Samir Jahjah. 2005. "Are Immigrants

Remittances Flows a Source of Dapital for Development?" IMF Sta¤ Papers,

52:1, pp. 55-81.

[45] Chinn, Menzie David and Hiro Ito. 2002. "Capital Account Liberalization, In-

stitutions and Financial Development: Cross-Country Evidence." National Bu-

reau of Economic Research (NBER) Working Paper 8967.

[46] Chinn, Menzie David and Hiro Ito. 2008. "A New Measure of Financial Open-

ness." Journal of Comparative Policy Analysis, 10:3, pp. 309 - 22.

[47] Chong, Beng Soon and Ming-Hua Liu. 2009. "Islamic Banking: Interest-Free

or Interest-Based?" Paci�c-Basin Finance Journal, 17, pp. 125-44.

[48] CIBAFI. 2006. Islamic Finance Directory 2006. Bahrain: CIBAFI.

[49] Cihak, Martin and Heiko Hesse. 2008. "Islamic Banks and Financial Stability:

An Empirical Analysis." International Monetary Fund (IMF) Working Paper

08/16.

[50] Cobham, David. 1992. "Finance for Development and Islamic Banking." In-

tereconomics, 27:5, pp. 241-44.

[51] Collins, Daryl and Mark Abrahamson. 2006. "Measuring the Cost of Equity in

African Financial Markets." Emerging Markets Review, 7:1, pp. 67-81.

[52] Consultative Group to Assist the Poor (CGAP). 1998. "Savings Mobilization

Strategies: Lessons From Four Experiences." Consultative Group to Assist the

Poor (CGAP) Focus Note 13.

177



Bibliography

[53] Cornish, Edmund A. and Ronald A. Fisher. 1937. "Moments and Cumulants

in the Speci�cation of Distributions." Review of the International Statistical

Institute, pp. 307-20.

[54] D�Agostino, Ralph B., Albert Balanger, and Ralph B. D�Agostino Jr. 1990.

"A Suggestion for Using Powerful and Informative Tests of Normality." The

American Statistician, 44:4, pp. 316-21.

[55] De Roon, Frans A., Theo E. Nijman, and Bas J. M. Werker. 2001. "Testing for

Mean-Variance Spanning with Short Sales Constraints and Transaction Costs:

The Case of Emerging Markets." The Journal of Finance, LVI:2, pp. 721-42.

[56] De Santis, Giorgio and Selahattin Imrohoroglu. 1997. "Stock Returns and

Volatility in Emerging Financial Markets." Journal of International Money and

Finance, 16:4, pp. 561-79.

[57] Demirgüç-Kunt, Asli and Enrica Detragiache. 1998. "Financial Liberalization

and Financial Fragility." International Monetary Fund Working Paper 9883.

[58] Demirgüç-Kunt, Asli and Vojislav Maksimovic. 1998. "Law, Finance, and Firm

Growth." Journal of Finance, 53:6, pp. 2107-37.

[59] Derrabi, Mohamed and Michel Leseure. 2005. "Global Asset Allocation: Risk

and Return on Emerging Stock Markets," in Risk Management in Emerging

Markets. Sima Motamen-Samadian ed. New York: Palgrave McMillan, pp. 35-

56.

[60] Deshpande, Rani and Jasmina Glisovic-Mezieres. 2007. "The True Cost of De-

posit Mobilization." Consultative Group to Assist the Poor (CGAP) Draft Re-

port.

[61] Djankov, Simeon, Rafael La Porta, Florencio Lopez-de-Silanes, and Andrei

Shleifer. 2003. "Courts: The Lex Mundi Project." Quarterly Journal of Eco-

nomics, 118:2, pp. 453-517.

[62] Djankov, Simeon, Caralee McLiesh, and Andrei Shleifer. 2007. "Private Credit

in 129 Countries." Journal of Financial Economics, 84:2, pp. 299-329.

178



Bibliography

[63] Drewnowski, Jan and Wolf Scott. 1966. The Level of Living Index. Geneva:

United Nations Research Institute for Social Development (UNRISD).

[64] Easterly, William and Ross Levine. 1997. "Africa�s Growth Tragedy: Policies

and Ethnic Division." Quarterly Journal of Economics, 112:4, pp. 1203-50.

[65] El Qorchi, Mohammed. 2005. "Islamic Finance Gears Up." Finance and Devel-

opment, 42:4.

[66] Erb, Claude B., Campbell R. Harvey, and Tadas E. Viskanta. 1998. "Risk in

Emerging Markets." The Financial Survey, July/August, pp. 42-46.

[67] Estrada, Javier and Ana Paula Serra. 2005. "Risk and Return in Emerging

Markets: Family Matters." Journal of Multinational Financial Management,

15:3, pp. 257-72.

[68] Faini, Riccardo. 2007. "Migrations et transferts de fonds. Impact sur les pays

d�origine." Revue d�économie du développement, 21:2, pp. 153-82.

[69] Favre, Laurent and José-Antonio Galeano. 2000. "Portfolio Allocation with

Hedge Funds - Case of a Swiss International Investor." University of Lausanne,

MBF Master�s Thesis.

[70] Girard, Eric and Amit Sinha. 2008. "Risk and Return in the Next Frontier."

Journal of Emerging Market Finance, 7:1, pp. 43-80.

[71] Giuliano, Paola and Marta Ruiz-Arranz. 2009. "Remittances, Financial Devel-

opment, and Growth." Journal of Development Economics (forthcoming), 90:1,

pp. 144-52.

[72] Glaeser, Edward L., Rafael La Porta, Florencio Lopez-de-Silanes, and An-

drei Shleifer. 2004. "Do Institutions Cause Growth?" The Journal of Economic

Growth, 9:3, pp. 271-303.

[73] Glen, Jack. 2000. "An Introduction to the Microstructure of Emerging Mar-

kets." Papers 24, World Bank - International Finance Corporation.

[74] Glytsos, Nicholas P. 2005. "The Contribution of Remittances to Growth: A Dy-

namic Approach and Empirical Analysis." Journal of Economic Studies, 32:5/6,

pp. 468-96.

179



Bibliography

[75] Goetzmann, William N. and Philippe Jorion. 1999. "Re-Emerging Markets."

Journal of Financial and Quantitative Analysis, 34:1, pp. 1-32.

[76] Goetzmann, William N., Linfgeng Li, and K. Geert Rouwenhorst. 2005. "Long-

Term Global Market Correlations." Journal of Business, 8:1, pp. 1-38.

[77] Goldsmith, Raymond W. 1969. Financial Structure and Development. New

Haven, CT: Yale University Press.

[78] Grinblatt, Mark and Matti Keloyarju. 2000. "Distance, Language, and Culture

Bias: the Role of Investor Sophistication." Yale School of Management Working

Paper 142.

[79] Guiso, Luigi, Paola Sapienza, and Luigi Zingales. 2003. "People�s Opium? Re-

ligion and Economic Attitudes." Journal of Monetary Economics, 50:1, pp.

225-82.

[80] Guiso, Luigi, Paola Sapienza, and Luigi Zingales. 2006. "Does Culture A¤ect

Economic Outcomes?" Journal of Economic Perspectives, 20:2, pp. 23-48.

[81] Gupta, Sanjeev, Catherine Pattillo, and Smita Wagh. 2007. "Impact of Remit-

tances on Poverty and Financial Development in Sub-Saharan Africa." IMF

Working Paper, 07/38.

[82] Gurley, John G. and Edward S. Shaw. 1955. "Financial Aspects of Economic

Development." American Economic Review, 45:4, pp. 515-38.

[83] Hamilton, Alexander. 1781. in Hammond, Bray, 1991. Banks and Politics in

America: From the Revolution to the Civil War. Princeton, NJ: Princeton

University Press.

[84] Hammond, Bray. 1991. Banks and Politics in America: From the Revolution

to the Civial War. Princeton, NJ: Princeton University Press.

[85] Hansen, Lars Peter. 1982. "Large Sample Properties of Generalized Method of

Moments Estimators." Econometrica, 50:4, pp. 1029�54.

[86] Hart, Oliver and John Moore. 1998. "Default and Renegotiation: A Dynamic

Model of Debt." Quarterly Journal of Economics, 113:1, pp. 1-42.

180



Bibliography

[87] Harvey, Campbell R. 1995a. "The Cross-Section of Volatility and Autocorrela-

tion in Emerging Markets." Finanzmarkt und Portfolio Management, 9:1, pp.

74-83.

[88] Harvey, Campbell R. 1993. "Portfolio Enhancement Using Emerging Markets

and Conditioning Information," in Portfolio Investment in Developing Coun-

tries. Stijn Claessens and Shan Gooptu ed. Washington, DC, pp. 110�44.

[89] Harvey, Campbell R. 1995b. "Predictable Risk and Returns in Emerging Mar-

kets." The Review of Financial Studies, 8:3, pp. 773-816.

[90] Harvey, Campbell R. 1991. "The World Price of Covariance Risk." Journal of

Finance, 46:1, pp. 111-57.

[91] Henry, Peter Blair and Prakash Kannan. 2007. "Growth and Returns in Emerg-

ing Markets," in International Financial Issues in the Paci�c Rim: Global Im-

balances, Financial Liberalization, and Exchange Rate Policy. Takatoshi Ito

and Andrew Rose ed: University of Chicago Press.

[92] Hsee, Christopher K. and Elke U. Weber. 1999. "Cross-National Di¤erences in

Risk Preference and Lay Predictions." Journal of Behavioral Decision Making,

12:2, pp. 165-79.

[93] Ibrahim, Badr-El-Din A. 2003. "Poverty Alleviation via Islamic Banking Fi-

nance to Micro-Enterprises (MEs) in Sudan: Some lessons for poor countries."

Sudan Economy Research Group, University of Bremen, Discussion paper No.

35.

[94] International Finance Corporation (IFC). 1993. International Finance Corpo-

ration (IFC) Index Methodology. Washington, D.C.: World Bank.

[95] International Monetary Fund (IMF). 1984. A Guide to Money and Banking

Statistics in International Financial Statistics. Washington, D.C.

[96] International Monetary Fund (IMF). 2006. "International Financial Statistics."

[97] International Monetary Fund (IMF). 2008. "International Financial Statistics."

181



Bibliography

[98] Iqbal, Zamir and Abbas Mirakhor. 2007. An Introduction to Islamic Finance:

Theory and Practice: John Wiley & Sons, Pte. Ltd.

[99] Iqbal, Zamir and Philip Molyneux. 2005. Thrity Years of Islamic Banking:

Palgrave-Macmillan.

[100] Ja¤e, Dwight and Thomas Russel. 1976. "Imperfect Information and Credit

Rationing." Quarterly Journal of Economics, 93:4, pp. 651-66.

[101] Jorion, Philippe and William N. Goetzmann. 1999. "Global Stock Markets in

the Twentieth Century." Journal of Finance, 54:3, pp. 953-80.

[102] Karich, Imane. 2002. Le système �nancier islamique: De la Religion à la

Banque. Bruxelles: Larcier.

[103] Karich, Imane. 2004. Finances & Islam. Bruxelles: Le Savoir Editions.

[104] King, Robert G. and Ross Levine. 1993. "Finance and Growth: Schumpeter

Might Be Right." Quarterly Journal of Economics, 108:3, pp. 717-37.

[105] Klein, Michael W. and Giovanni P. Olivei. 2008. "Capital Account Liberaliza-

tion, Financial Depth, and Economic Growth." Journal of Inernational Money

and Finance, 27:6, pp. 861-75.

[106] Kuran, Timur. 1995. "Islamic Economics and the Islamic Subeconomy." Journal

of Economic Perspectives, 19, pp. 155-73.

[107] Kuran, Timur. 2004. Islam and Mammons: The Economic Predicaments of

Islamism. Woodstock: Princeton University Press.

[108] La Porta, Rafael, Florencio Lopez-de-Silanes, Andrei Shleifer, and Robert W.

Vishny. 1997. "Legal Determinants of External Finance." The Journal of Fi-

nance, 52:3, pp. 1131-50.

[109] La Porta, Rafael, Florencio Lopez-de-Silanes, Andrei Shleifer, and Robert W.

Vishny. 1998. "Law and Finance." Journal of Political Economy, 106:6, pp.

1113-55.

[110] Landes, David. 1998. The Wealth and Poverty of Nations. New York: Norton

& Company Inc.

182



Bibliography

[111] Levine, Ross. 2003. "Stock Market Liquidity and Economic Growth: Theory

and Evidence," in Finance, Research, and Education, and Growth. Luigi Pa-

ganetto and Edmund S. Phelps ed. New York: Palgrave MacMillan, pp. 1-24.

[112] Levine, Ross. 2005. "Finance and Growth: Theory and Evidence," in Handbook

of Economic Growth. Philippe Aghion and Steven Durlauf ed. The Netherlands:

Elsevier Science.

[113] Levine, Ross, Norman Loayza, and Thorsten Beck. 2000. "Financial Interme-

diation and Growth: Causality and Causes." Journal of Monetary Economics,

46:1, pp. 31-77.

[114] Levine, Ross and David Renelt. 1992. "A Sensitivity Analysis of Cross-Section

Growth Regressions." American Economic Review, 82:4, pp. 942-63.

[115] Levine, Ross and Sara Zervos. 1998. "Stock Markets, Banks, and Economic

Growth." American Economic Review, 88:3, pp. 537-58.

[116] Li, Kai, Asani Sarkar, and Zhenyu Wang. 2003. "Diversi�cation Bene�ts of

Emerging Markets Subject to Portfolio Constraints." Journal of Empirical Fi-

nance, 10, pp. 57-81.

[117] Lintner, J. 1965. "The Valuation of Risk Assets and the Selection of Risky

Investments in Stock Portfolio and Capital Budgets." Review of Economic Sta-

tistics, 47:1, pp. 13-37.

[118] Lucas, Robert E. 1998. "On the Mechanics of Economic Development." Journal

of Monetary Economics, 22:1, pp. 3-42.

[119] Malkiel, Burton and Jianping Mei. 1998. Global Bargain Hunting: The In-

vestor�s Guide to Pro�ts in Emerging Markets. New York: Simon & Schuster.

[120] Markowitz, Harry. 1952. "Portfolio Selection." Journal of Finance, 7:1, pp. 77-

91.

[121] Mateus, Tiago. 2004. "The Risk and Predictability of Equity Returns of the

EU Accession Countries." Emerging Markets Review, 5:2, pp. 241-66.

183



Bibliography

[122] McKenzie, David John and Marcin J. Sasin. 2007. "Migration, Remittances,

Poverty, and Human Capital: Conceptual and Empirical Challenges." World

Bank Policy Research Working Paper 4272.

[123] McKinnon, Ronald I. 1973. Money and Capitalism in Economic Development.

Washington, D.C.: Brookings Institution.

[124] McKinsey & Company, Islamic Finance Interest Group. 2005. "Islamic Bank-

ing Competitiveness Report, Tracking an Industry in Transition." 12th World

Islamic Banking Conference: Manama, Bahrain.

[125] McKinsey & Company, Islamic Finance Interest Group. 2006. "Islamic Banking

Competitiveness Report, Exploring the Wholesale Banking Opportunity." 13th

World Islamic Banking Conference: Manama, Bahrain.

[126] McKinsey & Company, Islamic Finance Interest Group. 2007. "Islamic Bank-

ing Competitiveness Report, Capturing the Trillion Dollar Opportunity." 14th

World Islamic Banking Conference: Manama, Bahrain.

[127] Miller, Merton. 1998. "Financial Markets and Economic Growth." Journal of

Applied Corporate Finance, 11:3, pp. 8-15.

[128] Mobius, Mark. 1994. The Investors Guide to Emerging Markets. London: Fi-

nancial Times - Pitman.

[129] Mobius, Mark. 1996. Mobius on Emerging Markets. London: Financial Times

/ Prentice Hall.

[130] Morris, David Morris. 1979. Measuring the Conditions of the World�s Poor:

The Physical Quality of Life Index. New York: Published for the Overseas

Development Council by Pergamon Press.

[131] Mossin, Jan. 1966. "Equilibrium in a Capital Asset Market." Econometrica,

34:4, pp. 768-83.

[132] Mulligan, Casey and Andrei Shleifer. 2005. "The Extent of the Market and the

Supply of Regulation." Quarterly Journal of Economics, 120:4, pp. 1445-74.

184



Bibliography

[133] Mundaca, B. Gabriela. 2009. "Remittances, Financial Markets Development

and Economic Growth: The Case of Latin Amercia and Carribean." Review of

Development Economics, 13:2, pp. 288-303.

[134] Neusser and Kluger. 1998. "Manufacturing Growth and Financial Development:

Evidence from OECD Countries." Review of Economics and Statistics, 80:34,

pp. 638-46.

[135] Nordhaus, William D. and James Tobin. 1972. "Is Growth Obsolete?," in Fifti-

eth Anniversary Colloqium V. New York: National Bureau of Economic Re-

search (NBER), Columbia University Press.

[136] North, Douglass C. 1981. Structure and Change in Economic History. New

York: Norton & Co.

[137] Obstfeld, Maurice and Alan M. Taylor. 2003. "Globalization and Capital Mar-

kets," in Globalization in Historical Perspective: National Bureau of Economic

Research (NBER), pp. 121-88.

[138] O�Conner, Selina and David Smith. 1992. The G.T. Guide to World Equity

Markets. London: Euromoney Publications.

[139] Orozco, Manuel. 2007. "Sending Money Home: Worldwide Remittance Flows

to Developing and Transition Countries." International Fund for Agricultural

Development (IFAD) Report.

[140] Orozco, Manuel and Rachel Fedewa. 2006. "Leveraging E¤orts on Remittances

and Financial Intermediation." INTAL - ITD Working Paper 24.

[141] Pajuste, Anete, Gatis Kepitis, and Peter Högfeldt. 2000. "Risk Factors and

Predictability of Stock Returns in Central and Eastern Europe." Emerging

Markets Quarterly, Summer, pp. 7-24.

[142] Park, K. and A. Van Agtmael. 1993. The World�s Emerging Stock Markets.

Chicago, Illinois: Probus.

[143] Population Crisis Committee. 1992. The International Human Su¤ering Index.

Washington, D.C.: Population Crisis Committee.

185



Bibliography

[144] Putnam, Robert D. 1993. Making Democracy Work. Princeton, NJ: Princeton

University Press.

[145] Ratha, Dilip. 2003. "Workers�Remittances: An Important and Stable Source of

External Development Finance," in Global Development Finance 2003: Striving

for Stability in Development Finance. Washington: World Bank, pp. 157-75.

[146] Richardson, Matthew and Tom Smith. 1993. "A Test for Multivariate Normality

in stock Returns." Journal of Business, 66:2, pp. 295-321.

[147] Robinson, Joan. 1952. "The Generalization of the General Theory," in The

Rate of Interest and Other Essays. London: MacMillan.

[148] Robinson, Marguerite S. 1994. "Savings Mobilization and Microentreprise Fi-

nance: The Indonesian Experience," in The New World of Microentreprise

Finance. Building healthy �nancial institutions for the poor. Maria Otero and

Elisabeth Rhyne eds: Kumarian Press Library of Management for Develop-

ment, pp. 27-54.

[149] Robinson, Marguerite S. 2001. The Micro�nance Revolution. Sustainable Fi-

nance for the Poor. Washington: International Bank for Reconstruction and

Development/ The World Bank, Open Society Institute.

[150] Rousseau, Peter L. and Paul Wachtel. 1998. "Financial Intermediation and

Economic Performance: Historical Evidence from Five Industrial Countries."

Journal of Money, Credit and Banking, 30:4, pp. 657-78.

[151] Rousseau, Peter L. and Paul Wachtel. 2000. "Equity Markets and Growth:

Cross-Country Evidence on Timing and Outcomes, 1980-1995." Journal of Busi-

ness and Finance, 24:12, pp. 1933-57.

[152] Rouwenhorst, K. Geert. 1999. "Local Return Factors and Turnover in Emerging

Stock Markets." Journal of Finance, 54:4, pp. 1439-64.

[153] Rutgers University. 2007. "Webguide, Stock and Commodity Exchanges."

[154] Saleem, Shahid. 2008. "Role of Islamic Banks in Economic Development." Mu-

nich RePEc Personal Archive Paper No. 6449.

186



Bibliography

[155] Samuelson, Paul A. and William D. Nordhaus. 1992. Economics. New York:

McGraw-Hill.

[156] Satterthwaite, F. E. 1946. "An Approximate Distribution of Estimates of Vari-

ance Components." Biometrics Bulletin, 2:6, pp. 110-14.

[157] Schumpeter, Joseph A. 1912. Theorie der Wirtschaftlichen Entwicklung.

Leipzig: Dunker & Humblot.

[158] Sharpe, W. 1964. "Capital Asset Prices: A Theory of Market Equilibrium under

Conditions of Risk." Journal of Finance, 19:3, pp. 425-42.

[159] Solé, Juan. 2007. "Introducing Islamic Banks into Conventional Banking Sys-

tems." International Monetary Fund Working Paper 07/175.

[160] Solimano, Andrés. 2003. "Workers Remittances to the Andean Region: Mech-

anisms, Costs and Development Impact." CEPAL.

[161] Speidell, Lawrence and Axel Krohne. 2007. "The Case for Frontier Equity Mar-

kets." Journal of Investing, 16:3, pp. 12-22.

[162] Standard & Poor�s (S&P). 2006. "The S&P Emerging Markets Data Base

brochure."

[163] Standard & Poor�s (S&P). 2007. "S&P Emerging Markets Index - Index

Methodology."

[164] Stiglitz, Joseph and Andrew Weiss. 1981. "Credit Rationing in Markets with

Imperfect Information." American Economic Review, 71:3, pp. 393-410.

[165] Stulz, René M. and Rohan G. Williamson. 2003. "Culture, Openness, and Fi-

nance." Journal of Financial Economics, 70, pp. 313�49.

[166] Stulz, René M. M. and Rohan G. Williamson. 2003. "Culture, Openness, and

Finance." Journal of Financial Economics, 70, pp. 313�49.

[167] The Banker. 2008. "Top 500 Financial Islamic Institutions Listing." The

Banker.

[168] Townsend, Robert. 1979. "Optimal Contracts and Competitive Markets with

Costly State Veri�cation." Journal of Economic Theory, 21:2, pp. 265-93.

187



Bibliography

[169] Toxopeus, Helen S. and Robert Lensink. 2007. "Remittances and Financial

Inclusion in Development." UNU - WIDER Research Paper 2007/49.

[170] United Nations (UN). 2007. "National Accounts Main Aggregates Database."

[171] United Nations Development Program (UNDP). 2008. "United Nations Devel-

opment Report - Statistical Update."

[172] Usmani, Mohamed Taqi. 2002. Islamic Finance in the Global Economy. The

Hague, The Netherlans: Kluwer Law International.

[173] Vogel, Frank E. and Samuel L. Hayes III. 1998. Islamic Law and Finance:

Religion, Risk and Return. The Hague: Kluwer Law International.

[174] Volker, Nienhaus. 2006. "Islamic Economic system - A Threat to Develop-

ment?" MPRA Paper No. 6449.

[175] Warde, Ibrahim. 2000. Islamic Finance in the Global Economy. Edinburgh:

Edinburgh University Press.

[176] Weill, Laurent. 2009. "Do Islamic Banks Have Greater Market Power ?" Work-

ing Paper LARGE, University of Strasbourg.

[177] World Bank. 2006. "Trends, Determinants, and Macroeconomic E¤ects of Re-

mittances," in Global Economic Prospects: Economic Implications of Remit-

tances and Migration. IBRD/WB ed. Washington: World Bank, pp. 85-115.

[178] World Bank. 2007. "Finance for All: Policies and Pitfalls in Expanding Access."

World Bank Policy Research Report.

[179] World Bank. 2007. "World Bank Remittances Database."

[180] World Bank. 2008. "World Development Indicators Database."

[181] World Bank. 2009. "World Development Indicators Database."

[182] World Values Survey. 2005. "Four Waves of the World Values Survey."

[183] Wright, Graham. 2003. "Designing Savings Services for the Poor." Micro Bank-

ing Bulletin:9.

188



Bibliography

[184] Ziesemer, Thomas. 2006. "Worker Remittances and Growth: The Physical and

Human Capital Channels." UNU - MERIT Working Paper 020, United Nations

University.

189



List of Tables

2.1 Cross-section: IF e¤ect on total banking development . . . . . . . . . 42

2.2 Cross-section: IF e¤ect on conventional banking by country

group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.3 Change in the ratio of private credit (deposits) to GDP following a

change in number of Islamic institutions . . . . . . . . . . . . . . . . . 47

2.4 Panel-data: IF e¤ect on total banking development . . . . . . . . . . . 48

2.4 Sample description features . . . . . . . . . . . . . . . . . . . . . . . . 57

2.5 Summary statistics - Cross-section sample . . . . . . . . . . . . . . . . 57

2.6 Summary statistics - Cross-section sample (countries with Islamic �-

nance) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.7 Correlation table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.8 List of acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.1 Macro indicators: Developing vs. developed countries . . . . . . . . . 70

3.2 Macro indicators, per emerging stock market group . . . . . . . . . . . 74

3.3 Mean returns - Summary statistics . . . . . . . . . . . . . . . . . . . . 84

3.4 Returns volatility - Summary statistics . . . . . . . . . . . . . . . . . . 88

3.5 Returns normality - Summary statistics . . . . . . . . . . . . . . . . . 91

3.6 Return correlation coe¢ cients with the MSCIWorld - Summary statistics 95

3.7 List of emerging stock markets in the world and typology . . . . . . . 109

3.7 List of emerging stock markets in the world and typology (con�t) . . . 110

3.7 List of emerging stock markets in the world and typology (con�t) . . . 111

3.8 Stock returns summary statistics (monthly log-returns) - Recent period

(96-08) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

3.9 Stock returns summary statistics (monthly log-returns) - Early period

(81-96) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

190



List of tables

3.10 Stock returns summary statistics (monthly log-returns) - Full period

(81-08) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.11 Stock returns summary statistics (monthly log-returns) - Region averages115

3.12 Literature review - Synoptic table . . . . . . . . . . . . . . . . . . . . . 116

3.12 Literature review - Synoptic table (con�t) . . . . . . . . . . . . . . . . 117

3.12 Literature review - Synoptic table (con�t) . . . . . . . . . . . . . . . . 118

3.13 Correlation table - Major markets (96-08) . . . . . . . . . . . . . . . . 119

3.14 Correlation table - Frontier markets (96-08) . . . . . . . . . . . . . . . 120

3.15 List of acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.1 Cross-section empirical results - Investment equation . . . . . . . . . . 144

4.2 Cross-section results: Conditional marginal e¤ect of remittances on

investment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.3 Cross-section results: Conditional marginal e¤ect of FSD(DEP) on the

remittances - investment relationship . . . . . . . . . . . . . . . . . . . 147

4.4 Cross-section results: Conditional marginal e¤ect of FSD(EXF) on the

remittances - investment relationship . . . . . . . . . . . . . . . . . . . 147

4.5 Cross-section empirical results - Deposit equation . . . . . . . . . . . . 148

4.6 Panel empirical results - Investment and deposit equations . . . . . . . 149

4.7 Panel-data results: Conditional marginal e¤ect of remittances on in-

vestment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

4.8 Summary statistics - Cross-section data, 3-year averages over the pe-

riod 2002-2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.9 Summary statistics - Panel data, 3-year averages over the period 1975-

2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.10 Correlation table (cross-section sample) . . . . . . . . . . . . . . . . . 160

4.11 Correlation table (panel data sample) . . . . . . . . . . . . . . . . . . 161

4.12 Cross-section results: Conditional marginal e¤ect of remittances on �

deposit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

4.13 Panel-data results: Conditional marginal e¤ect of FSD(DEP) on the

remittances - investment relationship . . . . . . . . . . . . . . . . . . . 162

4.14 Panel-data results: Conditional marginal e¤ect of FSD(EXF) on the

remittances - investment relationship . . . . . . . . . . . . . . . . . . . 163

191



List of tables

4.15 Panel-data results: Conditional marginal e¤ect of remittances on �

deposit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

4.16 List of acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

5.1 List of acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

5.1 List of acronyms (cont�d) . . . . . . . . . . . . . . . . . . . . . . . . . 196

192



List of Figures

2.1 Islamic �nance summary statistics . . . . . . . . . . . . . . . . . . . . 56

2.2 Islamic �nance summary statistics (con�t) . . . . . . . . . . . . . . . . 56

3.1 Portfolio mean - Value-At-Risk optimization using historical values . . 98

3.2 5-year rolling correlation (Major-MSCI World) . . . . . . . . . . . . . 121

3.3 5-year rolling correlation (Frontier-MSCI World) . . . . . . . . . . . . 121

3.4 5-year rolling correlation (S&P500-MSCI World) . . . . . . . . . . . . 122

4.1 Cross-section results: The impact of remittances on investment as a

function of Cost of Bank Depositing . . . . . . . . . . . . . . . . . . . 164

4.2 Cross-section results: The impact of remittances on deposit as a func-

tion of Cost of Bank Depositing . . . . . . . . . . . . . . . . . . . . . . 164

4.3 Panel-data results: The impact of remittances on investment as a func-

tion of Cost of Bank Depositing . . . . . . . . . . . . . . . . . . . . . . 165

4.4 Panel-data results: The impact of remittances on investment as a func-

tion of Cost of External Finance . . . . . . . . . . . . . . . . . . . . . 165

5.1 Overall trends - GDP per capita, HDI . . . . . . . . . . . . . . . . . . 198

5.2 Overall trends - Banking sector, Islamic banking sector, Stock market

capitalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

5.3 Overall trends - Foreign direct investments (FDI), portfolio invest-

ments (PI), and remittance in�ows . . . . . . . . . . . . . . . . . . . . 199

193





Acronyms

Table 5.1: List of acronyms

Acronym Meaning

AAOIFI Accounting and Auditing Organization for Islamic Financial Institutions

ADR American Depositary Receipt

ARDA Association of Religious Data Archives

CAPM Capital Asset Pricing Model (Sharpe, 1964; Lintner, 1965; Mossin, 1966)

CDEP Cost of Bank Depositing

CEXF Cost of External Finance

CIBAFI General Council for Islamic Banks and Islamic Financial Institutions

CIA Central Intelligence Agency

DAX30 Deutscher Aktien IndeX (German stock index, 30 companies)

EAFE Europe, Australasia, and Far-East (MSCI index)

EMDB Emerging Markets Database (S&P database, formerly IFC)

EU European Union

FDI Foreign Direct Investment

FEAS Federation of Euro-Asian Stock Exchanges

FSAP Financial Sector Assessment Program (IMF and World Bank)

FSD Financial Sector Development

FTSE100 Financial Time Stock Exchange index (UK stock index, 100 stocks)

195



Acronyms

Table 5.1: List of acronyms (cont�d)

Acronym Meaning

GDP Gross Domestic Product

GFCF Gross Fixed Capital Formation

GMM Generalized Method of Moments

GNI Gross National Income

IF Islamic Finance

IFIRST Islamic Finance Recording and Sizing Tool

IFS International Financial Statistics (IMF database)

HDI Human Development Index (UNDP)

HDR Human Development Report (UNDP)

IFC International Financial Corporation (World Bank Group)

IFS International Financial Statistics (IMF database)

IMF International Monetary Fund

LLSV La Porta, Lopez-de-Silanes, Shleifer and Vishny

LSDV Least Squares Dummy Variable

MSCI Morgan Stanley Capital International (stock exchange information, indices)

n/a not applicable (or, not available)

OIC Organization of the Islamic Conference

OLS Ordinary Least Squares

PI Portfolio Investment

PLS Pro�t and Loss Sharing

PPP Purchasing Power Parity

S&P Standard & Poor�s (stock exchange information and rating agency)

S&P500 Standar & Poor�s 500 (index of 500 US stocks)

S&P Europe 350 Standar & Poor�s Europe 350 (index of 350 European stocks)

TOPIX100 Tokyo Stock Price Index (100 stocks)

UN United Nations

UNDP United Nations Development Program

UNESCO United Nations Educational, Scienti�c and Cultural Organization

US United States

USD United States Dollar

VAR Value-At-Risk

WDI World Development Indicators (World Bank database)

196



Appendix

The present section gives an overview of salient recent macro-economic trends in

economic and �nancial development, over the last two to three decades. We chose to

present only a few indicators for the clarity of the global picture. The data presented

below are country group aggregates1�that is, weighted averages �over time, for the

world or developing countries as a whole2. All graphs are scaled in logarithm, as

we are interested in the evolution � the relative growth or decline �in the various

indicators over the recent years. We do not expand here on the de�nitions of the

indicators. Further details on the construction of theses measures and a critical look

on their content are given in the respective chapters.

Figure 5.1 depicts the recent evolution in economic and human welfare using two

indicators, a purely monetary indicator, gross domestic produc (GDP) per capita,

and the Human Development Index (HDI), which is a combined measure of monetary

wealth, education and life expectancy at birth. GDP per capita data are expressed

in constant purchasing power parity (PPP3) dollars, and hence comparable across

countries and over time. The HDI, constructed by the United Nations Development

Programs (UNDP), is a normalized index ranging from 0 to 1, that is comparable

over time.

1We only include countries with a consistent history of data over the indicated coverage period.
This ensures that the changes over time in the presented measures are not due to modi�cations in
the country mix.

2We de�ne a �developing�country as a �low or middle income�country as per the World Bank�s
de�nition. Data presented in the current section use the country classi�cation established in July
2009 by the World Bank. According to that classi�cation, �low or middle income�countries are the
ones with a GNI per capita lower or equal to 11,905 USD in 2008. The �nal list comprises of 144
countries out of a total of 211.

3US dollar PPP data adjust for di¤erences in the prices of products or services from a country to
another. One US dollar PPP has the same purchasing power in each economy as one US dollar in
the United States. We use the PPP data recently published by the World Bank and available yearly
from 1980 (World Bank, 2009). Those are drawn from the 2005 International Comparison Program,
which brought signi�cant improvements in the quality of PPP data (World Bank, 2008).
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Figure 5.2 presents common indicators of banking sector and stock markets devel-

opment, respectively, the ratio of deposit-money bank assets to GDP, and the ratio of

stock market capitalization to GDP. Additionally, we include an original indicator of

the Islamic deposit-money bank assets to GDP. The latter is provided on the subset

of countries with at least 5% Muslim population.

Figure 5.3 shows in parallel the evolution over time of key cross-border �nancial

in�ows, namely, foreign direct investments, portfolio investments, and remittances

�ows, all scaled to GDP.

Figure 5.1: Overall trends - GDP per capita, HDI

Sources and coverage: GDP data cover all countries (using World Bank extrapolations on missing

data) and are from World Development Indicators (World Bank, 2009); HDI data cover 73 countries

(44 developing) and are from the United Nations Development Report (UNDP, 2008).
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Figure 5.2: Overall trends - Banking sector, Islamic banking sector, Stock
market capitalization

Sources and coverage: deposit-money bank assets to GDP data cover 97 countries (71 developing)

and are from Beck, Demirgüç-Kunt and Levine (2000, updated 2009); Islamic banking data are

exhaustively collected by the "Islamic Finance Recording and Sizing Tool" (IFIRST, 2006); muslim

population data cover nearly all countries and are from the Association of Religion Data Archives

(ARDA, 2005); stock market capitalization to GDP data cover all countries (using World Bank

extrapolations on missing data) and are from World Development Indicators (World Bank, 2009).

Figure 5.3: Overall trends - Foreign direct investments (FDI), portfolio
investments (PI), and remittance in�ows

Sources and coverage: foreign direct investment data cover 85 countries (58 developing) and are from

the International Financial Statistics (IMF, 2008); portfolio investment data cover 47 countries (23

developing) and are from the International Financial Statistics (IMF, 2008); remittance to GDP data

all countries (using World Bank extrapolations on missing data) and are from World Development

Indicators (World Bank, 2009).
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