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F. Tu savais qu'il y a des milliards d'années, il y a eu le Big-Bang!
R. Ah ah, oui bien sûr, et moi je m'appelle Albert Einstein.
F. M'enfin, tu rigoles ou quoi ? Tu ne crois pas que la théorie du Big-Bang soit vraie ?
R. Le monde a été créé en sept jours... Tu devrais pourtant le savoir...
F. Mais enfin R., c'est ce que raconte la religion ca... La science, elle, apporte des faits... On peut vérifier l'hypothèse du Big-Bang en mesurant la température du rayonnement cosmique. C'est en quelque sorte un rayonnement fossile qui nous explique ce qui s'est réellement passé. C'est du même ordre que reconstituer l'histoire de l'évolution des espèces !
R. L'évolution des espèces ?
F. Ben oui, la théorie de Darwin, celle qui montre que les espèces évoluent au cours du temps et que l'homme descend du singe.
R. C'est toi le singe...
F. Mais enfin, tu vas pas me dire que tu crois pas à cela non plus?
R. Tu sais, ta science, c'est tout autant une croyance. Tu te bases sur des soi-disant faits, des croyances, des choses que tu n'as jamais réellement vu de tes propres yeux. Et maintenant, tu joues au scientifique qui veut imposer ses opinions aux autres. Laisse donc les gens croire ce qu'ils veulent !

On fait la science avec des faits, comme on fait une maison avec des pierres ; mais une accumulation de faits n'est pas plus une science qu'un tas de pierres n'est une maison.

Henri Poincaré (1854-1912), La science et l'hypothèse.
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## A first step into theoretical physics

Theoretical physics is a branch of physics whose ultimate goal is to formulate a (hopefully) unified theory that would be able to describe all phenomena that surround us, all laws of Mother Nature. One could picture it as the search for the DNA code of Nature. Our most serious candidate for this unified theory, the "theory of everything", is known as String Theory. As of today, the ideas developed in theoretical physics may rather sound like mathematical curiosities disconnected from reality. However, one should be aware that a certain amount of mathematical abstraction has always been required to construct theories that describe phenomenas of Nature. This awkward feeling one may experience with respect to contemporary theoretical physics is certainly strongly correlated to the absence of experimental verifications of the theories developed and studied by the actual community of theoretical physicists.

Once upon a time, physicists used to formulate theories to describe phenomena of Nature they could experience. Isaac Newton's theory of classical mechanics and law of universal gravitation were formulated in 1687 relying upon experiments. However, we know today that Newton's theory of classical mechanics only describes systems of particles at sizes and velocities we can experience in daily life. An experimentally tested theory is a valid theory if it gives a good description of some phenomena "within the limits of accuracy of the experiments one can design to check its validity".

The first hint that Newton's classical mechanics is only useful to describe systems in specific regimes appeared through the formulation of the laws of electromagnetism, describing electric, magnetic and optic phenomena, as given by James Clerck Maxwell in 1861. From one point of view, the theory of electromagnetism is clearly different from classical mechanics as it is a field theory where the variables can depend on the time coordinate but also on the coordinates of space. From another point of view, electromagnetism is also a theory whose formulation was dictated by experiments. As such, if the theories of both Maxwell and Newton were describing physical systems, they should rely on the same underlying physics. The discovery of electromagnetic plane waves, as solutions of Maxwell's equations, and the Michelson-Morley experiment led to conclude that light was an electromagnetic wave that traveled at the same velocity in any Galilean reference frame. This was obviously in contradiction with the underlying concepts of Newton's classical mechanics. This situation is maybe one of the most illustrative examples where inconsistency between theories relying on experiments was dealt with through theoretical considerations.

The resolution of this contradiction was brought in by Einstein in 1905 in his theory of special relativity. Einstein postulated that one can not go faster than light and that
physics should be equivalent in every inertial reference frame. To agree with this, one has to generalize the notion of Galilean reference frames. Relativistic classical mechanics is a generalization of Newton's classical mechanics that takes into account effects predicted by special relativity. The beauty of special relativity is that Maxwell's field theory of electromagnetism was already cast in a form that agrees with Einstein's theory. As such, Maxwell's theory is a relativistic field theory.

From experimental facts, it was already quite clear at the time that Newton's theory of classical mechanics was also not valid to describe very small sized objects such as subatomic particles. The description of such systems was explained through the theory of quantas at the beginning of the $\mathrm{XX}^{\text {th }}$ century. The quantum theory of electromagnetism, a relativistic quantum field theory, required the matching of the quantum theory of particles with special relativity. The formulation of such a theory led to the construction of relativistic quantum field theories which provide a unified framework to describe field-like objects and particlelike objects.

Along the $\mathrm{XX}^{\text {th }}$ century, two new interactions known as the weak and strong interactions were uncovered. The range of these interactions is very small. This makes them purely quantum-like in Nature. Just like electromagnetism, these interactions are also described by specific quantum field theories. The unification of the electromagnetic, weak and strong interactions is formulated by the Standard Model of particles. In this model, the interactions mediate the dynamics of the elementary parts of matter, called elementary particles. These elementary particles are understood as sources of the fields.

In this whole discussion, we have left aside Newton's law of universal gravitation. Along with the discovery of special relativity, it seemed logical that one should modify such a law in a way that takes into account relativistic effects. Instead of dealing with such a reformulation, Einstein introduced a totally new concept of space and time based on the principle of equivalence, which roughly states that all observers fall the same way in a gravitational field. Its main idea was to translate the free-fall trajectory followed by an object submitted to a gravitational field into a trajectory in a curved spacetime background. The gravitational field is also understood as the curving of spacetime, while energy acts as its source. This theory of General Relativity was formulated by Einstein in 1915.

The experiments one can design today allow us to appreciate the beauty of the quantum field theories of the electromagnetic, weak and strong interactions but also of the theory of General Relativity describing the gravitational interaction. These theories could be thought, at our time, just like Newton's law at the time it was formulated; they are valid theories in the sense that they have survived all experimental tests one was able to design to check their validity.

However, there is a main difference. Indeed, for example, the theory of general relativity has predicted its own domain of validity through the existence of black hole singularities. For describing such entities, one needs an understanding of the gravitational interaction at the quantum level. Also, the formulated quantum field theories are not well understood in non-perturbative regimes. As such, and in the "absence" of experimental facts, new insight is required.

In the last thirty years or so, theoretical physics has become more and more a branch of physics in itself which tries to approach the formulation of a quantum theory of gravita-
tion, and the description of non-perturbative phenomena, through the study of symmetries, dualities and correspondences between various theories. One of the most notorious theory that has come out of these analyses is known as String Theory. In this theory, one considers elementary particles and interactions as different vibrations of extremely small unidimensional strings. The main success of string theory is that it provides a quantum theory that contains gravity, i.e. the spin 2 particle is also understood as a mode of the vibrating string.

To deal with the many puzzling phenomena Nature wants to reveal us, one needs to be equipped with appropriate mathematical tools. The work presented in this thesis deals with aspects of the theory of General Relativity and its symmetries. I would like to consider this work as a piece of the puzzle.

## About this thesis

The research I conducted during these last four years, which is reported in this thesis, was motivated by the application of the electromagnetic duality idea to general relativity. It has been shown, in 2004, that such a duality symmetry exists at the level of the linearized action of general relativity [1]. It is known as gravitational duality. The hope that gravitational duality could be a symmetry of the non-linear theory finds its origin in the existence of a solution of the non-linear Einstein's equations, known as the Lorentzian Taub-NUT metric, which seems to describe a gravitational monopole. This solution presents several aspects of an ill-behaved solution of Einstein's equations, as described by the usual notions and tools introduced by general relativity, and is often rejected on physical grounds. However, if general relativity predicts its existence, I believe that this may not be the correct attitude. Indeed, I think one should rather try to explain how it can be described or, at least, try to formulate the appropriate framework where one could deal with such solutions. This thesis addresses the gravitational duality symmetry in the linearized theory and highlights, from several different perspectives, the problems underlying a complete understanding of gravitational duality, and the description of dyonic solutions, in the non-linear theory.

During my work on gravitational duality, I got interested in the study of charges associated to asymptotically flat spacetimes at spatial infinity in general relativity or supersymmetric extensions of it. The usual "Noether" charges one defines in general relativity are referred to as "electric" charges. The topological ones, which we were able to define at the linearized level through gravitational duality, are referred to as "magnetic" charges. It is using a specific framework, known as the Beig-Schmidt formalism, that I started wondering about a possible formulation of topological charges at the non-linear level. However, I realized that, even nowadays, some subtleties in the definitions of "electric" conserved charges at spatial infinity or in hypotheses underlying validity of variational principles are not completely settled. In the last two years, I have mainly focused on trying to clarify these issues. The history will tell us if this was of any help in understanding "magnetic" charges at the full non-linear level.

This thesis describes the work that was presented in the following publications, given in chronological order,

1. "Supersymmetry and Gravitational duality"
R. Argurio, F. Dehouck, L. Houart
arXiv:0810.4999v3 [hep-th] Phys. Rev. D79: 125001, 2009.
2. "Boosting Taub-NUT to a BPS NUT-wave"

R. Argurio, F. Dehouck, L. Houart arXiv:0811.0538v1 [hep-th] JHEP 0901:045, 2009.

3. "Why not a di-NUT" ? or Gravitational duality and rotating solutions" R. Argurio, F. Dehouck arXiv:0909.0542 [hep-th] Phys. Rev. D81:064010,2010.
4. "Gravitational duality in General Relativity and Supergravity theories F.Dehouck arXiv:1101.4020 [hep-th] Nucl.Phys.Proc.Suppl.216:223-224,2011
5. "On Asymptotic Flatness and Lorentz Charges"
G. Compère, F. Dehouck, A. Virmani
arXiv:1103.4078 [gr-qc] Class.Quant.Grav.28:145007,2011
6. "Relaxing The Parity Conditions of Asymptotically Flat Gravity"
G. Compère, F. Dehouck
arXiv:1106.4045
We have chosen to split this thesis into three parts, in a way that seemed more appropriate for a presentation of conserved charges in gravity theories, as we now detail.

## Part I - Electric side: Asymptotic flatness and Poincaré charges

The first part deals with the definition of "electric" charges for asymptotically flat spacetimes at spatial infinity. As we have not been able to make sense of "magnetic" charges in the non-linear context, we will not have much to say about them in this first part. The original work presented here is contained in the two more recent publications listed here above.

Conserved charges for gauge field theories can be constructed from the consideration of asymptotic gauge transformations, which act as "global" transformations at large distances. As a consequence, the study of such charges must proceed through the description of the asymptotic properties of the fields. In more technical terms, we deal with specific boundary conditions which specify a particular class of solutions that behave asymptotically in the same way. Given a set of such boundary conditions, one can study the asymptotic symmetries and construct the "Noether" charges generated by these symmetries, in terms of surface integrals.

General Relativity is a non-linear theory of space and time that is invariant under diffeomorphisms, i.e. under local reparametrizations of coordinates. It is thus also possible to define conserved charges as we have just explained. However, this theory presents two major difficulties. The first problem is related to the fact that the field in question is the metric. The background field is now also the dynamical field. For constructing charges associated to asymptotic diffeomorphisms, one has to describe first in what sense asymptotic properties of the metric should be understood. Secondly, because it is a non-linear theory, conserved charges associated to specific asymptotic symmetries might turn out to present non-linearities in the asymptotic fields. The analysis is thus more complicated than for linear gauge field theories, such as electromagnetism.

The study of conserved charges in general relativity was initiated by considering a class of spacetimes that approach Minkowski spacetime, in two different regimes known as null infinity and spatial infinity. These solutions are referred to as asymptotically flat spacetimes. We only restrict in this first part to considerations at spatial infinity. The study of asymptotically flat spacetimes at spatial infinity has a long history. Nevertheless, the topic has constantly been evolving through the years, see e.g. $[2,3,4,5,6,7,8]$ for a relevant sample of classic works before the eighties, $[9,10,11,12,13,14,15,16,17,18,19]$ for a sample of works in the last thirty years. The traditional approach presented in the literature can be summed up as follows. The set of boundary conditions are fixed so that they define a set of physically interesting spacetimes, such as the Schwarzschild or Kerr black holes, and so that charges can be made finite and conserved. These works have all found that the non-trivial asymptotic symmetries restrict to the isometries of the Minkowski metric. As such, one obtains a description of asymptotically flat spacetimes at spatial infinity in terms of Poincaré charges. One important feature of all these constructions is that the set of conserved charges are linear in the fields.

The specification of the asymptotic symmetries, through the choice of specific boundary conditions, is however a quite difficult task. In this first part, we would like to emphasize the importance of the study of the equations of motion to see what restrictions should be imposed on the asymptotic fields. Also, we will discuss the problem of regulation of infinities which seems to have been, up to now, the main guideline in the choice of boundary conditions. Through the study of the equations of motion and the definition of a good variational principle, we achieve a description of a class of asymptotically flat metrics that is more general than previously considered in the literature. Our conserved and finite charges represent a larger asymptotic symmetry group than the Poincaré group. Also, we find that the Lorentz charges may present non-linearities in the asymptotic fields.

Chapter 1: This first chapter is intended as a broad review of conserved charges associated to global and gauge symmetries of an action as described by Noether's theorem. We mainly focus on the construction of "global" charges for general relativity. For example, we review the construction of Abbott and Deser [10] who defined charges associated to isometries of a background metric. In the asymptotically flat regime, we present a review of the methods used to describe the asymptotic properties of Minkowski spacetime. At spatial infinity, we present the work of Regge and Teitelboim [6] who first obtained, from the Hamiltonian action, Poincaré surface charges as generators of asymptotic symmetries.

Chapter 2: We review the Beig-Schmidt formalism to describe asymptotically flat spacetimes at spatial infinity. We propose an extension of their definition of asymptotic flatness by considering an extended class of metrics. We study the generic construction of independent, conserved, finite, and non-trivial charges one can built for such spacetimes through the study of the equations of motion in the asymptotic expansion.

Although we recover the standard results for the "usual" boundary conditions, we stress out that the equations of motion do impose less stringent restrictions.

Chapter 3: This chapter elaborates on the considerations presented in chapter 2 while
making use of covariant methods to construct charges associated to asymptotic symmetries. Our first result is a clear understanding of the equivalence between counter-term charges constructed from the stress-energy tensor of Mann and Marolf [17] and the construction of Ashtekar and Hansen [8]. From the study of the symplectic structure for our class of spacetimes, we show that the variational principle of Mann and Marolf is ill-defined when specific parity conditions are not imposed. We propose a regulation of the phase space for a class of spacetimes, where we do not impose these parity conditions, through a fixation of the ambiguity in the off-shell Einstein-Hilbert action and the symplectic structure obtained from this action. This analysis generalizes the constructions that are present in the literature and provides a new way of looking at spatial infinity in the asymptotically flat regime.

## Part II: Magnetic theory through duality

Gravitational duality is a symmetry of the linearized Hamiltonian action of General Relativity. If we can define "electric" charges, one should be able to define "magnetic" charges to characterize the solutions obtained through duality transformations. It is in this sense that the linearized Taub-NUT solution was first understood as a gravitational dyon, see for example $[20,21,22]$.

The second part of this thesis deals with gravitational duality in the linearized theory. We use it as a playground to construct topological charges and study the sources of dual solutions obtained through duality rotations.

Chapter 4: This chapter is a review of the electromagnetic duality as a classical symmetry of Maxwell's equations. We also briefly comment on the great successes of this theoretical construction, such as the explanation of the quantization of the electric charge.

Chapter 5: In here, we review the gravitational duality as a symmetry of the equations of motion. We propose a definition of ten "magnetic" charges at spatial infinity, these are referred to as the dual Poincaré charges. We use this construction as a playground to study the dual solutions of some "electric" solutions such as the Schwarzschild and Kerr black holes, and the shock pp-waves. In the presence of topological contributions, we point out the difficulty, already at the linearized level, of a definition of Lorentz charges in terms of surface integrals.

## Part III: Gravitational duality and Supersymmetry

Supersymmetry has been one of the major ingredients in providing evidence for dualities in the realm of string theories and M-theory. In particular, there is a very tight relation between U-duality [23], the most general duality encompassing electric-magnetic duality, S-duality and T-duality, and the existence of BPS bounds following from the most general maximally extended supersymmetry algebra. This relation follows from the fact that states (or supergravity solutions) which preserve some supersymmetries also saturate a BPS bound
which takes the form $M=|Z|$, where $Z$ is a U-duality invariant combination of all the possible charges arising in the specific theory one is considering. These charges, which correspond to possibly extended charged objects, arise in the supersymmetry algebra as central extensions $[24,25]$, and this is the reason why they enter in the BPS bound.

It is however striking that U-duality acts only on the right hand side of the BPS bound, while it leaves the left hand side, $M$, invariant. It is natural to ask whether there are more general duality transformations that also act on $M$. It is because of these considerations that we believe gravitational duality, which maps the mass $M$ to a magnetic mass $N$, may play an important role, see also $[1,26,27,28,29,30,31,32]$

It is the purpose of this part III to study the "magnetic" solutions as supersymmetric solutions of supergravity theories and their "topological" contributions to the BPS bounds and the supersymmetry algebras.

Chapter 6: To deal with solutions of supergravity theories, we start by a review of several aspects relevant to the original work presented in the next chapter. We review how supergravities are local supersymmetric theories and present the $\mathcal{N}=1$ and $\mathcal{N}=2$ supergravities. We then elaborate on the construction of bosonic solutions to these theories. We then comment on a specific method to solve for the Kiling spinors, parameters of supersymmetry transformations.

Chapter 7: In this last chapter, we establish the supersymmetry properties of the Lorentzian charged Taub-NUT solution in $\mathcal{N}=2$ supergravity and review the appearance of the NUT charge in the BPS bound. We also recover the expressions for the dual momenta established in Part II by considering a complexified Witten-Nester two-form. This construction also illustrates how the NUT charge copes with the $\mathcal{N}=2$ supersymmetry algebra. We end up by discussing these considerations in $\mathcal{N}=1$ supergravity through the study of pp-waves solutions.
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## Part I

Electric side: Asymptotic flatness and Poincaré charges

## General relativity and conserved charges

In this chapter, our main concern will be to review the fact that, for general relativity, conserved charges can be expressed as surface integrals and are associated to asymptotic symmetries which are to be understood as asymptotic diffeomorphisms that preserve the form of a given class of metrics at infinity.

To arrive at such statements, we first review, in section 1.1, the Lagrangian and Hamiltonian reformulations of Newton's classical mechanics. This allows us to state Noether's theorem which shows that to any differentiable symmetry of an action, one can associate a conserved charge, known as the Noether charge. The study of the conserved charges of a system can thus be engineered from the study of the symmetries of the action. In Hamiltonian formalism, we see that the Noether charges of the system are also the generators of the symmetries of the action. To describe gauge systems, we briefly review the Hamiltonian formulation of constrained systems. We obtain that gauge symmetries are generated by first class constraints and are thus vanishing on-shell. In section 1.2 , we present the Lagrangian and Hamiltonian formulations of General Relativity. We also review how Einstein's equations can be brought into a system with a well-posed initial value formulation. In section 1.3, we apply Noether's theorem to gauge fields theories and show that conserved charges should be associated to asymptotic symmetries. For general relativity, we review the construction of Abbott and Deser [10] who constructed conserved charges associated to isometries of a background metric. The section 1.4 is devoted to the study of the asymptotic region of Minkowski spacetime, the spacetime of special relativity. We discuss the presence of two separated regions at infinity known as null and spatial infinity. Focusing on spatial infinity, we review two different ways the information reaching this region can be described by means of a limiting procedure of information contained on three-dimensional hypersurfaces. The seminal work of Regge and Teitelboim [6] which established the role of surface integrals as generators of asymptotic symmetries at spatial infinity is reviewed in section 1.5. Eventually, we end up in section 1.6 by a brief summary and a discussion about several aspects concerning the determination of asymptotic symmetries. This discussion is also intended as a motivation for the original work presented in the next two chapters.

### 1.1 Gauge symmetries and associated charges

Gauge theories are theories that are invariant under local transformations of the variables. In more formal language, one says that gauge transformations map an allowed state, described by the observables (in the case of electromagnetism by the values of the electric and magnetic fields,...), to another allowed equivalent state. There is thus some redundancy in the description of the physical variables. The fact that gauge transformations are maps between equivalent states is to be understood in constrast with global symmetries which are symmetries of the theory but do change the state of the system.

In this section, we review basic facts about the Lagrangian and Hamiltonian formalisms of classical mechanics. We stress out how Noether's theorem is expressed in those two languages. In the Hamiltonian formalism, we see that the Noether charge, associated to a symmetry of the Hamiltonian action, is also the generator of that symmetry. We then see how gauge systems are constrained Hamiltonian systems and briefly review the study of such systems. The main result of this section is the expression of the generator of a gauge symmetry, i.e. the conserved charge. We see that the generating function can be expressed in the basis of (first class) constraints. It is thus zero on-shell. In the next section, we will comment on how these considerations are generalized to field theories and how one can make sense of non-trivial conserved charges associated to asymptotic gauge symmetries.

We should stress out that the considerations in this section are largely borrowed from the book of M. Henneaux and C. Teitelboim [33] and also from unpublished notes prepared for lectures I gave in september 2010, in collaboration with C. Troessaert, at the sixth Modave Summer School, Modave, Belgium.

### 1.1.1 Lagrangian and Hamiltonian formalisms

The Lagrangian and Hamiltonian formalisms are reformulations of the theory of classical mechanics of Newton. The basic tool of the Lagrangian formalism is to use, instead of the usual coordinates used in Newton's classical mechanics (and leading to vectorial equations), generalized coordinates $q_{i}$. When some of Newton's equations may be redundant and way more complicated to solve, the use of these independent coordinates describe the real degrees of freedom of the system and simplify greatly its study. The Euler-Lagrange equations (1788), desribing a system with $N$ degrees of freedom, were obtained by re-expressing d'Alembert's principle of virtual works using variational calculus. The result is

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{i}}-\frac{\partial L}{\partial q_{i}}=0 \tag{1.1.1}
\end{equation*}
$$

where $i=1 \ldots N$. Newton's vectorial equations are reduced to a system of $N$ second order differential equations. Here, $L$ is the Lagrangian

$$
\begin{equation*}
L=L\left(q_{i}, \dot{q}_{i}\right)=T-V, \tag{1.1.2}
\end{equation*}
$$

where $T$ and $V$ are respectively the kinetic and potential energy of the system.
During his work on reformulating Lagrange classical mechanics, as we review below, Hamilton noticed that Euler-Lagrange equations can actually be obtained from an action
principle. This is known as Hamilton's principle and states that starting from the action

$$
\begin{equation*}
S=\int L d t \tag{1.1.3}
\end{equation*}
$$

and demanding that the variation of this action is zero, or asking stationarity of this action, $\delta S=0$ we recover Euler-Lagrange equations. Derivation of equations of motion by means of a variational principle is by now a central concept in physics. We say that an action possesses a good variational principle if the variation of the action is zero upon imposing the equations of motion.

What Emmy Noether proved in 1918, is that to every symmetry of the action, one can associate a conserved charge. By invariance of the action we mean that under a transformation of the generalized coordinates

$$
\begin{equation*}
q_{i} \rightarrow \tilde{q}_{i}(q, s)=\tilde{q}_{i}(q, 0)+\left.\frac{d \tilde{q}_{i}}{d s}\right|_{s=0} s+O\left(s^{2}\right) \tag{1.1.4}
\end{equation*}
$$

where $\bar{q}_{i}\left(q_{j}, 0\right)=q_{i}(0)$, the action is such that $\delta S=0$. Alternatively, this means that the variation of the Lagrangian is equal to a total derivative

$$
\begin{equation*}
\delta L=\left.\frac{d L}{d s}\right|_{s=0}=\frac{d f}{d t} . \tag{1.1.5}
\end{equation*}
$$

To recover Noether's result, we see that from considering a generic variation of $\delta L$, we can write

$$
\begin{equation*}
\frac{d L}{d s}=\frac{\partial L}{\partial q^{i}} \frac{d q^{i}}{d s}+\frac{\partial L}{\partial \dot{q}^{i}} \frac{d \dot{q}^{i}}{d s}=\frac{d f}{d t}, \tag{1.1.6}
\end{equation*}
$$

and that, upon using the Euler-Lagrange equations of motion, we have

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial L}{\partial \dot{q}^{i}} \frac{d q^{i}}{d s}-f\right]=0 \tag{1.1.7}
\end{equation*}
$$

A constant of the motion, or a conserved charge $Q$, is a function such that $d Q / d t=0$. We have thus proven that when a general transformation is a symmetry of the action, one can define an associated conserved charge which is

$$
\begin{equation*}
Q \equiv \frac{\partial L}{\partial \dot{q}^{i}} \frac{d q^{i}}{d s}-f \tag{1.1.8}
\end{equation*}
$$

As an example, let us suppose we want to deal with a system that is invariant under translations of time. We set the parameter $s=t$ and from (1.1.6) we have $f=L$ in the above demonstration. The conserved charge is just

$$
\begin{equation*}
\frac{d H}{d t}=0, \quad H \equiv \frac{\partial L}{\partial \dot{q}^{i}} \frac{d q^{i}}{d t}-L=p_{i} \dot{q}^{i}-L \tag{1.1.9}
\end{equation*}
$$

We will see in the following that $H$ is known as the Hamiltonian. It represents the energy of the system. Through Noether's theorem, we see that the conserved energy of a system is associated to the invariance of this system under time translations.

Rowan Hamilton (1805-1865) noticed that the Lagrangian formalism may be confusing because the generalized velocities $\dot{q}_{k} \equiv d q_{k} / d t$ seem at first sight to depend on the generalized coordinates. However, given the $2 N$ initial coordinates $q$ and $\dot{q}$, we would like to specify, using the Euler-Lagrange equations ${ }^{1}$, the future of the system at any time $t$. If this can be done, we say that the system has a good initial value formulation. We thus see that the $\dot{q}_{i}(t)$ are depending on the $N$ initial conditions $\dot{q}_{i}(0)$ of the generalized velocities but not on the generalized coordinates $q_{i}$. Hamilton's reformulation of the Lagrangian formalism resides in a change of variables to get rid of this potential confusion and set the 2 N coordinates on the same footing. He introduced a set of $2 N$ independent coordinates $q_{i}$ and $p_{i}$ where $p_{i}$ are the conjugate momenta defined as

$$
\begin{equation*}
p_{i} \equiv \frac{\partial L}{\partial \dot{q}_{i}} . \tag{1.1.10}
\end{equation*}
$$

We will refer to these coordinates as the canonical coordinates. To formulate the theory in terms of these canonical variables, Hamilton defines the function $H$, called the canonical Hamiltonian

$$
\begin{equation*}
H_{c} \equiv p_{i} \dot{q}^{i}-L \tag{1.1.11}
\end{equation*}
$$

where $L$ is the Lagrangian. The easiest way to see that $H$ is a function of $q$ and $p$ is to realize that the Hamiltonian is the Legendre transform of the Lagrangian which maps the space $(q, \dot{q})$ to the so-called "phase space" $(q, p)$ and vice-versa.

The Legendre transform of a function $f$ is the function $\vec{f}$ defined by

$$
\begin{equation*}
\bar{f}(q, p, y) \equiv \max _{y}[p y-f(q, y)] \tag{1.1.12}
\end{equation*}
$$

and depends a priori on the three variables $q, p, y$. However, one easily sees that the right hand side of this last equation is maximized when

$$
\begin{equation*}
\frac{d}{d y}(p y-f(y))=p-\frac{d f}{d y}=0 \rightarrow p=\frac{d f}{d y}, \tag{1.1.13}
\end{equation*}
$$

which means that if we invert this last relation to obtain $y$ as a function of $p$, the Legendre transform only depends on $q$ and $p$ and is defined by

$$
\begin{equation*}
\tilde{f}(q, p)=p y(p)-f(q, y(p)) \tag{1.1.14}
\end{equation*}
$$

Said that, and given the definition (1.1.11), one easily verifies that the Hamiltonian $H=H(q, p)$ is indeed the Legendre transform of the Lagrangian $L(q, \dot{q})$ for the variable $y=\dot{q}$. Doing this transformation, we have replaced the coordinate $\dot{q}$ by the coordinate $p$.

[^0]The Lagrangian formalism starts from the definition of a Lagrangian, the conjugate momenta and the Euler-Lagrange equations

$$
\begin{align*}
& L=L\left(q_{i}, \dot{q}_{i}\right), \quad p^{i}=\frac{\partial L}{\partial \dot{q}_{i}} \\
& \frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{i}}-\frac{\partial L}{\partial q_{i}}=0 \tag{1.1.15}
\end{align*}
$$

The properties of the Legendre transform allow to recover, from the Hamiltonian, all the information about the Lagrangian through the inverse relations that express the velocities in terms of the coordinates and the momenta. In Hamiltonian formalism, we have the Hamiltonian and Hamilton's equations

$$
\begin{align*}
& H\left(q_{i}, p_{i}\right)=p_{i} \dot{q}^{i}-L, \quad \frac{\partial H}{\partial q^{i}}=-\frac{\partial L}{\partial q^{i}}, \quad \dot{q}^{i}=\frac{\partial H}{\partial p^{i}},  \tag{1.1.16}\\
& \dot{p}^{i}=-\frac{\partial H}{\partial q^{i}}, \tag{1.1.17}
\end{align*}
$$

where the last two equations in (1.1.16) come from the following two variations ${ }^{2}$

$$
\begin{equation*}
\delta H=\frac{\partial H}{\partial q^{n}} \delta q^{n}+\frac{\partial H}{\partial p^{n}} \delta p^{n}, \quad \delta H=\dot{q}_{n} \delta p^{n}-\frac{\partial L}{\partial q^{n}} \delta q^{n} \tag{1.1.18}
\end{equation*}
$$

The relation (1.1.17) is a rewriting of Lagrange's equations

$$
\begin{equation*}
0=\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{n}}-\frac{\partial L}{\partial q_{n}}=\dot{p}^{n}-\frac{\partial L}{\partial q_{n}}=\dot{p}^{n}+\frac{\partial H}{\partial q^{n}} . \tag{1.1.19}
\end{equation*}
$$

One easy way to recover Hamilton's equations is from the variational principle

$$
\begin{align*}
0=\delta S=\delta \int L d t & =\delta \int\left(p^{n} \dot{q}_{n}-H\right) d t \\
& =\int\left[\left(\dot{q}^{n}-\frac{\partial H}{\partial p^{n}}\right) \delta p_{n}-\left(\dot{p}^{n}+\frac{\partial H}{\partial q^{n}}\right) \delta q_{n}\right]+\left[p^{n} \delta q_{n}\right]_{1}^{2} \tag{1.1.20}
\end{align*}
$$

Note that we also need to set $\delta q_{i}\left(t_{1}\right)=\delta q_{i}\left(t_{2}\right)=0$. Here, the action $S$ is called the Hamiltonian action.

An important object one can define on the phase space $(q, p)$ is the Poisson bracket

$$
\begin{equation*}
[F, G]=\frac{\partial F}{\partial q^{n}} \frac{\partial G}{\partial p_{n}}-\frac{\partial F}{\partial p_{n}} \frac{\partial G}{\partial q^{n}} \tag{1.1.21}
\end{equation*}
$$

where $F$ and $G$ are functions of the canonical variables $p$ and $q$. Using this bracket, the equations of motion take the simpler and more compact form

$$
\begin{equation*}
\dot{F}=[F, H] \tag{1.1.22}
\end{equation*}
$$

[^1]whith $F=p$ or $F=q$, or more generally $F=F(q, p)$. We see that the Poisson bracket defines the evolution of the dynamical variables $F(q, p)$.

An important property of this bracket is that for every function $G(q, p, t)$ on phase space, we have

$$
\begin{equation*}
\frac{d G}{d t}=\frac{\partial G}{\partial q_{i}} \dot{q}_{i}+\frac{\partial G}{\partial p_{i}} \dot{p}^{i}+\frac{\partial G}{\partial t}=[G, H]+\frac{\partial G}{\partial t}, \tag{1.1.23}
\end{equation*}
$$

where in the second equality we made use of Hamilton's equations. As we already said, a function $G(q, p, t)$ is a constant of motion if it fulfills $d G / d t=0$. The Poisson bracket of two constant of motions will thus be another constant of motion. Indeed, given $G_{1}$ and $G_{2}$, two constants of motion, we have

$$
\begin{align*}
{\left[\left[G_{1}, G_{2}\right], H\right] } & =\left[G_{1},\left[G_{2}, H\right]\right]+\left[\left[G_{1}, H\right], G_{2}\right]=\left[G_{1},-\frac{\partial G_{2}}{\partial t}\right]+\left[-\frac{\partial G_{1}}{\partial t}, G_{2}\right] \\
& =-\frac{\partial}{\partial t}\left[G_{1}, G_{2}\right] \tag{1.1.24}
\end{align*}
$$

where we used the Jacobi identity, which the Poisson bracket satisfies, and (1.1.23). This result states nothing else than

$$
\begin{equation*}
\frac{d G_{1}}{d t}=0, \frac{d G_{2}}{d t}=0, G_{3} \equiv\left[G_{1}, G_{2}\right] \quad \rightarrow \quad \frac{d G_{3}}{d t}=0 \tag{1.1.25}
\end{equation*}
$$

In other words, we have shown that the constants of motion form a closed algebra under the Poisson bracket. Note eventually that if a function $G$ does not depend explicitly on time, the condition for $G$ to be a constant of motion reduces to

$$
\begin{equation*}
[H, G]=0 \leftrightarrow \dot{G}=\frac{d G}{d t}=0 \tag{1.1.26}
\end{equation*}
$$

meaning that it must Poisson commute with $H$. This also implies that if the Hamiltonian does not depend on time, it is automatically a constant of motion.

Let us now revisit Noether's theorem in the Hamiltonian formalism. Here, one could try to generalize the change of coordinates that left the Lagrangian action invariant by defining a general transformation of the form

$$
\begin{equation*}
\delta q_{i}=Q_{i}(q, p, t), \quad \delta p_{i}=P_{i}(q, p, t) \tag{1.1.27}
\end{equation*}
$$

that would leave the Hamiltonian action invariant. As previously said, we look for ${ }^{3}$

$$
\begin{equation*}
\delta L=\frac{d f(q, p, t)}{d t} \tag{1.1.28}
\end{equation*}
$$

Now, by computing $\delta L=\delta\left(p_{i} \dot{q}^{i}-H\right)$, we get

$$
\begin{equation*}
\delta L=P_{i} \dot{q}^{i}+p \frac{d}{d t} Q_{i}-\frac{\partial H}{\partial p_{i}} P_{i}-\frac{\partial H}{\partial q_{i}} Q_{i}=\frac{d f}{d t} \tag{1.1.29}
\end{equation*}
$$

[^2]By further expanding the total time derivatives, one obtains

$$
\begin{equation*}
\left[P_{i}+p_{j} \frac{\partial Q^{j}}{\partial q^{i}}-\frac{\partial f}{\partial q^{i}}\right) \dot{q}^{i}+\left[p_{j} \frac{\partial Q^{j}}{\partial p^{i}}-\frac{\partial f}{\partial p^{i}}\right] \dot{p}^{i}+\left[p^{i} \frac{\partial Q_{i}}{\partial t}-\frac{\partial f}{\partial t}-\frac{\partial H}{\partial p_{i}} P_{i}-\frac{\partial H}{\partial q_{i}} Q_{i}\right]=0 \tag{1.1.30}
\end{equation*}
$$

Off-shell, the $\dot{q}$ 's and the $\dot{p}$ 's are independent of the $q$ 's and $p$ 's. One sees that the equation actually decouples into a set of three equations, the first two terms can easily be seen to rewrite as

$$
\begin{align*}
P_{i} & =-\frac{\partial}{\partial q_{i}}\left(p_{j} Q^{j}-f\right), \\
Q_{i} & =\frac{\partial}{\partial p_{i}}\left(p_{j} Q^{j}-f\right) . \tag{1.1.31}
\end{align*}
$$

Defining $G \equiv p_{j} Q^{j}-f$ and using the definition of the Poisson bracket, we can write

$$
\begin{equation*}
\delta q_{i}=Q_{i}=\left[q_{i}, G\right], \quad \delta p_{i}=P_{i}=\left[p_{i}, G\right] . \tag{1.1.32}
\end{equation*}
$$

If we now plug this last result into the last term of (1.1.30), we obtain

$$
\begin{align*}
0 & =\frac{\partial\left(p^{i} Q_{i}-f\right)}{\partial t}-\frac{\partial H}{\partial p_{i}} P_{i}-\frac{\partial H}{\partial q_{i}} Q_{i}=\frac{\partial G}{\partial t}+\frac{\partial H}{\partial p_{i}} \frac{\partial G}{\partial q_{i}}-\frac{\partial H}{\partial q_{i}} \frac{\partial G}{\partial p_{i}} \\
& =\frac{\partial G}{\partial t}+[G, H] \tag{1.1.33}
\end{align*}
$$

which is the same as saying that $G$ is a constant of motion.
From (1.1.32), we see that symmetries of the action are generated by a function $G=$ $p_{j} Q^{j}-f$. We refer to them as the generators of the symmetries or the generating functions. Note that transformations that are generated by a function $G$ are called canonical transformations as they leave the canonical Poisson bracket invariant ${ }^{4}$. What Noether's theorem tells us is that to each symmetry of the action, one associates a conserved charge, or constant of the motion, which is also $G$.

The role of $G$ is thus twofold: It is the generator of a symmetry of the action and also the conserved charge associated to this symmetry.

In this thesis, we will always be concerned with symmetries of the action and their associated charges. For a specific symmetry, we will thus no longer make any distinction between its generator or its associated conserved charge.

Let us now see how one can describe gauge systems as Hamiltonian systems where some additional constraints are imposed.
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### 1.1.2 Gauge systems as constrained Hamiltonian systems

As we already emphasized, gauge theories are theories that are invariant under local transformations. In Lagrange's formalism, one sees that the presence of a gauge symmetry implies that the evolution of the dynamical quantities may allow for arbitrary functions of time. A gauge system is a system where the values of the generalized coordinates and velocities are given but where some transformations do not change the values of the accelerations which describe the physical quantities. In a sense, there are less degrees of freedom than the apparent ones, i.e. the $q_{i}$. Mathematically, gauge systems can be recognized as follows. If one starts from Lagrange's equations

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}}=0 \tag{1.1.34}
\end{equation*}
$$

and plugs in

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial q^{j}}{\partial t} \frac{\partial}{\partial q^{j}}+\frac{\partial \dot{q}^{j}}{\partial t} \frac{\partial}{\partial \dot{q}^{j}} \tag{1.1.35}
\end{equation*}
$$

the Euler-Lagrange equations write

$$
\begin{equation*}
\ddot{q}^{j} \frac{\partial^{2} L}{\partial \dot{q}^{j} \partial \dot{q}^{i}}=\frac{\partial L}{\partial q^{i}}-\dot{q}^{j} \frac{\partial^{2} L}{\partial q^{j} \partial \dot{q}^{i}} \tag{1.1.36}
\end{equation*}
$$

From this equation, one sees that the accelerations $\ddot{q}^{j}$ at a given time are uniquely determined by the velocities and positions at that time if

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial^{2} L}{\partial \dot{q}^{j} \partial \dot{q}^{i}}\right) \neq 0 \tag{1.1.37}
\end{equation*}
$$

meaning that this matrix can be inverted. Gauge systems will precisely fall into the class of systems where this matrix cannot be inverted.

To discuss gauge systems, we consider systems for which the matrix

$$
\begin{equation*}
A \equiv \frac{\partial^{2} L}{\partial \dot{q}^{j} \partial \dot{q}^{i}} \tag{1.1.38}
\end{equation*}
$$

is non-invertible, or not of maximal rank. We will fix the rank, assumed to be constant throughout $(q, \dot{q})$-space, of the matrix $A$ to be $2 N-M$. By using the definition of the conjugate momenta, we see that

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial^{2} L}{\partial \dot{q}^{i^{\prime}} \partial \dot{q}^{i}}\right)=0 \rightarrow \operatorname{det}\left(\mathcal{J}_{i j}\right) \equiv \operatorname{det}\left(\partial p_{i} / \partial \dot{q}^{j}\right)=0 \tag{1.1.39}
\end{equation*}
$$

meaning that the determinant of the Jacobian $\mathcal{J}_{i j}$ of the transformation from the $p_{i}$ to the $\dot{q}_{i}$ is zero. Alternatively said, this means that the Legendre transform is not invertible or equivalently that, from $p=\partial L / \partial \dot{q}$, one can not determine uniquely the velocities as functions of the canonical variables $p, q$. One immediate consequence is that the conjugate momenta are not all independent but there rather exists some relations between the canonical coordinates that we call "primary constraints"

$$
\begin{equation*}
\phi_{m}(q, p)=0 \tag{1.1.40}
\end{equation*}
$$

where we let $m=1 \ldots M$ in agreement with the rank of $A$. The name "primary constraint" comes from the fact that the equations of motion are not used and imply thus no restrictions on the $q^{i}$ or $\dot{q}^{i}$. Here and in the following, we will always assume that the constraints are all independent. In full generality, one could also imagine a (reducible) system of constraints where only some of them are independent. We refer the reader to [33] for a study of reducible systems.

An Hamiltonian system in the presence of a general set of constraints is called a constrained Hamiltonian system. Although we have understood gauge systems as constrained Hamiltonian systems, one should pay attention to the fact that the latter system is a more general one as not all constrained Hamiltonian systems can be obtained from a gauge principle.

The rest of this section aims at reviewing the theory of constrained Hamiltonian systems. Especially, we point out how one can recover the invertibility of the Legendre transform, the classification of constraints into primary and secondary constraints and then into first and second class constraints, and how one can "solve" for the constraints. As previously mentioned, our aim is to show that first class constraints generate gauge symmetries. Indeed, reviewing Noether's theorem, we see that global symmetries are associated to first class functions which are constant of the motion while gauge symmetries are associated to first class functions which can be decomposed into the basis of first class constraints. As a consequence of this last result, the gauge symmetries are thus associated to trivial charges.

## Recovering invertibility of the Legendre transform

To deal with constrained Hamiltonian systems, defined from a Lagrangian, one must see at what cost the invertibility of the Legendre transform can be recovered in the presence of primary constraints.

The first thing to notice is that the properties of the Legendre transform imply that $H=p_{n} \dot{q}^{n}-L$ is a function of the canonical variables because

$$
\begin{equation*}
\delta H=\dot{q}^{n} \delta p_{n}-\delta q^{n} \frac{\partial L}{\partial q^{n}} \tag{1.1.41}
\end{equation*}
$$

However, in the presence of constraints, it is only a uniquely defined function of the canonical variables on the primary constraint surface, the $(2 N-M)$-dimensional submanifold defined by $\phi_{m}=0$.

If we want to restore the invertibility of the Legendre transform, we need to introduce $M$ extra variables, in agreement with the fact that the Legendre transformation can only be well defined between spaces of the same dimensionality. To achieve this, we will impose that the primary constraint surface is smoothly embedded in phase space and that it satisfies some regularity conditions that, roughly said, allows us to use the primary constraints as a local set of coordinates in the vicinity of the constraint surface. Under these assumptions, one can check the following two theorems ${ }^{5}$

Theorem 1: If a (smooth) function $G$ on phase space vanishes on the primary constraint surface, then (locally) $G=g^{m} \phi_{m}$.

[^4]Theorem 2: If $\lambda_{n} \delta q^{n}+\mu^{n} \delta p_{n}=0$ for arbitrary variations $\delta q^{n}, \delta p_{n}$, then

$$
\begin{align*}
\lambda_{n} & =u^{m} \frac{\partial \phi_{m}}{\partial q^{n}} \\
\mu^{n} & =u^{m} \frac{\partial \phi_{m}}{\partial p_{n}} \tag{1.1.42}
\end{align*}
$$

for some $u^{m}$. These equalities are true on the primary constraint surface.

With the help of the second theorem, it is easy to see that by using (1.1.18)

$$
\begin{equation*}
\left(\frac{\partial H}{\partial q^{n}}+\frac{\partial L}{\partial q^{n}}\right) \delta q^{n}+\left(\frac{\partial H}{\partial p^{n}}-\dot{q}_{n}\right) \delta p^{n}=0 \tag{1.1.43}
\end{equation*}
$$

we obtain the defining relations of the inverse Legendre transformation

$$
\begin{equation*}
q^{n}=q^{n}, \quad \dot{q}^{n}=\frac{\partial H}{\partial p^{n}}+u^{m} \frac{\partial \phi_{m}}{\partial p_{n}}, \quad-\left.\frac{\partial L}{\partial q^{n}}\right|_{\dot{q}}=\left.\frac{\partial H}{\partial q^{n}}\right|_{p}+u^{m} \frac{\partial \phi_{m}}{\partial q^{n}}, \tag{1.1.44}
\end{equation*}
$$

which now defines a transformation between spaces of the same dimension $2 N$. From $(q, \dot{q})$ space to the primary constraint surface of phase space, we have

$$
\begin{equation*}
q^{n}=q^{n}, \quad p_{n}=\frac{\partial L}{\partial \dot{q}^{n}}(q, \dot{q}), \quad u^{m}=u^{m}(q, \dot{q}) \tag{1.1.45}
\end{equation*}
$$

We have thus achieved our goal of restoring invertibility of the Legendre transformation by adding the extra independent variables $u^{m}$ thereby permitting a transformation between two spaces of same dimensionality.

With this in hand, we can go from the Euler-Lagrange equations to Hamilton's equations and we get

$$
\begin{equation*}
\dot{q}^{n}=\frac{\partial H}{\partial p^{n}}+u^{m} \frac{\partial \phi_{m}}{\partial p_{n}}, \quad \dot{p}^{n}=-\left.\frac{\partial H}{\partial q^{n}}\right|_{p}-u^{m} \frac{\partial \phi_{m}}{\partial q^{n}}, \quad \phi_{m}(p, q)=0 \tag{1.1.46}
\end{equation*}
$$

where the equations of motion can be written using the Poisson bracket as

$$
\begin{equation*}
\dot{F}=[F, H]+u^{m}\left[F, \phi_{m}\right] \tag{1.1.47}
\end{equation*}
$$

The first relation in (1.1.46) permits to recover the $\dot{q}^{n}$ when given the momenta (upon imposing $\phi_{m}=0$ ) and the $u^{m}$. Because the $\partial \phi_{m} / \partial p_{n}$ are assumed to be independent, two different sets of $u^{m}$ must give two different sets of $\dot{q}^{n}$. This also implies that the $u^{m}$ can in principle be expressed as $u^{m}(q, \dot{q})$.

Note that these equations of motion could also be obtained from the variational principle

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}}\left(\dot{q}^{n} p_{n}-H-u^{m} \phi_{m}\right)=0 \tag{1.1.48}
\end{equation*}
$$

under arbitrary variations $\delta q, \delta p$, and $\delta u^{m}$ with $\delta q_{n}\left(t_{1}\right)=\delta q_{n}\left(t_{2}\right)=0$. Here, the $u^{m}$ appear as Lagrange multipliers enforcing the primary constraints.

## The consistency algorithm: a full set of primary and secondary constraints

If we look at the equations of motion (1.1.46) for a constrained system, we sce that a necessary requirement is that every primary constraint also satisfies

$$
\begin{equation*}
\dot{\phi}_{m}=\left[\phi_{m}, H\right]+u^{n}\left[\phi_{m}, \phi_{n}\right]=0 \tag{1.1.49}
\end{equation*}
$$

Depending on the appearance of the parameters $u^{m}$ in the above expression, this requirement provides us with a secondary constraint $N(p, q)=0$, a relation involving only the $q$ 's and the $p$ 's and independent of the primary constraints, or with a relation involving the $u$ 's and thus restricting these parameters. Also, as an iterative consistency algorithm, if there is a secondary constraint $N(q, p)$ we also need to check that

$$
\begin{equation*}
\dot{N}=[N, H]+u^{m}\left[N, \phi_{m}\right]=0, \tag{1.1.50}
\end{equation*}
$$

does not bring new secondary constraints. In the end, we are left with a total sytem of $J$ constraints (primary and secondary) that we collectively denote by

$$
\begin{equation*}
\Phi_{j}, j=1 \ldots M, M+1 \ldots M+K(=J) \tag{1.1.51}
\end{equation*}
$$

where $K$ of them are secondary constraints. Note that we also assume in the following that the regularity conditions discussed above for the primary constraints apply to the full set of primary and secondary constraints. Remember that the constraints are assumed to be all independent such as to form an irreducible set of constraints.

## Towards a more fundamental classification of constraints: first and second class

Having determined the full set of constraints, the set of $J$ nonhomogeneous equations linear in the $M$ unknown $(M \leq J)$ parameters $u^{m}$

$$
\begin{equation*}
\left[\Phi_{j}, H\right]+u^{m}\left[\Phi_{j}, \phi_{m}\right] \approx 0 \tag{1.1.52}
\end{equation*}
$$

should possess solutions. Otherwise, this would mean that the system desribed by the Lagrangian is inconsistent. In the last equation, the sign $\approx$ refers to an equality that is only true on the primary constraint surface. We say that the expression is "weakly vanishing". One important consequence of Theorem 1 is that two functions that are the same on the constraint surface should be related by

$$
\begin{equation*}
F \approx G \rightarrow F-G=c^{k}(q, p) \Phi_{k} \tag{1.1.53}
\end{equation*}
$$

where the $\operatorname{sign}=$ denotes equality on the full phase space. A function on phase space that is $=0$ is said to be "strongly vanishing". Also, for three quantities $A, B$, and $C$ with $C \approx 0$, we have, using the Jacobi identity,

$$
\begin{equation*}
[A, B C] \equiv B[A, C]+[A, B] C \approx B[A, C] \rightarrow B[A, C] \approx[A, B C] \tag{1.1.54}
\end{equation*}
$$

The general solution to the non-homogeneous first order differential equation (1.1.52) is given by

$$
\begin{equation*}
u^{m} \approx U^{m}+v^{a} V_{a}^{m} \tag{1.1.55}
\end{equation*}
$$

where $U^{m}$ is a particular solution and $V^{m} \equiv v^{a} V_{a}^{m}$ is the general solution of the associated homogeneous system

$$
\begin{equation*}
V^{m}\left[\Phi_{j}, \phi_{m}\right] \approx 0 \tag{1.1.56}
\end{equation*}
$$

written in the basis ${ }^{6}$ of linearly independent solutions $V_{a}^{m}$. Upon solving this system, we have achieved a split between what is fixed by the consistency conditions, the $U^{m}$, and what is left totally arbitrary, i.e. the coefficients $v^{a}$.

One particularly interesting thing to notice is that both the primary constraints $\phi_{a} \equiv$ $V_{a}{ }^{m} \phi_{m}$ and $H^{\prime} \equiv H+U^{m} \phi_{m}$, defined using (1.1.55), Poisson commute with the general set of constraints $\Phi_{j}$

$$
\begin{equation*}
\left[\Phi_{j}, H^{\prime}\right] \approx 0, \quad\left[\Phi_{j}, \phi_{a}\right] \approx 0 \tag{1.1.57}
\end{equation*}
$$

Indeed, this can be seen by plugging the general solution (1.1.55) into the consistency conditions (1.1.52) and using (1.1.54). Doing so, we obtain

$$
\begin{equation*}
\left[\Phi_{j}, H^{\prime}\right]+v^{a}\left[\Phi_{j}, \phi_{a}\right] \approx 0 \tag{1.1.58}
\end{equation*}
$$

However, $\phi_{a}$ is also a basis of primary constraints which are solutions of the homogeneous equation

$$
\begin{equation*}
v^{a}\left[\Phi_{j}, \phi_{a}\right] \approx 0 \tag{1.1.59}
\end{equation*}
$$

implying that $\left[\Phi_{j}, \phi_{a}\right\} \approx 0$. To complete our proof, we just need to implement this last relation into (1.1.58).

The fact that $\phi_{a}$ and $H^{\prime}$ Poisson commute with the general set of constraints is a motivation to introduce a more interesting classification of constraints which makes direct use of the Poisson bracket.

A function $F(q, p)$ is said to be first class if its Poisson bracket with every constraint vanishes weakly

$$
\begin{equation*}
\left[F, \Phi_{j}\right] \approx 0 \tag{1.1.60}
\end{equation*}
$$

If it is not first class we will call it second class. A first class function on phase space is said to Poisson commute with all the constraints. Our first examples of first class functions are thus $\phi_{a}$ and $H^{\prime}$. In the following, we split the full set of constraints $\Phi_{j}$ into first class constraints $\gamma_{a}$ and second class constraints $\chi_{\alpha}$.

Before proceeding, let us define the total Hamiltonian as being the sum of the first class Hamiltonian $H^{\prime} \equiv H+U^{m} \phi_{m}$ and the first class primary constraints $\phi_{a}$ multiplied by arbitrary factors $v^{a}$

$$
\begin{equation*}
H_{T}=H^{\prime}+v^{a} \phi_{a} . \tag{1.1.61}
\end{equation*}
$$

One can check that the equations of motion reduce to

$$
\begin{equation*}
\dot{F} \quad=[F, H]+u^{m}\left[F, \phi_{m}\right] \approx\left[F, H+u^{m} \phi_{m}\right] \approx\left[F, H_{T}\right], \tag{1.1.62}
\end{equation*}
$$

[^5]upon using (1.1.54).
An important property of the definition of first class constraints is that it is preserved under the Poisson bracket operation. The Poisson bracket of two first class constraints is first class. This is shown by making use of Theorem 1 and the Jacobi identity. This result is indeed crucial because we will now show that first class constraints are generators of symmetries and thus form an algebra. Also, by Noether's theorem, charges associated to it should form a closed algebra under the Poisson bracket operation.

## First class functions as generators of symmetries

It is easy to see that no second class functions but only first class functions can be generating symmetries. Indeed, a symmetry of the equations of motion is a variation of the dynamical variables that leaves the equations invariant. As such they should map an allowed state to another (equivalent or non-equivalent) allowed state. Because an allowed state sits on the constraint surface, we should have by consistency of the theory that $\delta \Phi_{i} \approx 0$. If this last statement is not true, then we would allow for symmetry transformations that bring us out of the constraint surface, an inconsistent statement. For a canonical transformation, we have

$$
\begin{align*}
\delta \Phi_{i} & =\frac{\partial \Phi_{i}}{\partial q_{n}} \delta q^{n}+\frac{\partial \Phi_{i}}{\partial p_{n}} \delta p^{n}=\frac{\partial \Phi_{i}}{\partial q_{n}}[q, G]+\frac{\partial \Phi_{i}}{\partial p_{n}}[p, G] \\
& =\frac{\partial \Phi_{i}}{\partial q_{n}} \frac{\partial G}{\partial p^{n}}+\frac{\partial \Phi_{i}}{\partial p_{n}} \frac{\partial G}{\partial q^{n}} \equiv\left[\Phi_{i}, G\right] \approx 0 \tag{1.1.63}
\end{align*}
$$

which is precisely the requirement that the generating function be a first class function. When looking at symmetries of the action, we will see that first class functions that are constant of the motion generate global symmetries. Let us for now review how first class constraints are understood as generators of gauge transformations. Later, we will recover these results through Noether's theorem.

As already stated before, given an initial set of canonical variables describing a physical state at time $t_{0}$, we expect the equations of motion to fully determine the physical state at other times. However, we know that, in the presence of constraints, different sets of canonical variables can describe the same physical state as it is reflected in the definition of the total Hamiltonian by the set of arbitrary functions $v^{a}$.

What this means is that any ambiguity in the value of the canonical variables at a time $t_{1}$ should be a physically irrelevant ambiguity, also called a gauge transformation. In mathematical language, by picking $t_{1}=t_{0}+\Delta t$, and using the time evolution of dynamical variables with two different choices of $v^{a}$, denoted $v^{a}$ and $\tilde{v}^{a}$, in the total Hamiltonian expression, we have

$$
\begin{align*}
\delta F & =\Delta F\left(t_{1}, t_{2}, \bar{v}^{a}\right)-\Delta F\left(t_{1}, t_{2}, v^{a}\right) \\
& =\left(\left[F, H^{\prime}\right]+\bar{v}^{a}\left[F, \phi_{a}\right]\right) \Delta t-\left(\left[F, H^{\prime}\right]+v^{a}\left[F, \phi_{a}\right]\right) \Delta t \\
& =\epsilon^{a}\left[F, \phi_{a}\right] \tag{1.1.64}
\end{align*}
$$

where $\epsilon^{a}=\left(v^{a}-\tilde{v}^{a}\right) \Delta t$ is an arbitrary function of time. We say that first class primary constraints generate gauge transformations. Here, we see that this transformation will not
modify the physical state at the later time $t_{1}$. One obvious question is "what about first class secondary constraints" ?

There exists no general proof that first class secondary constraints do generate gauge transformations. At most, one can show that in principle they could. This led Dirac to conjecture that all first class constraints generate gauge transformations (this is known as Dirac's conjecture). We will not discuss the fate of first class secondary constraints in details here. We will rather assume that all first class constraints generate gauge symmetries, although one should be aware that counter-examples do exist, see [33].

If we assume that all first class constraints (primary-and secondary) are generators of gauge transformations, then the most general physically permissible motion should also allow for general gauge transformations. To this end, we define the extended Hamiltonian as

$$
\begin{equation*}
H_{E} \equiv H^{\prime}+u^{a} \gamma_{a} \tag{1.1.65}
\end{equation*}
$$

where $\gamma_{a}$ denote first class constraints. From the extended action principle

$$
\begin{equation*}
S_{E}=\int\left(p_{i} \dot{q}^{i}-H^{\prime}-u^{i} \Phi_{i}\right) d t \tag{1.1.66}
\end{equation*}
$$

where the sum is understood over all the constraints, we get the equations of motion for the extended formalism, see [33],

$$
\begin{equation*}
\dot{F} \approx\left[F, H_{E}\right], \quad \Phi_{j} \approx 0 \tag{1.1.67}
\end{equation*}
$$

Let us mention that the extended formalism is really a new feature of the Hamiltonian formalism that takes into account all the gauge freedom of the theory while the Lagrangian (or equivalently total Hamiltonian) just restricts to the gauge freedom introduced by the primary constraints. Indeed, when considering any physically relevant dynamical variable $O$, also called observable, which is by definition gauge-invariant, we should have $\delta O \approx 0$, which means that its Poisson bracket is weakly zero with all the first class constraints. Its evolution is thus the same when expressed with respect to $H_{E}, H_{T}$ or $H^{\prime}$. But this is not true for gauge-variant dynamical variables where evolution should be described using $H_{E}$ which takes into account all the gauge freedom of the theory.

## Fixing the constraints

Before moving to Noether's thcorem, let us briefly comment on the fixation of constraints, as often implemented in the study of constrained Hamiltonian systems. In short, first class constraints can be gauge-fixed by introducing new ad-hoc constraints ${ }^{7}$ and second-class constraints are dealt with by reformulating the theory in terms of the Dirac bracket.

A fixation of first class constraints, generators of gauge symmetries, permits to establish a one-to-one correspondence between physical states and values of the canonical variables, by avoiding a multiple counting of states. Getting rid of first class constraints allows one

[^6]to describe the true degrees of freedom of the theory under consideration. To implement this, one introduces new constraints, i.e. gauge fixing conditions. It can be checked that to obtain a satisfying set of gauge fixing conditions, that we denote by $C_{b}(q, p) \approx 0$, we need a number of independent gauge conditions that is precisely equal to the number of - independent first class constraints.

If such a set of gauge fixing conditions has been determined, one consistency requirement is that there must not exist gauge transformations other than the identity that preserve the set of gauge conditions and by this we mean

$$
\begin{equation*}
\delta u^{a}\left[C_{b}, \gamma_{a}\right] \approx 0 \rightarrow \delta u^{a}=0 \tag{1.1.68}
\end{equation*}
$$

This last statement is true when the above Poisson bracket defines an invertible matrix such that

$$
\begin{equation*}
\operatorname{det}\left(\left[C_{b}, \gamma_{a}\right]\right) \neq 0 \tag{1.1.69}
\end{equation*}
$$

which alternatively means that the introduced gauge fixing conditions are second class but that also our previously first class functions $\gamma_{a}$ have now become second class. In this case, we have completely fixed the gauge freedom and first class constraints have become second class.

Without entering into details, it was noticed by Dirac that to deal with second class constraints, one can just replace the Poisson bracket by a new one. This new bracket is known as the Dirac bracket

$$
\begin{equation*}
[F, G]^{*}=[F, G]-\left[F, \chi_{\alpha}\right] C^{\alpha \beta}\left[\chi_{\beta}, G\right], \tag{1.1.70}
\end{equation*}
$$

where $C_{\alpha \beta}$ is the Poisson bracket of second class constraints

$$
\begin{equation*}
C_{\alpha \beta}=\left\{\chi_{\alpha}, \chi_{\beta}\right\}, \tag{1.1.71}
\end{equation*}
$$

and $C^{\alpha \beta}$ is the inverse matrix such that $C^{\alpha \beta} C_{\beta \gamma}=\delta_{\gamma}^{\alpha}$. By definition, the determinant of the antisymmetric matrix $C_{\alpha \beta}$ should not be zero. This implies that it has to be a $n \times n$ matrix with $n$ even, i.e. second class constraints should always come in pairs.

To check that the introduction of the Dirac bracket permits to get rid of second class constraints, one readily checks that the Dirac bracket of any dynamical variable $F(q, p)$ with a second class constraint is strongly zero

$$
\begin{equation*}
\left[F, \chi_{\gamma}\right]^{\star}=\left[F, \chi_{\gamma}\right]-\left[F, \chi_{\alpha}\right] C^{\alpha \beta}\left[\chi_{\beta}, \chi_{\gamma}\right]=\left[F, \chi_{\gamma}\right]-\left[F, \chi_{\alpha}\right] C^{\alpha \beta} C_{\beta \gamma}=0 \tag{1.1.72}
\end{equation*}
$$

This means that we can always set the second class constraints to zero either before or after evaluating a Dirac bracket. The equations of motion become

$$
\begin{equation*}
\dot{F} \approx\left[F, H_{E}\right] \approx\left[F, H_{E}\right]^{\star} \tag{1.1.73}
\end{equation*}
$$

The most trivial example illustrating this procedure is a system with two second class constraints, i.e. constraints such that $p \approx 0, q \approx 0$ but $[p, q]=1$. One checks that the introduction of the Dirac bracket permits to completely forget about these coordinates.

Let us make a few additional comments;

Firstly, we have said that the fixation of constraints is sometimes useful. One can choose to fix all constraints, and especially the gauge freedom of the theory, or only fix second class constraints. However, it is also interesting to remember that while fixing first class constraints, we made them become second class. Second class constraints could thus be reformulated as gauge degrees of freedom before gauge fixation. This procedure can present some advantages as it permits to bypass the introduction of the Dirac bracket whose quantum realization may be highly non-trivial. Actually, even in the absence of second class constraints, the introduction of extra gauge degrees of freedom can be interesting, for example when one wants to make some hidden symmetry manifest.

We also said at the beginning that the fixation of constraints permits to single out the true degrees of freedom of our theory. Indeed, we see that a constrained Hamiltonian of 2 N independent canonical variables with $n$ first class constraints and $m$ second class constraints has $D$ degrees of freedom

$$
\begin{equation*}
D=N-n-(m / 2), \tag{1.1.74}
\end{equation*}
$$

where $D$ is always an integer because $m$ is always even. From the above counting, one often says that first class constraints strike twice. This is understood from the fact that we had to introduce $n$ extra ad-hoc gauge conditions who implied that the set of first class constraints became second class, a "new" set of $n$ constraints.

Eventually, let us mention that one can also study constrained Hamiltonians using symplectic manifolds, i.e. manifolds equipped with a closed non-degenerate differential two-form $\omega_{\alpha \beta}$, the symplectic form. A generic bracket between two functions $F$ and $G$ is defined as

$$
\begin{equation*}
[F, G] \equiv \omega^{\alpha \beta} \frac{\partial F}{\partial y^{\alpha}} \frac{\partial G}{\partial y^{\beta}} . \tag{1.1.75}
\end{equation*}
$$

In this context, one can give a geometrical meaning to the Dirac bracket. It is the bracket defined using as symplectic structure the pullback of the phase space symplectic structure onto the constraint surface.

### 1.1.3 Noether's theorem

Let us now formulate Noether's theorem for a generic set of symmetries of the extended action. We show, as this should start to be clear from previous discussions, that the set of gauge and global symmetries of the extended action are generated by first class generating functions that are respectively the first-class constraints and the general functions on phase space that are constant of the motion.

To show this, we consider the variation of the extended action

$$
\begin{equation*}
S_{E}\left[q^{n}(t), p_{n}(t), u^{a}(t), u^{\alpha}(t)\right]=\int\left(p_{n} \dot{q}^{n}-H-u^{a} \gamma_{a}-u^{\alpha} \chi_{\alpha}\right) d t \tag{1.1.76}
\end{equation*}
$$

under an infinitesimal transformation

$$
\begin{equation*}
\delta q^{n}=Q^{n}, \quad \delta p_{n}=P_{n}, \quad \delta u^{a}=U^{a}, \quad \delta u^{\alpha}=U^{\alpha} \tag{1.1.77}
\end{equation*}
$$

where the $Q_{n}, P_{n}, U^{a}, U^{\alpha}$ are functions of $q, p, t$ and $u$ and its derivatives ${ }^{8}$.
The invariance of the action states that the variation of the Lagrangian for a given symmetry is zero up to a total derivative

$$
\begin{align*}
\delta L & =\dot{q}^{n} P_{n}+\frac{d}{d t}\left(p_{n} Q^{n}\right)-Q^{n} \dot{p}_{n}-\delta H-U^{a} \gamma_{a}-u^{a} \delta \gamma_{a}-U^{\alpha} \chi_{\alpha}-u^{\alpha} \delta \chi_{\alpha} \\
& =\frac{d f}{d t} \tag{1.1.78}
\end{align*}
$$

Now, let us first introduce

$$
\begin{equation*}
\frac{D}{D t}=\frac{\partial}{\partial t}+\dot{u}^{a} \frac{\partial}{\partial u^{a}}+\ddot{u}^{a} \frac{\partial}{\partial \dot{u}^{a}}+\ldots+\dot{u}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+\ddot{u}^{\alpha} \frac{\partial}{\partial \ddot{u}^{\alpha}}+\ldots \tag{1.1.79}
\end{equation*}
$$

This definition permits to replace time derivatives in the above variation as

$$
\begin{equation*}
\frac{d}{d t}=\frac{D}{D t}+\dot{q}^{n} \frac{\partial}{\partial q^{n}}+\dot{p}^{n} \frac{\partial}{\partial p^{n}} \tag{1.1.80}
\end{equation*}
$$

It is easy to see that the rhs of (1.1.78) will split, like in the unconstrained case, into three terms. The first two terms, i.e. the ones that multiply $\dot{q}$ and $\dot{p}$, will tell us that the transformation must be canonical

$$
\begin{equation*}
\delta q_{n}=Q^{n}=\frac{\partial G}{\partial p_{n}}=\left[q_{n}, G\right], \quad \delta p_{n}=P_{n}=-\frac{\partial G}{\partial q_{n}}=\left[p_{n}, G\right] \tag{1.1.81}
\end{equation*}
$$

where $G=p_{j} Q^{j}-f$. Because $\gamma_{a}=\gamma_{a}(q, p), \chi_{\alpha}=\chi_{\alpha}(q, p)$ and $H=H(p, q)$ are functions on phase space, this also implies that

$$
\begin{equation*}
\delta \gamma_{a}=\left[\gamma_{a}, G\right], \quad \delta \chi_{\alpha}=\left[\chi_{\alpha}, G\right], \quad \delta H=[H, G] \tag{1.1.82}
\end{equation*}
$$

Replacing this in the third term, coming from the split of (1.1.78), immediately gives us an additional condition on the generating function $G$

$$
\begin{equation*}
\frac{D G}{D t}+[G, H]+u^{a}\left[G, \gamma_{a}\right]+u^{\alpha}\left[G, \chi_{\alpha}\right]=U^{a} \gamma_{a}+U^{\alpha} \chi_{\alpha} \tag{1.1.83}
\end{equation*}
$$

As one can show, it is equivalent to deal with this equation after having set to zero the second class constraints which we will assume from now on, see [33]. The general solution to the equation (1.1.83) is the sum of a particular solution of the non-homogeneous equation with the general solution of the homogeneous part of this equation. Let us first choose a particular solution of the form $G_{p a r t}=\bar{G}(q, p, t)$. From (1.1.79), we see that

$$
\begin{equation*}
\frac{D \bar{G}}{D t}=\frac{\partial \bar{G}}{\partial t} \tag{1.1.84}
\end{equation*}
$$

and the equation (1.1.83) becomes

$$
\begin{equation*}
\frac{\partial \bar{G}}{\partial t}+[\bar{G}, H]+u^{a}\left[\bar{G}, \gamma_{a}\right]=U^{a} \gamma_{a} . \tag{1.1.85}
\end{equation*}
$$

[^7]Because this last equation must be true for every set of first class constraints, and thus particularly on the constraint surface, one sees that our particular solution must be first class and a constant of motion on the constraint surface

$$
\begin{equation*}
\left[\bar{G}, \gamma_{a}\right] \approx 0, \quad \frac{\partial \bar{G}}{\partial t}+[\bar{G}, H] \approx 0 \tag{1.1.86}
\end{equation*}
$$

One eventually sees that a general function $g(q, p, t, u, \dot{u}, \ddot{u}, \ldots)$ will be a solution of the homogeneous equation if it is also a solution on the constraint surface. This also implies that the general solution of the homogeneous part can always be decomposed in the basis of first-class constraints as follows [33]

$$
\begin{equation*}
G_{g e n}=g^{a}(q, p, t, u, \dot{u}, \ddot{u}, \ldots) \gamma_{a} \tag{1.1.87}
\end{equation*}
$$

We have thus obtained the general solution of the equation (1.1.83)

$$
\begin{equation*}
G=g^{a}(q, p, t, u, \dot{u}, \ddot{u}, \ldots) \gamma_{a}+\bar{G}(q, p, t), \tag{1.1.88}
\end{equation*}
$$

where the first term represent the charges associated to gauge transformations while the second term represent the charges associated to global symmetries.

In the end, we have shown that global symmetries of the extended action are generated by functions $\bar{G}(q, p, t)$ which are first class and constants of the motion. Nocther associates to it the conserved charge $\bar{G}$. We have also checked, as previously announced, that gauge symmetries are generated by (linear combination of) first class constraints. One important consequence of this last result is that gauge symmetries have trivial associated conserved charges as the generators of these symmetries are on-shell vanishing.

After a brief review of the Lagrangian and Hamiltonian formulations of general relativity, we will see that this is not always the case for gauge field theories, such as general relativity.

### 1.2 Einstein's theory of gravity

General Relativity is a theory for a spin 2 field that was designed to describe the gravitational interaction at the classical level. The celebrated equations of Einstein can be written as

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{1.2.1}
\end{equation*}
$$

For the vacuum equations, in the absence of sources $T_{\mu \nu}=0$, the Lagrangian formulation was established by Hilbert. The Lagrangian is known as the Einstein-Hilbert Lagrangian

$$
\begin{equation*}
S=\int d^{4} x \sqrt{g} R \tag{1.2.2}
\end{equation*}
$$

Asking stationarity of the Einstein-Hilbert action, one recovers Einstein's equations in the vacuum. Actually, this last statement is only true when boundary contributions are discarded. Alternatively, one says that the variational principle is valid, i.e. it gives the Einstein's equations, only when boundary contributions can be neglected. We show, in section 1.5, that this is not always the case. As we will see in the following, the importance
of these boundary terms are primordial to the construction of non-trivial conserved charges for general relativity.

The formulation of the Hamiltonian theory for classical systems, constrained or not, implicitly required a specification of time. The theory of general relativity is a theory of space and time where there is a priori no preferred time direction. To be able to cast it into an Hamiltonian form by understanding how one can single out a time direction, we first review the closely related problem of establishing that general relativity has a well-posed initial value formulation. Indeed, a positive answer was provided by considering a splitting of space and time as we now review.

## A well-posed initial value formulation

A system possesses a well-posed initial value formulation if an allowed state of that system can be unambiguously described at a future time $t_{1}$, upon using the equations of motion, given a set of initial conditions at time $t_{0}$ and if small fluctuations of these initial conditions at $t_{0}$ do not alter drastically the state at time $t_{1}$. One of the successes of general relativity is that it has a well-posed initial value formulation when considering, as we explain below, globally hyperbolic spacetimes. In here, we do not pretend to be rigorous as we are only interested in reviewing some concepts we will use in the following.

Given a manifold $\mathcal{M}$, a Cauchy surface $\Sigma$ is a space-like surface (meaning that all points on this surface are space-like separated) such that

$$
\begin{equation*}
\mathcal{M}=\mathcal{D}^{-}(\Sigma) \cup \Sigma \cup \mathcal{D}^{+}(\Sigma) \tag{1.2.3}
\end{equation*}
$$

where $\mathcal{D}^{ \pm}(\Sigma)$ represent respectively the future and past regions of that surface $\Sigma$. The future region of the surface $\Sigma$ is the region of space-time that can be reached from any point lying on the surface $\Sigma$ when going along time-like or null directions. A spacetime which possesses a Cauchy surface is a globally hyperbolic spacetime. To understand the importance of such a definition, let us comment on the case of AdS which is not a globally hyperbolic spacetime. In AdS, the information at a given point of spacetime may not be characterized by the information coming from a specified three-surface as information arriving from infinity may also contribute. However, Anti de Sitter spacetime has what is called a Cauchy horizon, a region of spacetime where one can define a Cauchy surface.

The Arnowitt-Deser-Misner [5] (ADM) splitting of space-time precisely achieves this initial value formulation for globally hyperbolic spacetimes (see also chapter 10 of [34]) of general relativity through the consideration of Cauchy surfaces. Indeed, the ADM decomposition of spacetime is a $3+1$ space-like slicing of space and time. It permits to consider the information that lies on a Cauchy surface to be the dynamical information and study its evolution through the introduction of a preferred arrow of time. The four dimensional metric is split into a three dimensional metric ${ }^{3} g_{i j}$ which is the induced metric on the Cauchy surface. The other components of the metric are seen to describe deformations of $\Sigma$. They are known as the lapse $N$ and the shift $N_{i}$. In terms of the four-dimensional metric $g_{\mu \nu}$, we , have

$$
\begin{equation*}
{ }^{3} g_{i j} \equiv g_{i j}, \quad N_{i} \equiv g_{0 i}, \quad N \equiv\left(-g^{00}\right)^{-1 / 2} \tag{1.2.4}
\end{equation*}
$$

Eventually, to describe the evolution of the Cauchy surface, we need a notion of its embedding into spacetime. This is the role of the extrinsic curvature $K_{i j}$, which measures the difference between a normal vector to $\Sigma$ at a point $p$ and a normal vector (at a point $q$ ) that has been parallel transported to $p$.

It has been proved that the initial conditions can be described by the triplet ( $\Sigma,{ }^{3} g_{i j}$, $K_{i j}$ ) when subject to additional initial value constraints. These additional constraints are the first class constraints obtained from varying the shift and the lapse in the Hamiltonian action of general relativity, which we now review.

## Hamiltonian formulation

Because general relativity is a theory invariant under diffeomorphisms, its Hamiltonian should be constrained. Using ADM coordinates (1.2.4), one constructs the Hamiltonian of general relativity from its Lagrangian formulation. One checks that it depends on the threedimensional metric ${ }^{3} g_{i j}$, its associated conjugate momenta $\pi^{i j}$ (which can be expressed in terms of the extrinsic curvature), a lapse $N$ and a shift $N_{i}$. Note that the lapse and shift functions do not have associated conjugates as the action does not contain time derivatives of these functions. They are thus non-dynamical quantities. The Hamiltonian is

$$
\begin{equation*}
H_{0}\left({ }^{3} g_{i j}, \pi^{i j}, N, N^{i}\right)=\int d^{3} x\left(N(x) \mathcal{H}(x)+N^{i}(x) \mathcal{H}_{i}(x)\right) \tag{1.2.5}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{H} & =G_{i j k l} \pi^{i j} \pi^{k l}-\sqrt{{ }^{3} g} \mathcal{R}, \\
\mathcal{H}_{i} & =-2 \pi_{i}{ }^{j}{ }_{\mid j}=-2{ }^{3} g_{i k} \pi^{k j}{ }_{, j}-\left(2^{3} g_{k i, j}-{ }^{3} g_{k j, i}\right) \pi^{k j}, \tag{1.2.6}
\end{align*}
$$

and where the column denotes the covariant derivative associated to ${ }^{3} g_{i j}, \mathcal{R}$ is the threedimensional Ricci scalar associated to ${ }^{3} g_{i j}$ and $G_{i j k l}$ is the DeWitt supermetric

$$
\begin{align*}
G_{i j k l} & =\frac{1}{2}{ }^{3} g^{-1 / 2}\left({ }^{3} g_{i k}{ }^{3} g_{j l}+{ }^{3} g_{i l}{ }^{3} g_{j k}-{ }^{3} g_{i j}{ }^{3} g_{k l}\right) \\
G^{i j k l} & =\frac{1}{2}{ }^{3} g^{1 / 2}\left({ }^{3} g^{i k}{ }^{3} g^{j l}+{ }^{3} g^{i l 3} g^{j k}-2^{3} g^{i j} g^{k l}\right) \\
G^{i j k l} G_{k l m n} & =\delta_{m n}^{i j}=\frac{1}{2}\left(\delta_{m}^{i} \delta_{n}^{j}+\delta_{n}^{i} \delta_{m}^{j}\right) \tag{1.2.7}
\end{align*}
$$

Hamilton's equations take the generic form

$$
\begin{align*}
& { }^{3} g_{i j}(x)=\delta(\text { Hamiltonian }) / \delta \pi^{i j}(x) \equiv A_{i j} \\
& \dot{\pi}^{i j}(x)=-\delta(\text { Hamiltonian }) / \delta^{3} g_{i j}(x) \equiv-B^{i j} \tag{1.2.8}
\end{align*}
$$

In our case, one finds

$$
\begin{align*}
\dot{3}_{i j}= & 2 N^{3} g^{-1 / 2}\left(\pi_{i j}-\frac{1}{2} g_{i j} \pi\right)+N_{i \mid j}+N_{j \mid i} \\
\dot{\pi}^{i j}= & -N \sqrt{{ }^{3} g}\left(\mathcal{R}^{i j}-\frac{1}{2} \mathcal{R}^{3} g_{i j}\right)+\frac{N}{2}{ }_{3} g^{-1 / 2}{ }^{3} g^{i j}\left(\pi^{m n} \pi_{m n}-\frac{1}{2} \pi^{2}\right)+\left(\pi^{i j} N^{m}\right)_{\mid m} \\
& -2 N^{3} g^{-1 / 2}\left(\pi^{i m} \pi_{m}^{j}-\frac{1}{2} \pi \pi^{i j}\right)+\sqrt{{ }^{3} g}\left(N^{i j}-{ }^{3} g^{i j} N_{\mid m}^{\mid m}\right)-N_{\mid m}^{i} \pi^{m j}-N^{j}{ }_{\mid m} \pi^{m i} \tag{1.2.9}
\end{align*}
$$

while variations with respect to the lapse and the shift give the Hamiltonian and momentum constraints

$$
\begin{equation*}
\mathcal{H}(x)=0, \quad \mathcal{H}_{i}(x)=0 . \tag{1.2.10}
\end{equation*}
$$

These last equations are constraints as they do not describe the time evolution of some quantity. The lapse and shift are seen as Lagrange multipliers that enforce the constraints. In our previous notation, we say that $\mathcal{H}(x) \approx 0$ and $\mathcal{H}_{i}(x) \approx 0$. One can check that the bracket of any two of these constraints gives another such constraint, implying that the bracket is also weakly vanishing. By definition, this implies that all the constraints are first class.

In their work, Arnowitt, Deser and Misner were motivated to cast the theory in an Hamiltonian form as a first step towards the quantization ${ }^{9}$ of general relativity. Far from technicalities, to implement this they introduced gauge conditions to solve for the constraints, i.e. to fix the gauge freedom. In particular, their analysis recovered the fact that the theory is a theory of a spin 2 . This is so because the metric only has two dynamical degrees of freedom when all the redundancy of the theory has been eliminated. From another perspective, their approach also permitted to give the first expressions for the energy and momentum [4] for a specific class of spacetimes we will discuss in the following.

General considerations about the definition of conserved charges for field theories and especially for general relativity is the topic of the next section.

### 1.3 Conserved charges for general relativity

We have seen for classical mechanics that one can associate to each symmetry of the action, a conserved charge. In the case of a gauge symmetry, the generator of the symmetry is vanishing on account of the equations of motion.

When looking at a specific field theory with a given set of gauge symmetries, one could also try to apply Noether's theorem. The generalization of our previous result to field theories provides us with the conservation of a current which is vanishing on-shell up to the divergence of a superpotential. We will not reproduce the derivation here but it can be found, for example, in the introduction section of [18] (see also exercise 3.4. of [33]). Roughly speaking, we have

Classical Mechanics

$$
\begin{equation*}
\frac{d Q}{d t}=0, \quad \rightarrow \quad \partial_{\mu} j^{\mu}=0 \tag{1.3.1}
\end{equation*}
$$

The Poincaré Lemma actually tells us that the current $j^{\mu}$ is on-shell vanishing up to the divergence of an arbitrary superpotential $k^{[\nu \mu]}$. We can write

$$
\begin{equation*}
j^{\mu} \approx \partial_{\nu} k^{\nu \mu} \tag{1.3.2}
\end{equation*}
$$

[^8]such that $\partial_{\mu} j^{\mu}=0$ by antisymmetry of the superpotential.
For field theories, the charges are thus ill-defined as they can be expressed in terms of an arbitrary superpotential upon using Stoke's theorem
\[

$$
\begin{equation*}
Q=\int_{\Sigma} j=\oint_{\partial \Sigma} k \tag{1.3.3}
\end{equation*}
$$

\]

where $\partial \Sigma$ is the boundary of $\Sigma$. This phenomena is known as the Noether puzzle.
From (1.3.3), one however realizes that non-trivial charges could be defined as the flux of the superpotential through the boundary $\partial \Sigma$. It thus only depends on the properties of $k$ near that boundary. This is a hint that, for gauge field theories, one should define charges through "surface" integrals by picking the right superpotential. One necessary requirement is that this superpotential be asymptotically, i.e. close to the boundary, a conserved quantity.

The construction of charges associated to gauge symmetries, through the determination of the right superpotential, is however a very difficult problem. Actually, we believe it is fair to say that there is currently no general understanding of how this can be implemented for a completely generic gauge field theory, i.e. where no assumptions have been made at first. The most generic well-established statement about the definition of conserved charges associated to gange symmetries in field theories can be stated as follows ${ }^{10}$

Under the assumption of asymptotic linearity, every non-trivial asymptotically conserved superpotential $k$ is related to an asymptotic symmetry of the background fields.

Altough we do not want to enter into specific details right away, let us just comment on two important points.

Firstly, the asymptotic symmetries, also known as large gauge or improper gauge transformations, can be understood as specific gauge transformations which act asymptotically like global transformations, i.e. they act on the physical state of the system. In classical mechanics, we have seen that conserved charges associated to gauge symmetries are trivial. However, for field theories, one sees that it is possible to associate possibly non-trivial conserved charges to some asymptotic, "global", transformations. Indeed, as we have reviewed previously, charges associated to global transformations may turn out to be non-trivial.

Secondly, in the above statement, asymptotic linearity means that the charges can be constructed from the linearized theory and are expressed in terms of linear combinations of the fields. The above statement is thus obviously generic for gauge theories that are linear such as electromagnetism. However, it clearly imposes restrictions if one deals with nonlinear theories. Let us insist here on the fact that the assumption of asymptotic linearity is not a necessary requirement to the construction of charges. Indeed, conserved charges that are non-linear in the fields have already been considered in the literature. As we already pointed out, what this assumption really reflects is our lack of a completely general treatment of non-trivial conserved charges associated to gauge symmetries of non-linear

[^9]field theories. In this thesis, we will only discuss the case of general relativity. As it is a non-linear theory, we will pay much attention to the possible restrictions this assumption may impose.

## The case of general relativity: Abbott-Deser charges

For general relativity, one understands that Noether's theorem states that charges associated to diffeomorphisms are zero on-shell up to a divergence of a superpotential, and that conserved charges should thus be associated to asymptotic Killing vectors of a background metric. The characterization of the charges of a given solution of Einstein's equations will thus require much more work. With all we have said, our task in the rest of this chapter can be split into the following three steps
(1) Define what we mean by asymptotic Killing vectors of a background metric.
(2) Understand how a solution is said to approach a background metric asymptotically.
(3) Determine the form of the conserved superpotential, i.e. the expressions of the conserved charges, and show they are generated by the asymptotic Killing vectors of a background metric.

Because the aspects related to asymptotics are probably less trivial to introduce, we propose to start the discussion by a general construction of conserved charges, when asymptotic linearity holds, in a way that somehow evades the precise formulation of asymptotic notions, as referred in (1) and (2). We will see that this construction partially answers step (3).

The construction of Abbott and Deser [10] is indeed a quite generic construction of charges associated to exact Killing vectors, i.e. isometries, of a given background metric. As such, it evades considerations about the asymptotics of the Killing vectors to which we will return in the following. However, it is of great interest as we will see that it reproduces the correct expressions of conserved charges associated to asymptotic Killing vectors when one assumes asymptotic linearity.

In their paper, Abbott and Deser started by writing the four-dimensional metric in terms of fluctuations $h_{\mu \nu}$ around a fixed background metric

$$
\begin{equation*}
g_{\mu \nu}=\bar{g}_{j \nu \nu}+h_{\mu \nu} \tag{1.3.4}
\end{equation*}
$$

where the background metric $\bar{g}_{\mu \nu}$ is understood to be a solution of Einstein's equations. The Killing vectors $\bar{\xi}_{\mu}$ of a background metric $\bar{g}_{\mu \nu}$ are the vectors which satisfy

$$
\begin{equation*}
\mathcal{L}_{\tilde{\xi}} \bar{g}_{\mu \nu} \equiv \bar{D}_{\mu} \bar{\xi}_{\nu}+\bar{D}_{\nu} \bar{\xi}_{\mu}=0 \tag{1.3.5}
\end{equation*}
$$

where $\bar{D}_{\mu}$ is the covariant derivative associated to $\bar{g}_{\mu \nu}$ and $\mathcal{L}$ is the Lie derivative. To construct their conserved charges, they started from Einstein's equations with a cosmological constant

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{j \nu}=0 \tag{1.3.6}
\end{equation*}
$$

and linearized them such that the left hand side becomes

$$
\begin{equation*}
R_{\mu \nu L}-\frac{1}{2} \bar{R} h_{\mu \nu}-\frac{1}{2} R_{L} \vec{g}_{\mu \nu}+\Lambda h_{\mu \nu}+O\left(h^{2}\right) \tag{1.3.7}
\end{equation*}
$$

By simplifying this last expression with $\bar{R}=+4 \Lambda$ and relabeling all non-linear terms $O\left(h^{2}\right)$ by $T_{\mu \nu}$, understood as the energy-momentum tensor density of the gravitational field, Einstein's equations are

$$
\begin{equation*}
R_{L}^{\mu \nu}-\frac{1}{2} R_{L} \bar{g}^{\mu \nu}-\Lambda h^{\mu \nu}=(-\bar{g})^{-1 / 2} T^{\mu \nu} \tag{1.3.8}
\end{equation*}
$$

From this, the conserved charges associated to the Killing vectors of the background are defined as

$$
\begin{equation*}
Q[\bar{\xi}] \equiv \frac{1}{8 \pi G} \int d^{3} x T^{0 \nu} \bar{\xi}_{\nu} \tag{1.3.9}
\end{equation*}
$$

These are the right quantities to be considered as conserved charges because the Bianchi identity imposes $\bar{D}_{\mu} T^{\mu \nu}=0$ and thus

$$
\begin{equation*}
\bar{D}_{\mu}\left(T^{\mu \nu} \bar{\xi}_{\nu}\right)=\left(\bar{D}_{\mu} T^{\mu \nu}\right) \bar{\xi}_{\nu}+\frac{1}{2} T^{\mu \nu}\left(\bar{D}_{\mu} \bar{\xi}_{\nu}+\bar{D}_{\mu} \bar{\xi}_{\nu}\right)=0 \tag{1.3.10}
\end{equation*}
$$

but also because $T^{\mu \nu} \bar{\xi}_{\nu}$ is a vector density such that

$$
\begin{equation*}
\bar{D}_{\mu}\left(T^{\mu \nu} \bar{\xi}_{\nu}\right)=0 \quad \rightarrow \quad \partial_{\mu}\left(T^{\mu \nu} \bar{\xi}_{\nu}\right)=0 \tag{1.3.11}
\end{equation*}
$$

The conservation is thus really understood as a conservation with respect to the partial derivative, and not the covariant one, of a contravariant density.

Using (1.3.8), it is quite straightforward to show that (1.3.9) can actually be written as a surface integral [10]

$$
\begin{equation*}
Q[\bar{\xi}]=\frac{1}{8 \pi G} \oint d^{2} S_{i} \sqrt{-\bar{g}}\left(\bar{D}_{\mu} K^{0 i \nu \mu}-K^{0 j \nu i} \bar{D}_{j}\right) \bar{\xi}_{\nu} \tag{1.3.12}
\end{equation*}
$$

where

$$
\begin{align*}
K^{\mu \sigma \nu \kappa} & =\frac{1}{2}\left[\eta^{\mu \kappa} H^{\nu \sigma}+\eta^{\nu \sigma} H^{\mu \kappa}-\eta^{\mu \nu} H^{\sigma \kappa}-\eta^{\sigma \kappa} H^{\mu \nu}\right]  \tag{1.3.13}\\
H^{\mu \nu} & =h^{\mu \nu}-\frac{1}{2} \eta^{\mu \nu} h \tag{1.3.14}
\end{align*}
$$

The charges (1.3.12) are known as the Abbott-Deser (AD) conserved charges. What the work of Abbott-Deser has achieved can be stated as follows

Under the assumption of asymptotic linearity, one can derive a set of (potentially) nontrivial conserved charges related to the exact Killing vectors of a given background metric.

The only difference with our previous statement resides in the fact that we have derived charges associated to the exact Killing vectors of the background instead of the asymptotic Killing vectors. However, this also means that if one is given a set of asymptotic Killing vectors and assumes asymptotic linearity, the expressions of the conserved charges associated to the asymptotic Killing vectors should be equivalent to the expressions (1.3.12) when evaluated on each asymptotic Killing vector. We will see that this is indeed the case when the background metric under consideration is Minkowski.

## Asymptotic Killing vectors versus exact Killing vectors

As we have already said, we want to describe the set of charges that characterize an "asymptotic state". By asymptotic state, we mean a specific solution of Einstein's equations, as seen from infinity, that approaches a given background metric. What we want to emphasize at this point, as it may not be enough clear from the above discussions, is that the charges that describe an "asymptotic state" are really obtained by taking into account all the charges constructed from the asymptotic Killing vectors of the background metric and not just the ones associated to exact background Killing vectors. The difference stands in the fact that

The asymptotic Killing vectors of a given background metric may not be expressed as exact background Killing vectors of any background metric.

To appreciate the difference between charges associated to exact or asymptotic symmetries, it is interesting at this point to introduce the notion of the asymptotic symmetry group. The asymptotic symmetry group is the group of asymptotic symmetries associated to non-trivial conserved charges modulo the (trivial) asymptotic symmetries that are associated to trivial charges. Given this definition, one can be faced to three different possibilities whether the asymptotic symmetry group is generated by the exact Killing vectors of the background metric, of a background metric, or if it is generated by Killing vectors that are not isometries of any background metric.

To illustrate our discussion, let us briefly comment on the very famous case of $A d S_{3}$. In that case, the group generated by the exact Killing vectors of the background is $O(2,2)$. However, for a specific class of spacetimes that approach the one of AdS at infinity, it was found by J.D. Brown and M. Henneaux in [35] that the asymptotic symmetry group can be extended to the full conformal group. This asymptotic symmetry group can not be generated by the isometries of any given background metric. Note that this study also led to the discovery of a central extension of the algebra of asymptotic symmetries. The presence of a central charge has been an important clue of the celebrated AdS/CFT correspondence. We hope we have convinced the reader that the study of the asymptotic symmetries is of physical relevance and not just a technicality.

### 1.4 A path to the infinity of Minkowski spacetime

In the rest of this thesis, we will be concerned with asymptotically flat spacetimes that are spacetimes approaching, at large distances, the boundary metric of Minkowski. We know from special relativity that the exact Killing vectors of Minkowski generate the Poincaré group. So, if the asymptotic symmetry group is just the Poincaré group, then one can say that the class of asymptotically flat spacetimes are characterized by the charges associated to the exact Killing vectors of the Minkowski background. If one moreover assumes asymptotic linearity, these charges should be equivalent to the AD expressions.

We will see in the following that the determination of the asymptotic symmetry group is a rather complicated problem as it strongly depends on the determination of the asymptotic

Killing vectors of the background metric and the choice of a good set of so-called boundary conditions. Note that these specifications precisely correspond to the first two steps of the program depicted in the previous section.

To obtain the asymptotic Killing vectors of the background, one first needs to know how to reach infinity. This will be the subject of this section. It will allow us to answer the step (1) of our program for the particular case of Minkowski spacetime.

To know what are the allowed asymptotic symmetries and the asymptotic symmetry generators which form part of the asymptotic symmetry group (assuming that such charges can be constructed), one needs to specify a set of boundary conditions that defines our class of asymptotically flat spacetimes. The boundary conditions thus refer to the set of conditions that defines "spacetimes that approach asymptotically the asymptotic form of the background metric", in our case the boundary of Minkowski. Boundary conditions usually amount to the specification of the asymptotic form of a class of metrics. In some cases, additional restrictions may also be imposed on the boundary fields. The allowed asymptotic symmetries are the transformations that map an allowed state to another allowed state, i.e. a state that satisfies the boundary conditions. A specific construction of an asymptotic symmetry group, given a set of asymptotically Killing vectors and specific boundary conditions, will be reviewed in the next section.

For the moment, let us focus on the description of the asymptotic region of the Minkowski spacetime, i.e. flat spacetime.

## The boundary of Minkowski spacetime

The structure of Minkowski spacetime at infinity is best understood through its so-called Carter-Penrose diagram. To characterize infinity in a more mathematical framework, one would like to possess concepts such as "the neighborhood at infinity". As pointed out by R. Penrose in [36]: "from the point of view of the metric structure of space-time, there is no such thing as a point at infinity, since such a point would be an infinite distance from its neighbors". In [36], Penrose evades these issues by proposing to work with the conformal structure of space-time, which implies that only ratios of neighboring infinitesimal distances are to have significance. The idea can be summed up as follows. We bring what we have called "infinity" to a finite distance by considering a new "unphysical" metric $g_{\mu \nu}$ which is related to the physical metric $\hat{g}_{\mu \nu}$ by

$$
\begin{equation*}
g_{\mu \nu}=\Omega^{2} \hat{g}_{\mu \nu} \tag{1.4.1}
\end{equation*}
$$

where $\Omega$ is the conformal factor. One says that both metrics are conformally related to each other. The "infinity part", or boundary $\mathcal{J}$ of our spacetime $\mathcal{M}$, has been brought to a finite distance. It lies at $\Omega=0$. Note that $\Omega_{; \mu} \neq 0$.

For Minkowski spacetime, one can check that on $\mathcal{J}$ we have

$$
\begin{equation*}
\Omega_{i} \Omega^{i \rho}=0, \tag{1.4.2}
\end{equation*}
$$

telling us that the boundary is a null hypersurface. As illustrated on Fig.1.1., one distinguishes five disjoint parts on this null hypersurface : the three points $I^{-}, I^{+}, I^{0}$ which represent past, spatial and future infinity and the two null hypersurfaces $\mathcal{J}^{-}$and $\mathcal{J}^{+}$which
represent the past and future null infinities. The conformal structure of a space-time is often represented by a small diagram called the Carter-Penrose diagram (see Fig.1.1.).


Figure 1.1: Carter-Penrose diagram of Minkowski spacetime.
In this approach, a spacetime is thus specified by the bulk metric, the metric describing the geometry of the inside, and the boundary, an hypersurface attached to the manifold. The method just described is known as the conformal (or Penrose) completion of spacetime.

From this analysis, we thus see that Minkowski is a quite non-trivial case as there exists two different ways one can reach infinity. Indeed, to characterize a given solution, that we may understand as a source, we make the distinction between

- Null infinity $\mathcal{J}^{ \pm}$; region situated at very large null separations from the source.
- Spatial infinity: region situated at very large spacelike distances from the source.

Null infinity was first considered for the study of gravitational waves. Indeed, as compared to spatial infinity, gravitational radiation can escape through this boundary. The study of asymptotic symmetries revealed a much richer structure than expected as first discovered by Bondi, Metzner and Sachs (BMS). The group of asymptotic symmetries at null infinity is known as the BMS group (see [37] and [38]). It is the semi-direct product of the group of globally defined conformal transformations of the unit 2-sphere, which is isomorphic to the orthochronous homogeneous Lorentz group, times the abelian normal subgroup of so-called supertranslations. This result was revisited in [39] (see also [40, 41, 42]) where it was shown that local conformal transformations can actually be considered.

In this thesis we will restrict ourselves to considerations about spatial infinity. Let us just mention that for null infinity, one reaches it by considering null three-dimensional hypersurfaces. However, on the Carter-Penrose diagram, we just saw that spatial infinity is a point. If we want to approach spatial infinity as a limiting procedure of data given on 3 -surfaces, we are faced with the dilemma of choosing whether the 3 -surface used to
describe spatial infinity should be spacelike or timelike. Let us now comment on these two approaches.

## Hamiltonian description of spatial infinity: Cylindrical (ADM) slicing

The first description of spatial infinity was established by Arnowitt, Deser and Misner [4]. As we have discussed previously, they considered a splitting of space and time so that one can formulate Einstein's theory in terms of a well-posed initial formulation. In their work, spatial infinity is described by taking $r \rightarrow \infty$ on a specific Cauchy slice of spacetime.

Going through the Hamiltonian formalisin, after fixation of the first class constraints, they obtained expressions for the charges associated to energy and momentum. We do not want to enter into details of their procedure as we will review the Regge-Teitelboim construction which recover the ADM expressions, and agree with the Abbott-Deser expressions, in the next section.

Criticisms (see for example [8]) towards this approach to spatial infinity rely on the fact that the formalism is not covariant and does not permit comparison with conserved quantities defined at null infinity, such as the Bondi energy [37].

## Covariant description of spatial infinity: Hyperbolic slicing

A way to deal with these drawbacks was first formulated by Ashtekar and Hansen [8] who developed a formalism, known as the $i^{0}$ formalism. This formalism deals with spatial infinity as the vertex of the light cone representing future and past null infinities $\mathcal{J}^{ \pm}$. As such, they were able to compare quantities defined at null and spatial infinity. The comparison with the $3+1$ description was described by Ashtekar and Magnon in [43]. However, the AshtekarHansen formalism considers spatial infinity as a point and as such awkward differentiability conditions have to be imposed at $i^{0}$.

A way to overcome these awkward differentiability conditions, in a coordinate-dependent way, was provided by the formalism ${ }^{11}$ of Beig and Schmidt [44]. This led Ashtekar and Romano [12] to formulate spatial infinity, in a coordinate-indepedent way, as a limit of timelike 3-surfaces. Their formalism is a reformulation of Penrose's conformal approach (of null infinity) to deal with spatial infinity. In this sense, they gave a more geometrical formulation of spatial infinity.

In [12], the way spatial infinity is described is through a specific compactification that permits to deal with spatial infinity in terms of a limiting procedure of timelike hypersurfaces. The first thing to notice is that if one starts with Minkowski spacetime in cartesian coordinates

$$
\begin{equation*}
d \hat{s}^{2}=-d t^{2}+d x^{2}+d y^{2}+d z^{2} \tag{1.4.3}
\end{equation*}
$$

one can introduce, in the region of Minkowski spacetime exterior to the light cone at the origin, the standard hyperbolic coordinates

$$
\begin{array}{r}
t=\rho \sinh \tau, \quad x=\rho \cosh \tau \sin \theta \cos \phi \\
y=\rho \cosh \tau \sin \theta \sin \phi, \quad z=\rho \cosh \tau \cos \theta . \tag{1.4.4}
\end{array}
$$

[^10]In this chart, the metric takes the form

$$
\begin{equation*}
d \hat{s}^{2}=\hat{\eta}_{\mu \nu} d x^{\mu} d x^{\nu}=d \rho^{2}+\rho^{2} h_{a b}^{(0)} d \phi^{a} d \phi^{b} \tag{1.4.5}
\end{equation*}
$$

where $h_{a b}^{(0)}$ is the unit time like hyperboloid metric

$$
\begin{equation*}
h_{a b}^{(0)} d \phi^{a} d \phi^{b}=-d \tau^{2}+\cosh ^{2} \tau\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{1.4.6}
\end{equation*}
$$

Following Penrose's approach described above, since spatial infinity is at $\rho \rightarrow \infty$, one defines $\Omega=1 / \rho$. Doing this, spatial infinity is at $\Omega=0$. In these new coordinates, the physical metric is such that

$$
\begin{equation*}
d \hat{s}^{2}=\hat{\eta}_{\mu \nu} d x^{\mu} d x^{\nu}=\Omega^{-4} \nabla_{\mu} \Omega \nabla_{\nu} \Omega d x^{\mu} d x^{\nu}+\Omega^{-2} h_{a b}^{(0)} d \phi^{a} d \phi^{b} \tag{1.4.7}
\end{equation*}
$$

and it is singular at $\Omega=0$.
It is obvious from (1.4.7) that the usual conformal completion we described above will not work. Indeed, it would tell us to introduce an unphysical metric as a conformal rescaling of the physical one such as $\hat{\eta}_{\mu \nu}=\Omega^{4} \eta_{\mu \nu}$. As such, the surface $\Omega=0$ will have zero volume with respect to the unphysical metric. Spatial infinity would then be described by a single point, which is not what we were aiming at.

Looking again at (1.4.7), and because we want something like $g_{\mu \nu}=n_{\mu} n_{\nu}+h_{\mu \nu}$, the solution to this problem is to rescale the 3 -metric and the normals to the $\Omega=$ cst 3 -surfaces by different powers of $\Omega$. Indeed, the induced metric on this timelike hypersurface is

$$
\begin{equation*}
\hat{h}_{a b}=\Omega^{-2} q_{a b}=\hat{\eta}_{a b}-l^{-1} \nabla_{a} \Omega \nabla_{b} \Omega \tag{1.4.8}
\end{equation*}
$$

where $l \equiv \hat{\eta}^{a b} \nabla_{a} \Omega \nabla_{b} \Omega$ and $q_{a b}$ is a general 3-metric which reduces to $h_{a b}^{(0)}$ for Minkowski. As we just said, this scaling can not be applied to the full metric as $\Omega^{2} \hat{\eta}_{a b}$ does not admit a smooth extension to the 3 -surface $\Omega=0$. However, the rescaled 3-metric

$$
\begin{equation*}
h_{a b} \equiv \Omega^{2} \hat{h}_{a b}, \tag{1.4.9}
\end{equation*}
$$

is well defined on the boundary. Now, the contravariant normal to these 3 -surfaces

$$
\begin{equation*}
\hat{\eta}^{a b} \nabla_{b} \Omega=\Omega^{4}\left(\frac{\partial}{\partial \Omega}\right)^{a} \tag{1.4.10}
\end{equation*}
$$

needed to extract information off the $\Omega=$ cst surfaces can be rescaled such that

$$
\begin{equation*}
n^{a} \equiv \Omega^{-4} \hat{\eta}^{a b} \nabla_{b} \Omega \tag{1.4.11}
\end{equation*}
$$

because $(\partial / \partial \Omega)^{a}$ is well defined on the boundary. By rescaling the 3 -metrics and the normals to $\Omega=$ cst surfaces by different powers of $\Omega$, we have achieved a description of spatial infinity in terms of timelike 3 -surfaces.

Asymptotically flat spacetimes at spatial infinity are understood as spacetime that resemble Minkowski spacetime sufficiently so as to admit a completion in which the fields $h_{a b}$ and $n^{a}$ have smooth limits to the boundary.

We will not discuss how asymptotic symmetries and charges can be constructed in this geometrical way and refer the reader to the original paper. However, we will study in the next two chapters the Beig-Schmidt formalism which is understood as a coordinatedependent formulation of the Ashtekar-Romano formalism. This will be motivated by the fact that this formalism is easier to deal with when concerned with solutions of equation of motions.

### 1.5 The Regge-Teitelboim approach

For general relativity, we have reviewed the construction of the Abbott-Deser conserved charges associated to exact Killing vectors of a background metric. However, to describe the charges of a specific class of spacetimes, one needs to consider the charges associated to their asymptotic symmetries. In this section, we review the work of Regge and Teitelboim who recovered the Poincaré group as the asymptotic symmetry group of a class of asymptotically flat spacetimes at spatial infinity.

To find the set of asymptotic symmetries, we said that one needs to: (1) describe how one reaches infinity and (2) give a set of boundary conditions. In [6], T. Regge and C. Teitelboim considered asymptotically flat spacetimes at spatial infinity, using an ADM slicing of spacetime. The class of spacetimes they considered are asymptotically of the form

$$
\begin{align*}
& { }_{g_{i j}}^{\underset{r \rightarrow \infty}{\rightarrow}} \delta_{i j}+\frac{h_{i j}^{(1)}(\mathbf{n})}{r}+\frac{h_{i j}^{(2)}(\mathbf{n})}{r^{2}}+O\left(r^{-(2+\epsilon)}\right), \\
& \pi^{i j} . \underset{r \rightarrow \infty}{\rightarrow} \frac{\pi^{(2) i j}(\mathbf{n})}{r^{2}}+\frac{\pi^{(3) i j}(\mathbf{n})}{r^{3}}+O\left(r^{-(3+\epsilon)}\right), \tag{1.5.1}
\end{align*}
$$

where ${ }^{3} g_{i j}$ is the three-dimensional metric on the Cauchy surface and $\pi^{i j}$ is the conjugate momenta to the three-metric ${ }^{3} g_{i j}$. Note that $\pi^{i j}$ is a tensorial density of weight +1 . They also restricted their study to spacetimes which also obey the following parity conditions

$$
\begin{equation*}
h_{i j}^{(1)}(-\mathbf{n})=h_{i j}^{(1)}(\mathbf{n}), \quad \pi^{(2) i j}(-\mathbf{n})=-\pi^{(2) i j}(\mathbf{n}), \quad \mathbf{n}=r^{-1}(x, y, z) \tag{1.5.2}
\end{equation*}
$$

i.e. $h_{i j}^{(1)}$ must be of even parity and $\pi^{(2)} i j$ of odd parity. The specifications (1.5.1) and (1.5.2) are referred as the boundary conditions.

One can now derive the group of asymptotic symmetries or allowed diffeomorphisms at infinity, i.e. diffcomorphisms that map an allowed configuration at infinity to another allowed one. It was shown in [6] that the most general deformations of the hypersurface, on which the state is defined (see also section 1.2), that leave the form of (1.5.1) and (1.5.2) invariant are

$$
\begin{equation*}
N^{\mu} \underset{r \rightarrow \infty}{\sim} \alpha^{\mu}+\beta_{i}^{\mu} x^{i}+\xi^{\mu}(n)+O(1 / r), \quad \beta_{j i i}=-\beta_{i \mu}, \quad \xi^{\mu}(-n)=-\xi^{\mu}(n) \tag{1.5.3}
\end{equation*}
$$

The parameters $\alpha^{\mu}$ are the four translations, the $\beta_{\mu i}$ are six parameters associated to boosts and rotations, while the $\xi^{\mu}$ are (parity odd) supertranslations. As we have explained in the previous section, this is again a manifestation that asymptotic symmetries are not always equivalent to background Killing vectors. Indeed, the background Minkowski metric only has ten Killing vectors associated to translations, rotations and boosts, i.e. the ten Poincaré transformations, while our class of asymptotically flat spacetimes at spatial infinity admits a richer set of transformations as an infinite class of (parity-odd) supertranslations are also allowed transformations.

In section 1.1, we have seen that Noether associates a conserved charge to a symmetry of the action. If the Abbott-Deser charges associated to asymptotic symmetries are really the generators of these asymptotic symmetries, one should be able to associate them to symmetries of an action. Actually, even before the Abbott-Deser construction, this is precisely how

Poincaré charges for asymptotically flat spacetimes at spatial infinity were constructed by Regge and Teitelboim. Starting from the Hamiltonian action, they studied the definition of a good variational principle for asymptotically flat spacetimes and obtained the conserved charges as generators of the asymptotic symmetries of the Hamiltonian action. Doing so, they recovered the previous expressions given by ADM.

Regge and Teitelboim showed in [6] that starting from the Hamiltonian (1.2.5), and allowing asymptotic transformations of the form (1.5.3) for the class of spacetimes described by (1.5.1), Hamilton's principle is not a good variational principle as it is not stationary under variations including all these allowed trajectories. Actually, a good variational principle can be achieved if and only if specific surface integrals are supplemented to the original Einstein-Hilbert action. These surface integrals are understood as the generators of the asymptotic symmetries, i.e. the Noether charges, when evaluated on solutions of the constraint equations.

To have a well-defined variational principle, it is necessary that the variation of the Hamiltonian, under any variation allowed in our phase space, takes the form

$$
\begin{equation*}
\delta H_{0}=\int d^{3} x A^{i j} \delta^{3} g_{i j}+B_{i j} \delta \pi^{i j} \tag{1.5.4}
\end{equation*}
$$

where $A^{i j}$ and $B_{i j}$ were defined in (1.2.8). However, one can compute this variation from (1.2.5) and realize that this is true up to surface integral terms. By using

$$
\begin{equation*}
\delta \sqrt{{ }^{3} g}=\frac{1}{2} \sqrt{{ }^{3}} g^{3} g^{i j} \delta^{3} g_{i j}, \quad \delta^{3} g^{-1 / 2}=-\frac{1}{2} g^{-1 / 2} g^{i j} \delta^{3} g_{i j} \tag{1.5.5}
\end{equation*}
$$

and the following quantities

$$
\begin{align*}
\int d^{3} x \delta\left(N^{i} \mathcal{H}_{i}\right)= & -\oint d^{2} s_{l}\left(2 N_{i} \delta \pi^{i l}+\left(2 N^{k} \pi^{j l}-N^{l} \pi^{j k}\right) \delta^{3} g_{j k}\right) \\
& +\int d^{3} x\left(N_{i \mid j}+N_{j \mid i}\right) \delta \pi^{i j}+\left(N_{\mid n}^{i} \pi^{m j}+N^{j}{ }_{\mid m} \pi^{m i}\right) \delta^{3} g_{i j} \\
\int d^{3} x \delta(N \mathcal{H})= & \int d^{3} x \delta\left(N G_{i j k l} \pi^{i j} \pi^{k l}\right)+N{\sqrt{ }{ }^{3} g}^{3} g^{i j}\left(\left(\mathcal{R}^{i j}-\frac{1}{2} \mathcal{R}\right) \delta^{3} g_{i j}-\delta \mathcal{R}_{i j}\right) \tag{1.5.6}
\end{align*}
$$

we find

$$
\begin{gather*}
\int d^{3} x \delta\left(N G_{i j k l} \pi^{i j} \pi^{k l}\right)=\int d^{3} x\left(2 N^{3} g^{-1 / 2}\left(\pi_{i j}-\frac{1}{2} \pi^{3} g_{i j}\right)\right) \delta \pi^{i j} \\
+\left(-\frac{N}{2} g^{-1 / 2} 3^{3} g^{i j}\left(\pi^{m n} \pi_{m n}-\frac{1}{2} \pi^{2}\right)+2 N^{3} g^{-1 / 2}\left(\pi^{i m} \pi_{m}^{j}-\frac{1}{2} \pi \pi^{i j}\right)\right) \delta^{3} g_{i j} \\
\int d^{3} x N \sqrt{{ }^{3} g}{ }^{3} g^{i j} \delta\left(\mathcal{R}_{i j}\right)=\oint d^{2} s_{l} G^{i j k l}\left(N \delta^{3} g_{i j \mid k}-N_{\mid k} \delta^{3} g_{i j}\right) \\
 \tag{1.5.7}\\
+\int d^{3} x \sqrt{{ }^{3} g}\left(N^{i j}-{ }^{3} g^{i j} N_{\mid m}^{\mid m}\right) \delta^{3} g_{i j}
\end{gather*}
$$

In the end, one rapidly obtains

$$
\begin{align*}
\delta H_{0}= & \int d^{3} x A^{i j} \delta^{3} g_{i j}+B_{i j} \delta \pi^{i j} \\
& -\oint d^{2} s_{l} G^{i j k l}\left(N \delta^{3} g_{i j \mid k}-N_{\mid k} \delta^{3} g_{i j}\right) \\
& -\oint d^{2} s_{l}\left(2 N_{k} \delta \pi^{k l}+\left(2 N^{k} \pi^{j l}-N^{l} \pi^{j k}\right) \delta^{3} g_{j k}\right) . \tag{1.5.8}
\end{align*}
$$

From this, we see that Hamilton's equations can not be obtained from asking stationarity of the Hamiltonian action

$$
\begin{equation*}
S_{0}=\int d^{3} x^{3} g_{i j} \dot{\pi}^{i j}-H_{0} \tag{1.5.9}
\end{equation*}
$$

and reproduce Einstein's equations, unless the surface integrals are vanishing. This is obviously true for closed space-times and in this case Hamilton's principle is well-defined when one starts from the Hamiltonian (1.2.5). However, it is not the case for the class of asymptotically flat spacetimes under consideration and the Hamiltonian has thus to be supplemented with the non-vanishing parts of these surface integrals to give a good variational principle and reproduce Hamilton's equations.

One can now evaluate those surface integrals for each particular asymptotic transformation given in (1.5.3). Plugging (1.5.1) and (1.5.3) into those integrals, it was realized that some surface integrals might potentially linearly diverge. This is why Regge and Teitelboim imposed the additional parity conditions (1.5.2). For the divergences to cancel, one should have $h_{i j}^{(1)}$ and $\pi^{(2)} i j$ of opposite parities. The fact that $h_{i j}^{(1)}$ is chosen to be parity even is only motivated by the fact that the Schwarzschild solution lies in the phase space of allowed metrics. Imposing these additional parity conditions, the linearly divergent parts of the surface integrals identically vanish as the integrands are of odd parity. Non-linear terms that would have appeared otherwise in the expressions for the Lorentz charges vanish for the same reasons. In the end, they find that the correct extended Hamiltonian should be

$$
\begin{equation*}
H=H_{0}-\alpha^{\mu} P_{\mu}+\frac{1}{2} \beta^{\mu \nu} M_{\mu \nu} \tag{1.5.10}
\end{equation*}
$$

where $P_{\mu}$ are the four momenta, generators of translations, and $M_{\mu \nu}$ are the six Lorentz charges associated to boosts and rotations. Note that charges associated to parity-odd supertranslations are always zero because of the parity conditions they imposed on the first order fields in the asymptotic expansion. Here, parity-odd supertranslations, associated to trivial charges, are true gauge transformations.

For the energy, associated with the invariance of the action under a time translation, we have $N_{\perp}=\alpha_{\perp}, N_{i}=0$, and only the first integral in (1.5.8) contributes. The associated conserved charge is

$$
\begin{equation*}
P^{\perp} \equiv E=\oint d^{2} S_{j}\left(h_{i j, i}^{(1)}-h_{i i, j}^{(1)}\right) . \tag{1.5.11}
\end{equation*}
$$

For spatial translations, we have $N_{i} \sim \alpha_{i}$ and we find

$$
\begin{equation*}
P^{i} \equiv-2 \oint d^{2} S_{j} \pi^{(2) i j} \tag{1.5.12}
\end{equation*}
$$

These expressions are the same as the expressions obtained by ADM. For rotations and boosts, we respectively find

$$
\begin{align*}
M^{i j} & \equiv-2 \oint d^{2} S_{j} \pi^{(3) i j}  \tag{1.5.13}\\
M_{\perp r} & \equiv \oint d^{2} s_{l} G^{(0) i j k l}\left(x_{r}{ }^{3} g_{i j \mid k}^{(2)}-\delta_{r k}{ }^{3} g_{i j}^{(2)}\right) \\
& =\oint d^{2} S_{l}\left[x_{r}\left({ }^{3} g_{s l, s}^{(2)}-{ }^{3} g_{s s, l}^{(2)}\right)-{ }^{3} g_{r l}^{(2)}+{ }^{3} g_{s s}^{(2)} \delta_{r l}\right] \tag{1.5.14}
\end{align*}
$$

The algebra of the above ten charges was shown to reproduce the Poincaré algebra.
On can rapidly convince himself that the expressions of Abbott and Deser, when evaluated on each of the Killing vectors of Minkowski, agree with the above (Regge-Teitelboim) Poincaré charges.

Regge and Teitelboim realized that, following Dirac's idea, the canonical phase space should be described by ( ${ }^{3} g_{i j}, \pi^{i j}$ ) supplemented with 10 additional independent canonical pairs, the allowed asymptotic lapse and shift and their canonical conjugates, which describe the Poincaré transformations of the spacelike surface at infinity. The supertranslations $\xi^{\mu}$ should not be considered as extra variables as they are pure gauge transformations, i.e. their associated charges are trivial, and can thus be gauge-fixed.

### 1.6 Summary: Asymptotic linearity, parity conditions and equations of motion.

In this chapter, we applied Noether's theorem for global and local symmetries of the extended action of a constrained Hamiltonian system. We have seen that, for classical mechanics, gauge symmetries are associated to trivial charges. For gauge field theories, such as general relativity, Noether's theorem associates a current which is vanishing on-shell up to the divergence of a superpotential.

These results have motivated the construction of "global" conserved charges for gauge field theories in terms of surface integrals. For general relativity, we have reviewed the work of Abbott and Deser who have given a generic definition of charges that describe metrics which can be expressed as fluctuations around a given background metric $\bar{g}_{\mu \nu}$. From the linearized equations of motion, these charges are written as surface integrals.

Although the Abbott-Deser construction seems to answer the problem of defining conserved charges for general relativity, we have pointed out that charges should actually be associated to asymptotic symmetries and that this often differs from the consideration of charges associated to exact background Killing vectors. To find what are the allowed asymptotic symmetries, one needs a specification of the asymptotic sector to be considered.

For asymptotically flat spacetimes, spacetimes that approach Minkowski spacetime at infinity, we have seen that two different regimes may exist at infinity, i.e. null infinity and spatial infinity. Focusing on spatial infinity, we have then provided two different ways one approaches it using either a family of Cauchy surfaces, a cylindrical slicing of spacetime,
or a specific conformal completion of spacetime that introduces an hyperbolic slicing of spacetime. In the first of these frameworks, we have reviewed the work of Regge and Teitelboim who constructed, for a class of metrics specified by a given set of boundary conditions, the ten Poincaré surface charges as generators of asymptotic symmetries of the Hamiltonian action. For this splitting of spacetime and these boundary conditions, the construction of charges is equivalent to a construction that would use the Abbott-Deser charges associated to the ten Poincaré Killing vectors.

As a way to motivate the considerations presented in the next two chapters, let us finish here with some comments on the asymptotic linearity assumption of Abbott and Deser, the parity boundary conditions used by Regge and Teitelboim, and the relevance of a study of Einstein's equations in the process of determining a physically interesting set of boundary conditions.

In the work of Abbott and Deser, conserved charges were constructed from the linearization of a metric around a given background and the subsequent linearization of Einstein's equations. The charges one obtains are thus linear in the fluctuations $h_{\mu \nu}$. This is referred as asymptotic linearity. However, as we have already pointed out, general relativity is a non-linear theory, charges may thus contain non-linearities. It can thus not be the end of the story, unless general relativity is proved to be asymptotically linear.

The construction of Regge and Teitelboim does not refer at all to asymptotic linearity. Their construction of charges relies on Noether's theorem applied to asymptotic symmetries of an action and, as such, they may well turn out to be non-linear. However, they do find charges which are linear in the fluctuations and which are equivalent to the Abbott-Deser charges. The fact that the charges are linear is achieved thanks to the parity conditions imposed on the first order fields. As we have quickly explained, this was implemented to cancel divergences present in the Lorentz charges. The presence of such parity conditions remains however quite obscure and, maybe for this reason, their discussion was relegated to the appendices of their paper.

As we will show in the next chapter, these parity conditions are sufficient to ensure that the spacetimes allowed by the boundary conditions are solutions of the Einstein's equations. They may however not be necessary conditions. One way to state about the necessity of these conditions would be to show that only such asymptotically flat spacetimes are solutions of Einstein's equations. The analysis of the next chapter will show that the Regge-Teitelboim class of spacetimes, where parity conditions would not have been imposed, are solutions of Einstein's equations only if a specific subset of conditions on the fields are imposed. From this perspective, the requirement of parity conditions is seen as a very stringent condition.

The justification of Regge and Teitelboim for introducing parity conditions was that these conditions are sufficient to cancel the linear divergences present in the expressions of the charges. However, we will also see that these contributions vanish under the conditions imposed by Einstein's equations in the absence of parity conditions. However, parity conditions do have their importance as logarithmic divergences are still present as firstly noticed by Beig and o'Murchadha in [11]. Although these divergences have not been discussed by Regge and Teitelboim, we will see that it is connected to the status of logarithmic translations which can be, for a specific set of boundary conditions, considered as asymptotic
symmetries in the absence of parity conditions.
From the existing litterature, the fact that the asymptotic symmetry group at spatial infinity is always found to be the Poincare group and that the theory should be seen as asymptotically linear is thus intimately connected with the choice of boundary conditions. To state about asymptotic linearity, we believe that one should impose the less possible stringent boundary conditions, but still enough stringent so that they describe solutions of Einstein's equations. In the last chapter of Part I, we propose a way to relax parity conditions. As such, we find that the asymptotic symmetry group is larger than the Poincaré group and contain charges that can not be obtained from the linearized theory. This construction differs thus radically from the results presented in the litterature. Our analysis relies on the Beig-Schmidt formalism we describe in the next chapter.

## Generalized Beig-Schmidt formalism

The Beig-Schmidt formalism is a coordinate dependent description of the covariant AshtekarHansen formalism, which was presented in chapter 1, to describe asymptotically flat spacetimes at spatial infinity. Our first aim in this chapter will consist in reviewing their formalism. This will enable us to discuss the unicity of conserved charges that one can construct when taking into account the equations of motion. The other aim is to extend this formalism such as to pave the road for the discussions in the following chapter.

We start in section 2.1 by reviewing the definition of asymptotically flat spacetimes given by R. Beig and B. Schmidt in [44], discuss the asymptotic symmetries of their ansatz and motivate the consideration of a generalized ansatz that includes a logarithmic contribution at second order in a radial expansion. We continue, in section 2.2 , by plugging our generalized ansatz in Einstein's equations to obtain the zeroth, first and second order equations in the radial expansion. In section 2.3, we rewrite the first and second order equations in terms of symmetric and divergenceless tensors that we have previously classified. In the meantime, we also discuss the solutions to these equations. After reviewing the conditions imposed by Einstein's equations at second order in section 2.4, which we recognize as linearization stability constraints, and describing the properties of tensors and Killing vectors on de Sitter space, in section 2.5 we construct charges associated to translations, rotations and boosts and show that they are unique within the Beig-Schmidt formalism. We also comment about these constructions in our general set up.

Our main result in this chapter resides in the fact that, within the Beig-Schmidt formalism, only ten independent non-trivial Poincaré charges can be defined from the analysis of the equations of motion. Also, we see that six of them, the Lorentz charges, can be written in two equivalent ways using either the electric or the magnetic part of the Weyl tensor. As we will see in the next chapter, this gives a generic proof of the equivalence, as shown in [45], between the counterterm Lorentz charges of Mann and Marolf [17], who use the electric part of the Weyl tensor, and the Ashtekar-Hansen Lorentz charges [8] described with the magnetic part of the Weyl tensor.

As this chapter is rather technical, we end up in section 2.6 with an extended summary of the results contained in this chapter. The reader familiar with this formalism, not interested with the details, or lost in the middle of technical details, may directly proceed
to this summary section.
In Appendix I.A, we describe how the Schwarzschild solution can be brought to the Beig-Schmidt form. Appendix I.B sums up a number of useful properties of tensors on the unit hyperboloid that are used throughout this chapter and the following one. Eventually, Appendix I.C provides the proofs of the five Lemmae stated in the main text.

### 2.1 The Beig-Schmidt ansatz

R. Beig and B. Schmidt considered, in [44], a class of spacetimes which are asymptotically flat at spatial infinity. Their considerations were motivated by previous results obtained at null infinity and their will to learn more about the structure at infinity, and in particular about solutions, satisfying specific boundary conditions, of the equations of motion. Their definition provides a framework where, in a neighborhood of spatial infinity, the new class of spacetimes admits an expansion in negative powers of a radial coordinate. Einstein's equations can be expressed as a hierarchy of equations for the coefficients in this expansion sourced by nonlinear terms of subleading orders. The first work of R. Beig and B. Schmidt in [44] proves that this hierarchy can be completely solved provided the initial data satisfies certain constraints. The follow-up work of R. Beig [46] proves that the system can actually be solved under the milder assumption that the first order field in the expansion satisfies six conditions, that he refers to as integrability conditions.

Before discussing Einstein's equations, let us discuss the form of the ansatz for the metric. The ansatz for the metric will be part of the definition of our boundary conditions.

### 2.1.1 Asymptotically flat spacetimes at spatial infinity

In [44], asymptotically flat spacetimes at spatial infinity are defined as space-times admitting a radially smooth Minkowskian spacelike infinity. The coordinate $\rho$ defined in the following is the same as the one previously defined in (1.4.4).

Definition: $(\mathcal{M}, g)$ is radially smooth of order $m$ at spatial infinity, if the following holds:
(1) For a part of $\mathcal{M}$, a chart ( $x^{\mu}$ ) exists which is defined for

$$
\begin{equation*}
\rho_{0}<\rho<\infty, \quad \rho^{2}=\eta_{\mu \nu} x^{\mu} x^{\nu} . \tag{2.1.1}
\end{equation*}
$$

(2) The components of the metric in this chart satisfy

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+\sum_{n=1}^{m} \frac{1}{\rho^{n}} l_{\mu \nu}^{n}\left(\frac{x^{\sigma}}{\rho}\right)+f_{\mu \nu}^{m+1} \tag{2.1.2}
\end{equation*}
$$

where
(3) $l_{\mu \nu}^{n}$ is $C^{\infty}$ in $x^{\sigma} / \rho$ and $\left|f_{\mu \nu}^{m}\right| \leq \frac{\text { const }}{\rho^{m}},\left|f_{\mu \nu}^{m+1}\right| \leq \frac{\text { const }}{\rho^{m+1}}, \ldots$

Apart from technicalities, this definition is readily the same as was previously presented by Ashtekar in [47].

The first important thing to remark is that there exists' a large freedom of performing changes of coordinates such that (2.1.2) holds. Indeed, this is true for example for $s \geq m-1$ with

$$
\begin{equation*}
x^{\mu}=\bar{x}^{\mu}+\sum_{n=1}^{s} \frac{a^{\mu}\left(\bar{x}^{\nu} / \rho\right)}{\bar{\rho}^{n}}, \quad \bar{\rho}^{2}=\eta_{\mu \nu} \bar{x}^{\mu} \cdot \bar{x}^{\nu} . \tag{2.1.3}
\end{equation*}
$$

There are also other transformations known as supertranslations or logarithmic translations which preserve the form of the metric (2.1.2). They read respectively

$$
\begin{align*}
& x^{\mu}=\bar{x}^{\mu}+S^{\mu}\left(\bar{x}^{\nu}\right),  \tag{2.1.4}\\
& x^{\mu}=\bar{x}^{\mu}+C^{\mu} \ln \bar{\rho}, \quad C^{\mu}=\text { const } \tag{2.1.5}
\end{align*}
$$

where supertranslations are direction dependent shifts of the origin.
In summary, we see that the set of diffeomorphisms preserving the form of the metric (2.1.2), i.e. the asymptotic symmetries, can be written as

$$
\begin{equation*}
\overline{\bar{x}}^{\mu}=L_{\nu}^{\mu} x^{\nu}+T^{\mu}+S^{\mu}\left(x^{\nu}\right)+C^{\mu} \ln \rho+o\left(\rho^{0}\right) \tag{2.1.6}
\end{equation*}
$$

where $L_{\nu}^{\mu}$ are the Lorentz transformations, $T^{\mu}$ are the translations, $S^{\mu}$ are the supertranslations, and $C^{\mu}$ are the four logarithmic translations.

If one consider that $\left(\phi^{a}\right)$ is a local chart on the manifold of directions $x^{\mu} / \rho$, it implies that there exists functions $w^{\mu}\left(\phi^{a}\right)$ such that

$$
\begin{equation*}
\frac{x^{\mu}}{\rho}=w^{\mu}\left(\phi^{n}\right), \quad d x^{\mu}=w^{\mu} d \rho+\rho w_{, n}^{\mu} d \phi^{a} \tag{2.1.7}
\end{equation*}
$$

Given this and also

$$
\begin{align*}
& \eta_{\mu \nu} d x^{\mu} d x^{\nu}=d \rho^{2}+\rho^{2} h_{a b}^{(0)} d \phi^{a} d \phi^{b},  \tag{2.1.8}\\
& \tilde{\sigma}^{n} \equiv l_{\mu \nu}^{n} w^{\mu} w^{\nu}, \quad h_{a b}^{n} \equiv l_{\mu \nu}^{n} w_{, a}^{\mu} w_{, b}^{\nu}, \quad A_{a}^{n} \equiv l_{\mu \nu}^{n} w^{\mu} w_{, a}^{\nu}, \tag{2.1.9}
\end{align*}
$$

we see that the metric (2.1.2) can be written as

$$
\begin{align*}
d s^{2}= & d \rho^{2}\left[\left(1+\sum_{n=1}^{m} \frac{\sigma^{(n)}}{\rho^{n}}\right)^{2}+O\left(1 / \rho^{m+1}\right)\right]+2 \rho d \rho d \phi^{a}\left[\sum_{n=1}^{m} \frac{A^{(n)}}{\rho^{n}}+O\left(\rho^{m+1}\right)\right] \\
& +\rho^{2} d \phi^{a} d \phi^{b}\left[h_{a b}^{(0)}+\sum_{n=1}^{m} \frac{h_{a b}^{(n)}}{\rho^{n}}+O\left(1 / \rho^{m+1}\right)\right] \tag{2.1.10}
\end{align*}
$$

where we have set

$$
\begin{equation*}
\left(1+\sum_{n=1}^{m} \frac{\tilde{\sigma}^{n}}{\rho^{n}}\right)=\left(1+\sum_{n=1}^{m} \frac{\sigma^{n}}{\rho^{n}}\right)^{2}+O\left(1 / \rho^{m+1}\right) \tag{2.1.11}
\end{equation*}
$$

### 2.1.2 The Beig-Schmidt ansatz

As we already said, Beig and Schmidt were motivated by the study of Einstein's equations in a radial expansion. In [44], they pointed out that solutions of $\square \Phi=0$, for a certain field $\Phi$ admitting a radial expansion of the form

$$
\begin{equation*}
\Phi=\frac{\Phi^{1}(\tau, \theta, \phi)}{\rho}+\frac{\Phi^{2}(\tau, \theta, \phi)}{\rho^{2}}+\ldots, \tag{2.1.12}
\end{equation*}
$$

can be obtained, due to the choice of coordinates, from solving a decoupled system of equations for various terms in the expansion

$$
\begin{equation*}
h^{(0) a b} \mathcal{D}_{a} \mathcal{D}_{b} \Phi^{n}+n(n-2) \Phi^{n}=0 \tag{2.1.13}
\end{equation*}
$$

This is what motivated their will to write a generic ansatz for the metric as

$$
\begin{equation*}
d s^{2}=\left(1+\frac{\tilde{\sigma}^{1}}{\rho}+\frac{\tilde{\sigma}^{2}}{\rho^{2}}+\ldots\right) d \rho^{2}+\rho^{2}\left(h_{a b}^{(0)}+\frac{h_{a b}^{(1)}}{\rho}+\ldots\right) d \phi^{a} d \phi^{b}, \tag{2.1.14}
\end{equation*}
$$

where $h_{a b}^{(0)}$ is the metric on the unit hyperboloid $\mathcal{H}$. Let us now see how they obtained such an ansatz for the metric starting from (2.1.10) and fixing specific supertranslations and higher order transformations.

## Beig-Schmidt algorithm

Starting from (2.1.10), there is always a change of coordinates such that

$$
\begin{align*}
& \sigma^{(2)}=\sigma^{(3)}=\sigma^{(4)}=\ldots=\sigma^{(m)}=0 \\
& A_{a}^{(1)}=A_{a}^{(2)}=A_{a}^{(3)}=\ldots=A_{a}^{(m)}=0 \tag{2.1.15}
\end{align*}
$$

which allows to bring the metric into the desired form

$$
\begin{equation*}
d s^{2}=\left(1+\frac{\sigma}{\rho}\right)^{2} d \rho^{2}+h_{a b} d \phi^{a} d \phi^{b}, \tag{2.1.16}
\end{equation*}
$$

where we have set $\sigma^{(1)}=\sigma$ and

$$
\begin{equation*}
h_{a b}=\rho^{2} h_{a b}^{(0)}+\rho h_{a b}^{(1)}+h_{a b}^{(2)}+\ldots++\frac{1}{\rho^{n}} h_{a b}^{(n)}+O\left(1 / \rho^{n+1}\right) . \tag{2.1.17}
\end{equation*}
$$

This was proven by the following iterative procedure. The terms $A_{a}^{(1)}$ and $\sigma^{(2)}$ can be cancelled by making the following transformations: first act with a supertranslation of the form

$$
\begin{equation*}
\phi^{a}=\bar{\phi}^{a}+\frac{1}{\rho} G^{(1) a}\left(\bar{\phi}^{b}\right), \quad G^{(1) b}=h^{(0) a b} A_{a}^{(1)} \tag{2.1.18}
\end{equation*}
$$

such that the mixed term $d \bar{\phi}^{a} d \rho\left(A_{a}^{1}-G^{(1) b} h_{a b}^{(0)}\right)$ cancels, and then with the higher order transformation

$$
\begin{equation*}
\rho=\bar{\rho}+\frac{F^{(2)}}{\tilde{\rho}}, \quad F^{(2)}=\sigma^{2}, \tag{2.1.19}
\end{equation*}
$$

such that the $1 / \bar{\rho}^{2}$ in $d \bar{\rho}^{2}$ also cancels. By iteration, a transformation of the form

$$
\begin{equation*}
\phi^{a}=\bar{\phi}^{a}+\frac{1}{\bar{\rho}^{n-1}} G^{(n-1) a}, \quad \rho=\bar{\rho}+\frac{F^{(n)}}{\bar{\rho}^{n-1}} \tag{2.1.20}
\end{equation*}
$$

removes the terms $\sigma^{(n)}$ and $A_{a}^{(n-1)}$. In a similar manner, one removes $A_{a}^{(n)}$. Following this procedure, one arrives at the requested form (2.1.14) that we write as

$$
\begin{equation*}
d s^{2}=\left(1+\frac{\sigma}{\rho}\right)^{2} d \rho^{2}+h_{a b} d \phi^{a} d \phi^{b}, \quad h_{a b}=\rho^{2} h_{a b}^{(0)}+\rho h_{a b}^{(1)}+\ldots \tag{2.1.21}
\end{equation*}
$$

where we have used (2.1.11) and then set $\sigma=\sigma^{1}$. This ansatz for the metric is known as the Beig-Schmidt ansatz.

In this Part I, we will mainly be concerned with metrics up to second order in $h_{a b}$. To cast a metric into Beig-Schmidt coordinates, we only need to perform the change of coordinates that brings Minkowski metric into the unit hyperboloid and then follow the previous detailed algorithm such that

$$
\begin{equation*}
A_{a}^{(1)}=A_{a}^{(2)}=0, \quad \sigma^{(2)}=0 . \tag{2.1.22}
\end{equation*}
$$

Starting from the general metric up to second order

$$
\begin{align*}
d s^{2}= & d \rho^{2}\left[1+\frac{2 \sigma^{(1)}}{\rho}+\frac{\left(\sigma^{(1)}\right)^{2}+2 \sigma^{(2)}}{\rho^{2}}+O\left(1 / \rho^{3}\right)\right]+2 \rho d \rho d \phi^{a}\left[\frac{A_{a}^{(1)}}{\rho}+\frac{A_{a}^{(2)}}{\rho^{2}}+O\left(1 / \rho^{3}\right)\right] \\
& +\rho^{2} d \phi^{a} d \phi^{b}\left[h_{a b}^{(0)}+\frac{1}{\rho} h_{a b}^{(1)}+\frac{1}{\rho^{2}} h_{a b}^{(2)}+O\left(1 / \rho^{3}\right)\right] \tag{2.1.23}
\end{align*}
$$

the Beig-Schmidt algorithm brings the metric into the form

$$
\begin{align*}
d s^{2}= & {\left[(1+\sigma)^{2}+O\left(1 / \rho^{3}\right)\right] d \rho^{2}+2 \rho d \rho d \phi^{a}\left[O\left(1 / \rho^{3}\right)\right] } \\
& +\rho^{2}\left[h_{a b}^{(0)}+\frac{1}{\rho} h_{a b}^{(1)}+\frac{1}{\rho^{2}} h_{a b}^{(2)}+O\left(1 / \rho^{3}\right)\right] \tag{2.1.24}
\end{align*}
$$

In Appendix I.A, we show how this procedure is implemented for the Schwarzschild black hole. It has been recently described in [48] how to cast the Kerr-NUT black hole into Beig-Schmidt coordinates (see also [45] for results for the Kerr or the boosted Schwarzschild black holes).

## Gauge freedom and gauge fixing of the Beig-Schmidt ansatz

Up to second order, apart from Lorentz transformations, we first see that the metric is now invariant under a subgroup of the supertranslations (2.1.4) that we write as

$$
\begin{align*}
\rho & =\bar{\rho}+\omega\left(\bar{\phi}^{a}\right)+\frac{F^{(2)}\left(\bar{\phi}^{a}\right)}{\bar{\rho}}+\ldots,  \tag{2.1.25}\\
\phi^{a} & =\bar{\phi}^{a}+\frac{1}{\bar{\rho}} h^{(0) a b} \omega_{, b}+\frac{G^{(2) a}}{\bar{\rho}^{2}}+\ldots, \tag{2.1.26}
\end{align*}
$$

and where $\omega$ is a function that can be chosen arbitrarily. Let us insist on the fact that it is a subgroup as we have partially fixed the gauge freedom when writing the metric into the Beig-Schmidt form. For reasons that will become clear later, Beig and Schmidt [44] only considered a restricted set of metrics where we can impose the additional condition

$$
\begin{equation*}
k_{a b} \equiv h_{a b}^{(1)}+2 \sigma h_{a b}^{(0)}=0 \tag{2.1.27}
\end{equation*}
$$

For this specific class of solutions, which we will specify later, this can always be reached by a supertranslation of the form (2.1.25). Indeed, applying the transformation to (2.1.24), we see that it generates no new $A_{a}^{(1)}$ or $\sigma$ term. Also, one can see that under these supertranslations, we have

$$
\begin{equation*}
h_{a b}^{(1)} \rightarrow h_{a b}^{(1)}+2 \mathcal{D}_{a} \mathcal{D}_{b} \omega+2 \omega h_{a b}^{(0)} \tag{2.1.28}
\end{equation*}
$$

In the end, we see that $\omega$ must be fixed by imposing that

$$
\begin{equation*}
h_{a b}^{(1)}+2 D_{a} D_{b} \omega+2 \omega h_{a b}^{(0)}=-2 \sigma h_{a b}^{(0)} \tag{2.1.29}
\end{equation*}
$$

When it is possible, we see that, under a specific supertranslation, $h_{a b}^{(1)}$ is completely fixed by $\sigma$ and $h_{a b}^{(0)}$ up to the ambiguity of performing a supertranslation of the form $\mathcal{D}_{a} \mathcal{D}_{b} \omega+h_{a b}^{(0)} \omega=$ 0 . These last supertranslations can however be recognized as translations. We see that imposing the additional condition (2.1.27) completely removes the freedom of performing supertranslations, but not translations. Let us mention also that the first order terms in (2.1.25) also bring in contributions to $\sigma^{(2)}$ and $A_{a}^{(2)}$ and thus interfere with the second step of the Beig-Schmidt algorithm. This is the reason we added the higher-order terms $\left(F^{(2)}\right.$ and $\left.G^{(2) a}\right)$ in the supertranslation described here above. The functions $F^{(2)}$ and $G_{a}^{(2)}$ are precisely there to cancel the terms $\sigma^{(2)}$ and $A^{(2)}$ and are thus functions of $\omega, \sigma$ and their derivatives. As we restrict ourselves to an expansion at second order, we do not need to take care of higher order terms.

We said previously that there also exists logarithmic translations that leave the form of the Beig-Schmidt metric invariant. This is actually not completely true. Indeed, the logarithmic translation can be written in the form

$$
\begin{align*}
\rho & =\bar{\rho}+H(\bar{\phi})(\ln \bar{\rho}-1)+o\left(\bar{\rho}^{0}\right)  \tag{2.1.30}\\
\phi^{a} & =\bar{\phi}^{a}+H^{a}(\bar{\phi})(\ln \bar{\rho}) / \bar{\rho}+o\left(\bar{\rho}^{-1}\right) \tag{2.1.31}
\end{align*}
$$

where $H^{a} \equiv \mathcal{D}^{a} H$ and $H$ satisfies $\mathcal{D}_{a} \mathcal{D}_{b} H+H h_{a b}^{(0)}=0$ (which also implies $\left(\mathcal{D}_{c} \mathcal{D}^{c}+3\right) H=0$ ). We can check that it leaves the form of the metric invariant up to first order with

$$
\begin{equation*}
\sigma \rightarrow \sigma+H, \quad h_{a b}^{(1)} \rightarrow h_{a b}^{(1)}-2 H h_{a b}^{(0)} \tag{2.1.32}
\end{equation*}
$$

However, at second order, it introduces a logarithmic term in the expansion. To leave the form of the metric invariant, one sees after a quite lengthy computation that we also need to require (see [46])

$$
\begin{equation*}
\mathcal{D}_{c}\left(E_{a b}^{(1)} H^{c}\right)=H^{c} \mathcal{D}_{c} E_{a b}^{(1)}-3 H E_{a b}^{(1)}=0 \tag{2.1.33}
\end{equation*}
$$

where $E_{a b}^{(1)}=-\sigma_{a b}-\sigma h_{a b}^{(0)}$ and $\sigma_{a b} \equiv \mathcal{D}_{b} \mathcal{D}_{a} \sigma$. This condition was recognized in [46] as the condition for the spacetime to admit an asymptotically translation Killing vector related to H. Indeed, one can check that asymptotically $\mathcal{L}_{H} g_{a b}=\mathcal{D}_{c}\left(E_{a b}^{(1)} H^{c}\right)$.

## Generalized Beig-Schmidt ansatz

Logarithmic translations are ambiguities in the choice of asymptotically cartesian coordinates and were first discovered by P. Bergmann in [49]. Following the work of R. Beig and B. Schmidt, Ashtekar studied more carefully those transformations in [50]. With Ashtekar's definition of asymptotically flat spacetimes in the above described coordinates, which only differs from the Beig-Schmidt definition by the relaxed condition

$$
\begin{equation*}
\lim \rho f_{a b}^{2}=0 \tag{2.1.34}
\end{equation*}
$$

instead of the condition $\left|f_{\mu \nu}^{2}\right| \leq \frac{\text { const }}{\rho^{2}}$, logarithmic translations are now completely allowed transformations. Based on his results pointing out that logarithmic translations do not affect the definition of momenta or Lorentz charges, and are thus pure gauge, he showed that one can fix them appropriately by setting a parity condition on $\sigma$. Indeed, by imposing the further strict condition

$$
\begin{equation*}
\sigma(\tau, \theta, \phi)=\sigma(-\tau, \pi-\theta, \phi+\pi) \tag{2.1.35}
\end{equation*}
$$

one removes the freedom of performing logarithmic translations. Indeed, as we will see later in equation (2.3.75), the functions $H$ which are solutions of $\mathcal{D}_{a} \mathcal{D}_{b} H+H h_{a b}^{(0)}=0$ are parity odd functions on the hyperboloid. A logarithmic translation that sends $\sigma \rightarrow \sigma+H$ is thus not allowed anymore.

Actually, as we will try to explain in detail in the following chapter, we have found it interesting to consider a generalized form of the Beig-Schmidt ansatz that includes a logarithmic term at second order such that logarithmic translations are allowed transformations. This will be motivated by the construction of an enlarged phase space where logarithmic and specific supertranslations are allowed and associated to non-trivial charges. Our generalized class of asymptotically flat spacetimes are spacetimes whose metrics can be brought into the form up to second order

$$
\begin{align*}
d s^{2}= & \left(1+\frac{2 \sigma}{\rho}+\frac{\sigma^{2}}{\rho^{2}}+o\left(\rho^{-2}\right)\right) d \rho^{2}+o\left(\rho^{-1}\right) d \rho d x^{a} \\
& +\rho^{2}\left(h_{a b}^{(0)}+\frac{h_{a b}^{(1)}}{\rho}+\ln \rho \frac{i_{a b}}{\rho^{2}}+\frac{h_{a b}^{(2)}}{\rho^{2}}+o\left(\rho^{-2}\right)\right) d x^{a} d x^{b} \tag{2.1.36}
\end{align*}
$$

Although we have not explicitly checked it, we believe that this metric can be readily obtained from the definition of asymptotically flat spacetimes of Beig and Schmidt, where we allow for the relaxed condition (2.1.34), and after proceeding through the Beig-Schmidt algorithm as described above.

As we want to be as general as possible, we will also not consider that supertranslations are fixed but rather allow for non-trivial values of $k_{a b}$. For reasons that will become clear in the next chapter, we consider that $k_{a b}$ is a symmetric, traceless and divergenceless (SDT) tensor. It thus fulfills

$$
\begin{equation*}
k_{[a b]}=0, \quad h^{(0) a b} k_{a b}=0, \quad \mathcal{D}^{b} k_{a b}=0 \tag{2.1.37}
\end{equation*}
$$

Because $k_{a b}$ transforms under supertranslations as

$$
\begin{equation*}
k_{a b} \rightarrow k_{a b}+2\left(\omega_{a b}+\omega h_{a b}^{(0)}\right) \tag{2.1.38}
\end{equation*}
$$

we see that only supertranslations that obey $\left(\mathcal{D}_{a} \mathcal{D}^{a}+3\right) \omega=0$ are allowed. When referring to our enlarged boundary conditions, we will always assume that the metric is written in the form (2.1.36) where $k_{a b}$ is an SDT tensor. The Beig-Schmidt boundary conditions assume moreover that $k_{a b}=i_{a b}=0$.

Let us now move to the study of the equations of motion and the conserved charges that can be defined from symmetric and divergence-free (SD) tensors contracted with some asymptotic symmetry. We will come back, in the next chapter, to the comparison between these charges and the ones obtained from the variational principle.

### 2.2 The equations of motion

In this section we will see how Einstein's equations can be expanded in powers of $\rho$ for our enlarged boundary conditions (2.1.36)-(2.1.37). We first start by splitting them into a set of three equations using a $3+1$ split.

### 2.2.1 The $3+1$ split

The $3+1$ split is achieved as soon as the relations between the three and four-dimensional Riemann tensors are established. These relations are known as the Gauss-Codazzi equations. Here, our objective is to expand the Einstein-equations into the (generalized) BeigSchimdt form, so that the $3+1$ split provides, contrarily to the usual ADM formulation, a split between a spatial coordinate and the coordinates on the hyperboloid. Note that this merely changes signs in the relations but not the overall form of the Gauss-Codazzi equations.

Before reviewing these important relations, we need to establish a few definitions and identities involving the extrinsic curvature.

## The extrinsic curvature

The extrinsic curvature is defined as

$$
\begin{equation*}
K_{a b} \equiv h_{a}^{\mu} h_{b}^{\nu} \nabla_{\mu} n_{\nu} \tag{2.2.1}
\end{equation*}
$$

where $\nabla_{\mu}$ is the covariant derivative associated to $g_{\mu \nu}$ and the metric $h_{a}^{\mu}$ is understood here as a projector that projects directions normal to the hypersurface.

To rewrite $K_{a b}$ differently, let us now define the quantity

$$
\begin{equation*}
K_{\mu \nu} \equiv \frac{1}{2}\left(\mathcal{L}_{n} h\right)_{\mu \nu}=\frac{1}{2}\left(n_{\mu ; \nu}+n_{\nu ; \mu}-n_{\mu} a_{\nu}-n_{\nu} a_{\mu}\right) \tag{2.2.2}
\end{equation*}
$$

and remind the reader that the Lie derivative of a general tensor $T^{a_{1} \cdots a_{k}}{ }_{b_{1} \cdots b_{t}}$ with respect to a vector field $v^{a}$ in a given coordinate basis is defined as

$$
\begin{align*}
\left(\mathcal{L}_{v} T\right)^{a_{1} \cdots a_{k}}{ }_{b_{1} \cdots b_{1}} \equiv & v^{c} \nabla_{c} T^{a_{1} \cdots a_{k}}{ }_{b_{1} \cdots b_{l}}-\sum_{i=1}^{k} T^{a_{1} \cdots c \cdots a_{k}}{ }_{b_{1} \cdots b_{l}} \nabla_{c} v^{a_{i}} \\
& +\sum_{j=1}^{t} T^{a_{1} \cdots a_{k}}{ }_{b_{1} \cdots c b_{l}} \nabla_{b_{j}} v^{c} . \tag{2.2.3}
\end{align*}
$$

Given this, the Lie derivative of the three and four-dimensional metrics along the unit normal $n^{\mu}$ are

$$
\begin{align*}
\left(\mathcal{L}_{n} g\right)_{\mu \nu} & =n^{\sigma} \nabla_{\sigma} g_{\mu \nu}+g_{\sigma \nu} \nabla_{\mu} n^{\sigma}+g_{\mu \sigma} \nabla_{\nu} n^{\sigma}=\nabla_{\mu} n_{\nu}+\nabla_{\nu} n_{\mu}, \\
\left(\mathcal{L}_{n} h\right)_{\mu \nu} & =\left(\mathcal{L}_{n} g\right)_{\mu \nu}-n_{\mu}\left(\mathcal{L}_{n} n\right)_{\nu}-n_{\nu}\left(\mathcal{L}_{n} n\right)_{\mu} \\
& =\nabla_{\mu} n_{\nu}+\nabla_{\nu} n_{\mu}-n_{\mu} a_{\nu}-n_{\nu} a_{\mu}, \tag{2.2.4}
\end{align*}
$$

where in the last equation we used $h_{\mu \nu}=g_{\mu \nu}-n_{\mu} n_{\nu}$. We also introduced $a^{\mu}$ which is the curvature vector ( 4 -acceleration) of the spacelike normal curves whose tangent field is $n^{\mu}$

$$
\begin{equation*}
a_{\nu} \equiv\left(\mathcal{L}_{n} n\right)_{\nu}=n^{\lambda} \nabla_{\lambda} n_{\nu}+n_{\sigma} \nabla_{\nu} n^{\sigma}=n^{\lambda} \nabla_{\lambda} n_{\nu}, \quad a^{\mu}=g^{\mu \nu} a_{\nu}, \tag{2.2.5}
\end{equation*}
$$

where it is understood that $0=\nabla_{\nu}\left(n_{\sigma} n^{\sigma}\right)=2 n_{\sigma} \nabla_{\nu} n^{\sigma}$. The definition (2.2.2) allows us to re-express our extrinsic curvature $K_{a b}$ as

$$
\begin{equation*}
K_{a b}=h_{a}^{\mu} h_{b}^{\nu} K_{\mu \nu}=\frac{1}{2} h_{a}^{\mu} h_{b}^{\nu}\left(\mathcal{L}_{n} h\right)_{\mu \nu}=\frac{1}{2}\left(\mathcal{L}_{n} h\right)_{a b}=h_{a}^{\mu} h_{b}^{\nu} \nabla_{\mu} n_{\nu}, \tag{2.2.6}
\end{equation*}
$$

where we used $h_{a}{ }^{\mu} n_{\mu}=0$. To summarize, we have

$$
\begin{equation*}
K_{a b}=h_{a}^{\mu} h_{b}^{\nu} \nabla_{\mu} n_{\nu}=\frac{1}{2}\left(\mathcal{L}_{n} h\right)_{a b} . \tag{2.2.7}
\end{equation*}
$$

The trace of the extrinsic curvature is defined as

$$
\begin{equation*}
K=h^{a b} K_{a b} . \tag{2.2.8}
\end{equation*}
$$

For the following, let us now derive some identities involving the extrinsic curvature. By means of (2.2.7), one easily sees that

$$
\begin{align*}
h_{a}{ }^{\mu} h_{c}{ }^{\sigma} \nabla_{\mu} h_{a}{ }^{\lambda} & =h_{a}{ }^{\mu} h_{c}{ }^{\sigma} \nabla_{\mu}\left(g_{\sigma}{ }^{\lambda}-n_{\sigma} n^{\lambda}\right)=-h_{a}{ }^{\mu} h_{c}{ }^{\sigma}\left(\nabla_{\mu} n_{\sigma}\right) n^{\lambda} \equiv-K_{a c} n^{\lambda}, \\
h_{b}{ }^{\kappa} n^{\lambda} \nabla_{\kappa} \omega_{\lambda} & =-h_{b}{ }^{\kappa} \omega_{\lambda} \nabla_{\kappa} n^{\lambda} \equiv-K_{b}{ }^{\lambda} \omega_{\lambda}, \tag{2.2.9}
\end{align*}
$$

where $\omega_{\mu}$ is a dual vector field on the timelike hypersurface, so that $\omega_{\mu} n^{\mu}=0$.
The Lie derivative of $K_{a b}$ can be obtained by considering the Lie derivative of $K_{\mu \nu}$. Using (2.2.2), we find

$$
\begin{equation*}
\mathcal{L}_{n} K_{\mu \nu}=\frac{1}{2}\left[\mathcal{L}_{n} n_{\mu ; \nu}+\mathcal{L}_{n} n_{\nu ; \mu}-2 a_{\mu} a_{\nu}-\left(\mathcal{L}_{n} a\right)_{\mu} n_{\nu}-\left(\mathcal{L}_{n} a\right)_{\nu} n_{\mu}\right] . \tag{2.2.10}
\end{equation*}
$$

However, we also have

$$
\begin{aligned}
\mathcal{L}_{n} n_{\mu ; \nu} & \equiv n^{\sigma} \nabla_{\sigma} \nabla_{\nu} n_{\mu}+\nabla_{\nu} n_{\sigma} \nabla_{\mu} n^{\sigma}+\nabla_{\sigma} n_{\mu} \nabla_{\nu} n^{\sigma} \\
& =n^{\sigma}\left(\nabla_{\sigma} \nabla_{\nu}-\nabla_{\nu} \nabla_{\sigma}\right) n_{\mu}+\nabla_{\nu} a_{\mu}+\nabla_{\nu} n_{\sigma} \nabla_{\mu} n^{\sigma} \\
& =n^{\sigma} R_{\sigma \nu \mu} \lambda^{\lambda} n_{\lambda}+\nabla_{\nu} a_{\mu}+\nabla_{\nu} n_{\sigma} \nabla_{\mu} n^{\sigma},
\end{aligned}
$$

so that

$$
\begin{equation*}
\mathcal{L}_{n} K_{\mu \nu}=-R_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma}+\nabla_{(\mu} a_{\nu)}+\nabla_{\mu} n_{\sigma} \nabla_{\nu} n^{\sigma}-a_{\mu} a_{\nu}-\frac{1}{2}\left(\mathcal{L}_{n} a\right)_{\mu} n_{\nu}-\frac{1}{2}\left(\mathcal{L}_{n} a\right)_{\nu} n_{\mu} \tag{2.2.11}
\end{equation*}
$$

By projecting with the three-dimensional metric, we obtain

$$
\begin{equation*}
\mathcal{L}_{n} K_{a b}=h_{a}^{\mu} h_{b}^{\nu} \mathcal{L}_{n} K_{\mu \nu}=-h_{a}^{\mu} h_{b}^{\nu} R_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma}+D_{(a} a_{b)}+K_{a c} K_{b}^{c}-a_{a} a_{b} \tag{2.2.12}
\end{equation*}
$$

Eventually, we also have

$$
\begin{align*}
\mathcal{L}_{n} K \equiv \mathcal{L}_{n}\left(h^{a b} K_{a b}\right) & =h^{a b} \mathcal{L}_{n} K_{a b}+K_{a b}\left(n^{c} \nabla_{c} h^{a b}-h^{a c} \nabla_{c} n^{b}-h^{d b} \nabla_{c} n^{a}\right) \\
& =h^{a b} \mathcal{L}_{n} K_{a b}-2 K^{a b} h_{a}{ }^{c} h_{b}^{d} \nabla_{c} n_{d} \\
& =h^{a b} \mathcal{L}_{n} K_{a b}-2 K_{a b} K^{a b} \tag{2.2.13}
\end{align*}
$$

## The Gauss-Codazzi equations

One way to derive the Gauss-Codazzi equations is to re-express the four dimensional Riemann tensor in terms of three dimensional quantities. In here, we will closely follow Wald's approach [34] who first defines three-dimensional objects and then connects them to their four dimensional counterparts.

To start with, the three-dimensional Riemann tensor on the hypersuface is denoted by $\mathcal{R}_{a b c}{ }^{d}$ and is defined by

$$
\begin{equation*}
\mathcal{R}_{a b c}^{d} \omega_{d} \equiv\left[D_{a}, D_{b}\right] \omega_{c}=\left(D_{a} D_{b}-D_{b} D_{a}\right) \omega_{c} \tag{2.2.14}
\end{equation*}
$$

where $\omega_{\sigma}$ is a dual vector field defined on the hypersurface. In the following, $\nabla_{\mu}$ and $D_{\mu}$ are the covariant derivatives associated respectively with $g_{\mu \nu}$ and $h_{\mu \nu}$.

To link $\mathcal{R}_{a b c}{ }^{d}$ to the Riemann tensor $R_{\mu \nu \sigma}{ }^{\lambda}$ in four dimensions, we first see that

$$
\begin{align*}
D_{a} D_{b} \omega_{c} & =D_{a}\left(h_{b}{ }^{\kappa} h_{c}{ }^{\lambda} \nabla_{\kappa} \omega_{\lambda}\right)=h_{a}{ }^{\mu} h_{b}{ }^{\nu} h_{c}{ }^{\sigma} \nabla_{\mu}\left(h_{\nu}{ }^{\kappa} h_{\sigma}{ }^{\lambda} \nabla_{\kappa} \omega_{\lambda}\right) \\
& =\left[h_{a}{ }^{\mu} h_{b}{ }^{\kappa} h_{c}{ }^{\lambda} \nabla_{\mu} \nabla_{\kappa}+K_{a c} K_{b}{ }^{\lambda}-K_{a b} h_{c}{ }^{\lambda} n^{\kappa} \nabla_{\kappa}\right] \omega_{\lambda}, \tag{2.2.15}
\end{align*}
$$

where in the last equality we made use of the identities (2.2.9). This means that

$$
\begin{equation*}
\mathcal{R}_{a b c}{ }^{d} \omega_{d}=\left[h_{a}{ }^{\mu} h_{b}{ }^{\kappa} h_{c}{ }^{\lambda}\left(\nabla_{\mu} \nabla_{\kappa}-\nabla_{\kappa} \nabla_{\mu}\right)+K_{a c} K_{b}{ }^{\lambda}-K_{b c} K_{a}^{\lambda}\right] \omega_{\lambda} \tag{2.2.16}
\end{equation*}
$$

which immediately gives us the first Gauss-Codazzi equation

$$
\begin{equation*}
\mathcal{R}_{a b c}{ }^{d}=h_{a}^{\mu} h_{b}^{\nu} h_{c}^{\sigma} h_{\lambda}^{d} R_{\mu \nu \sigma}{ }^{\lambda}+K_{a c} K_{b}^{d}-K_{b c} K_{a}^{d} . \tag{2.2.17}
\end{equation*}
$$

With this result in hand, it is interesting to look at the relation between the three-dimensional Ricci tensor or scalar and the four dimensional Riemann tensor. We have

$$
\begin{align*}
\mathcal{R}_{a b} & \equiv \mathcal{R}_{a c b}{ }^{c}=h_{a}{ }^{\mu} h_{b}{ }^{\sigma} h^{\nu \lambda} R_{\mu \nu a \lambda}+K_{a b} K-K_{b c} K_{a}{ }^{c}, \\
\mathcal{R} & \equiv h^{a b} \mathcal{R}_{a b}=h^{\mu \sigma} h^{\nu \lambda} R_{\mu \nu \sigma \lambda}-K_{a b} K^{a b}+K^{2} \tag{2.2.18}
\end{align*}
$$

One can simplify the expression for the three dimensional Ricci scalar by realizing that

$$
\begin{align*}
R_{\mu \nu \sigma \lambda} h^{\mu \sigma} h^{\nu \lambda} & =R_{\mu \nu \sigma \lambda}\left(g^{\mu \sigma}-n^{\mu} n^{\sigma}\right)\left(g^{\nu \lambda}-n^{\nu} n^{\lambda}\right)=R-2 R_{\mu \nu} n^{\mu} n^{\nu} \\
& =-2 G_{\mu \nu} n^{\mu} n^{\nu} \tag{2.2.19}
\end{align*}
$$

which also implies

$$
\begin{equation*}
\mathcal{R}=-2 G_{\mu \nu} n^{\mu} n^{\nu}-K_{a b} K^{a b}+K^{2} \tag{2.2.20}
\end{equation*}
$$

If we look at the expression for the Ricci tensor, we can rewrite it as

$$
\begin{align*}
\mathcal{R}_{a b} & =h_{a}{ }^{\mu} h_{b}{ }^{\sigma}\left(g^{\nu \lambda}-n^{\nu} n^{\lambda}\right) R_{\mu \nu \sigma \lambda}+K_{a b} K-K_{b c} K_{a}{ }^{c} \\
& =h_{a}{ }^{\mu} h_{b}{ }^{\sigma} R_{\mu \sigma}-h_{a}{ }^{\mu} h_{b}{ }^{\sigma} R_{\mu \nu \sigma \lambda} n^{\nu} n^{\lambda}+K_{a b} K-K_{b c} K_{a}{ }^{c} . \tag{2.2.21}
\end{align*}
$$

The second term on the right hand side can be re-expressed using (2.2.12), and we eventually find

$$
\begin{equation*}
\mathcal{R}_{a b}=h_{a}{ }^{\mu} h_{b}{ }^{\nu} R_{\mu \nu}+\mathcal{L}_{n} K_{a b}-D_{(a} a_{b)}+a_{a} a_{b}+K_{a b} K-2 K_{b c} K_{a}{ }^{c} \tag{2.2.22}
\end{equation*}
$$

As for the second Gauss-Codazzi equation, one can check that

$$
\begin{equation*}
D_{b} K_{a}^{b}-D_{a} K_{b}^{b}=h_{a}^{\mu} n^{\nu} R_{\mu \nu}=h_{a}^{\mu} n^{\nu} G_{\mu \nu} \tag{2.2.23}
\end{equation*}
$$

## Einstein's equations in the $3+1$ split

As we said, the $3+1$ split sums up to a splitting of Einstein equations. In our case, it is obtained by projecting them either along, or perpendicular to, the hyperboloid of constant $\rho$ using either the projector $h_{\mu \nu}=g_{\mu \nu}-n_{\mu} n_{\nu}$, which is also the metric on the timelike hypersurface, or the outward pointing unit (spacelike) normal $n_{\mu}$ (such that $n_{\mu} n^{\mu}=1$ ). The equations we obtain are a set of equations depending on the lapse $N=1+\sigma^{(1)}$ and the three-dimensional metric $h_{a b}$. They take the form

$$
\begin{align*}
H & :=-2 n^{\mu} n^{\nu} G_{\mu \nu}=0, \\
F_{a} & :=h_{a}^{\mu} n^{\nu} G_{\mu \nu}=h_{a}^{\mu} n^{\nu} R_{\mu \nu}=0, \\
F_{a b} & :=h_{a}^{\mu} h_{b}^{\nu} R_{\mu \nu}=0 . \tag{2.2.24}
\end{align*}
$$

Using respectively equations (2.2.20),(2.2.23) and (2.2.22), we directly obtain

$$
\begin{align*}
H & =\mathcal{R}-K^{2}+K_{a b} K^{a b}=0, \\
F_{a} & =D_{b} K_{a}^{b}-D_{a} K_{b}^{b}=0, \\
F_{a b} & =\mathcal{R}_{a b}-\mathcal{L}_{n} K_{a b}+D_{(a} a_{b)}-a_{a} a_{b}-K_{a b} K+2 K_{b c} K_{a}^{c}=0 . \tag{2.2.25}
\end{align*}
$$

The first equation can be simplified by taking the trace of the third equation

$$
\begin{equation*}
h^{a b} F_{a b}=0 \rightarrow \mathcal{R}=h^{a b} \mathcal{L}_{n} K_{a b}-D_{a} a^{a}+a_{a} a^{a}+K^{2}-2 K_{a b} K^{a b} \tag{2.2.26}
\end{equation*}
$$

which implies

$$
\begin{align*}
H & =-h^{a b} \mathcal{L}_{n} K_{a b}+D_{a} a^{a}-a_{a} a^{a}+K_{a b} K^{a b} \\
& =-\mathcal{L}_{n} K+D_{a} a^{a}-a_{a} a^{a}-K_{a b} K^{a b}, \tag{2.2.27}
\end{align*}
$$

where in the last equation we made use of (2.2.13).
In analogy with the Arnowitt-Deser-Misner formalism, we will refer to the equation (2.2.27) as the Hamiltonian equation, and to the second and third equations of (2.2.24) as the momentum equation and the equation of motion.

## A simplified form of the equations

For our ansatz, these equations can be even more simplified. Indeed, in our case, the shift is zero and the lapse $N$ is defined by

$$
\begin{equation*}
N \equiv 1+\frac{\sigma}{\rho} \tag{2.2.28}
\end{equation*}
$$

so that

$$
\begin{equation*}
n^{\mu}=(1 / N) \delta_{\rho}^{\mu}, \quad g_{\mu \nu} n^{\mu} n^{\nu}=1 \tag{2.2.29}
\end{equation*}
$$

Now, using $D_{a} \equiv h_{a}{ }^{\mu} \nabla_{\mu}$ the covariant derivative associated to $h_{a b}$ and the projector $h_{a}^{\mu}=g_{a}^{\mu}-n_{a} n^{\mu}=g_{a}^{\mu}$ because $n_{a}=0$, we rapidly obtain

$$
\begin{align*}
K_{a b} & =\frac{1}{2}\left(\mathcal{L}_{n} h\right)_{a b}=\frac{1}{2} h_{a}^{\mu} h_{b}^{\nu}\left(\mathcal{L}_{n} h\right)_{\mu \nu}=\frac{1}{2} h_{a}^{\mu} h_{b}^{\nu}\left(n^{\sigma} \nabla_{\sigma} h_{\mu \nu}+h_{\mu \sigma} \nabla_{\nu} n^{\sigma}+h_{\sigma \nu} \nabla_{\mu} n^{\sigma}\right) \\
& =\frac{1}{2}\left(n^{\sigma} \nabla_{\sigma} h_{a b}+h_{a \sigma} D_{b} n^{\sigma}+h_{\sigma b} D_{a} n^{\sigma}\right) \\
& =\frac{1}{2} n^{\rho} \partial_{\rho} h_{a b}, \tag{2.2.30}
\end{align*}
$$

where in the last line we used $h_{a \sigma} D_{b} n^{\sigma}=h_{a \rho} \partial_{b} n^{\rho}-h_{a c} n^{d} \Gamma_{d b}^{c}=0$ and $n^{\sigma} \nabla_{\sigma} h_{a b}=n^{\rho} \partial_{\rho} h_{a b}$. We also have

$$
\begin{equation*}
\mathcal{L}_{n} K_{a b}=N^{-1} \partial_{\rho} K_{a b} . \tag{2.2.31}
\end{equation*}
$$

The 4-acceleration also simplifies as

$$
\begin{equation*}
a^{\mu}=n^{\nu} \nabla_{\nu} n^{\mu}=n^{\nu}\left[\partial_{\nu} n^{\mu}+n^{\sigma} g^{\mu \kappa}\left(g_{\kappa \sigma, \nu}-\frac{1}{2} g_{\sigma \nu, \kappa}\right)\right], \tag{2.2.32}
\end{equation*}
$$

so we easily see that

$$
\begin{equation*}
a^{a}=-\frac{1}{N} D^{a} N, \quad a_{a}=-\frac{1}{N} D_{a} N . \tag{2.2.33}
\end{equation*}
$$

We eventually have

$$
\begin{equation*}
D_{a} a_{b}-a_{a} a_{b}=-\frac{1}{N} D_{a} D_{b} N \tag{2.2.34}
\end{equation*}
$$

Given all this, the equations take the much simpler form [44]

$$
\begin{align*}
H & \equiv-\mathcal{L}_{n} K-K_{a b} K^{a b}-N^{-1} h^{a b} D_{a} D_{b} N=0 \\
F_{a} & \equiv D_{b} K_{a}^{b}-D_{a} K=0 \\
F_{a b} & \equiv \mathcal{R}_{a b}-N^{-1} \partial_{\rho} K_{a b}-N^{-1} D_{a} D_{b} N-K K_{a b}+2 K_{a}{ }^{c} K_{c b}=0 . \tag{2.2.35}
\end{align*}
$$

### 2.2.2 Radial expansion

We now expand these equations using our metric ansatz (2.1.36). The results we obtain reduce at zeroth and first order in the expansion when $i_{a b}=0$ to the results presented in [44] and, at second order when $k_{a b}=i_{a b}=0$ to the results presented in [46]. In several places, we simplify the computations by setting the trace and the divergence of $k_{a b}$ to zero. As already discussed these are additional boundary conditions that we will justify in the next chapter.

The inverse metric is expanded as

$$
h^{a b}\left(\rho, x^{c}\right)=\rho^{-2} h^{(0) a b}-\rho^{-3} h^{(1) a b}-\ln \rho \rho^{-4} i^{a b}-\rho^{-4}\left(h^{(2) a b}-h_{c}^{(1) a} h^{(1) c b}\right)+O\left(\rho^{-5}\right) .
$$

The extrinsic curvature admits the simple expansion

$$
\begin{equation*}
K_{a b}=\rho h_{a b}^{(0)}+\left(\frac{1}{2} h_{a b}^{(1)}-\sigma h_{a b}^{(0)}\right)+\frac{1}{\rho}\left(\frac{1}{2} i_{a b}-\frac{1}{2} h_{a b}^{(1)} \sigma+\sigma^{2} h_{a b}^{(0)}\right)+O\left(\rho^{-2}\right) \tag{2.2.36}
\end{equation*}
$$

and we also have

$$
\begin{align*}
K_{b}^{a}= & \frac{1}{\rho} \delta_{b}^{a}-\frac{1}{2 \rho^{2}} k_{b}^{a}-\frac{\ln \rho}{\rho^{3}} i_{b}^{a} \\
& +\frac{1}{\rho^{3}}\left(-h_{(2) b}^{a}+\frac{1}{2} i_{b}^{a}+2 \sigma^{2} \delta_{b}^{a}+\frac{1}{2} k_{c}^{a} k_{b}^{c}-\frac{3}{2} \sigma k_{b}^{a}\right)+O\left(\rho^{-4}\right) \tag{2.2.37}
\end{align*}
$$

The covariant derivative requires an expansion of the Christoffel symbols

$$
\begin{equation*}
\Gamma_{b c}^{a}=\Gamma_{b c}^{(0) a}+\rho^{-1} \Gamma_{b c}^{(1) a}+\ln \rho \rho^{-2} \Gamma_{b c}^{(\ln , 2) a}+\rho^{-2} \Gamma_{b c}^{(2) a}+O\left(\rho^{-3}\right), \tag{2.2.38}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{b c}^{(1) a} & =\frac{1}{2}\left(\mathcal{D}_{c} h_{b}^{(1) a}+\mathcal{D}_{b} h_{c}^{(1) a}-\mathcal{D}^{a} h_{b c}^{(1)}\right) \\
\Gamma_{b c}^{(l n, 2) a} & =\frac{1}{2}\left(\mathcal{D}_{c} i^{a}{ }_{b}+\mathcal{D}_{b} i^{a}{ }_{c}-\mathcal{D}^{a} i_{b c}\right),  \tag{2.2.39}\\
\Gamma_{b c}^{(2) a} & =\frac{1}{2}\left(\mathcal{D}_{c} h^{(2) a}+\mathcal{D}_{b} h_{c}^{(2) a}-\mathcal{D}^{a} h_{b c}^{(2)}\right)-\frac{1}{2} h^{(1) a d}\left(\mathcal{D}_{c} h_{d b}^{(1)}+\mathcal{D}_{b} h_{d c}^{(1)}-\mathcal{D}_{d} h_{b c}^{(1)}\right) .
\end{align*}
$$

The expansion of the three-dimensional Ricci curvature tensor is

$$
\begin{equation*}
\mathcal{R}_{a b}=\mathcal{R}_{a b}^{(0)}+\rho^{-1} \mathcal{R}_{a b}^{(1)}+\ln \rho \rho^{-2} \mathcal{R}_{a b}^{(l n, 2)}+\rho^{-2} \mathcal{R}_{a b}^{(2)}+O\left(\rho^{-3}\right) \tag{2.2.40}
\end{equation*}
$$

The zeroth order Ricci tensor is the one constructed with the metric $h_{a b}^{(0)}$. The first order Ricci tensor and the tensor $\mathcal{R}_{a b}^{(l n, 2)}$ are

$$
\begin{aligned}
\mathcal{R}_{a b}^{(1)} & =\mathcal{D}_{c}\left[\Gamma_{a b}^{(1) c}\right]-\mathcal{D}_{b}\left[\Gamma_{a c}^{(1) c}\right]=\frac{1}{2}\left[\mathcal{D}^{c} \mathcal{D}_{b} h_{a c}^{(1)}+\mathcal{D}^{c} \mathcal{D}_{a} h_{b c}^{(1)}-\mathcal{D}_{a} \mathcal{D}_{b} h^{(1)}-\mathcal{D}^{c} \mathcal{D}_{c} h_{a b}^{(1)}\right] \\
\mathcal{R}_{a b}^{(l n, 2)} & =\frac{1}{2}\left[\mathcal{D}^{c} \mathcal{D}_{b} i_{a c}+\mathcal{D}^{c} \mathcal{D}_{a} i_{b c}-\mathcal{D}_{a} \mathcal{D}_{b} i-\mathcal{D}^{c} \mathcal{D}_{c} i_{a b}\right]
\end{aligned}
$$

and the second order Ricci tensor reads as

$$
\begin{aligned}
\mathcal{R}_{a b}^{(2)}= & \frac{1}{2}\left[\mathcal{D}^{c} \mathcal{D}_{b} h_{a c}^{(2)}+\mathcal{D}^{c} \mathcal{D}_{a} h_{b c}^{(2)}-\mathcal{D}_{a} \mathcal{D}_{b} h^{(2)}-\mathcal{D}^{c} \mathcal{D}_{c} h_{a b}^{(2)}\right]+\frac{1}{2} \mathcal{D}_{b}\left[h^{(1) c d} \mathcal{D}_{a} h_{c d}^{(1)}\right] \\
& -\frac{1}{2} \mathcal{D}_{d}\left[h^{(1) c d}\left(\mathcal{D}_{a} h_{b c}^{(1)}+\mathcal{D}_{b} h_{a c}^{(1)}-\mathcal{D}_{c} h_{a b}^{(1)}\right)\right]+\frac{1}{4} \mathcal{D}^{c} h^{(1)}\left[\mathcal{D}_{a} h_{b c}^{(1)}+\mathcal{D}_{b} h_{a c}^{(1)}-\mathcal{D}_{c} h_{a b}^{(1)}\right] \\
& -\frac{1}{4} \mathcal{D}_{a} h_{c d}^{(1)} \mathcal{D}_{b} h^{(1) c d}+\frac{1}{2} \mathcal{D}_{c} h_{a d}^{(1)} \mathcal{D}^{c} h^{(1) d}{ }_{b}-\frac{1}{2} \mathcal{D}_{c} h_{a d}^{(1)} \mathcal{D}^{d} h^{(1) c}{ }_{b} .
\end{aligned}
$$

Finally, the equations can be expanded as

$$
\begin{align*}
H & =\rho^{-3} H^{(1)}+\ln \rho \rho^{-4} H^{(l n, 2)}+\rho^{-4} H^{(2)}+O\left(\rho^{-5}\right) \\
F_{a} & =\rho^{-2} F_{a}^{(1)}+\ln \rho \rho^{-3} F_{a}^{(l n, 2)}+\rho^{-3} F_{a}^{(2)}+O\left(\rho^{-4}\right)  \tag{2.2.41}\\
F_{a b} & =F_{a b}^{(0)}+\rho^{-1} F_{a b}^{(1)}+\ln \rho \rho^{-2} F_{a b}^{(l n, 2)}+\rho^{-2} F_{a b}^{(2)}+O\left(\rho^{-3}\right)
\end{align*}
$$

## At zeroth order

At zeroth order, the Hamiltonian and momentum equations are trivial. We are left with the equation of motion

$$
\begin{equation*}
F_{a b}^{(0)}=\mathcal{R}_{a b}^{(0)}-2 h_{a b}^{(0)}=0, \tag{2.2.42}
\end{equation*}
$$

which implies that the boundary metric is the three-dimensional de Sitter spacetime

$$
\begin{equation*}
d s_{\mathcal{H}}^{2}=h_{a b}^{(0)} d x^{a} d x^{b}=-d \tau^{2}+\cosh ^{2} \tau\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.2.43}
\end{equation*}
$$

The metric $h_{a b}^{(0)}$ is the unit hyperboloid metric on $\mathcal{H}$.
Indeed, if $h_{a b}^{(0)}$ is an unspecified Lorentz metric on the manifold $S^{2} \times R$, the equation (2.2.42) and the vanishing of the Weyl tensor in three dimensions imply that

$$
\begin{equation*}
\mathcal{R}_{a b c d}^{(0)}=h_{a c}^{(0)} h_{b d}^{(0)}-h_{b c}^{(0)} h_{a d}^{(0)} . \tag{2.2.44}
\end{equation*}
$$

## At first order

At first order, the Hamiltonian equation $H^{(1)}=0$ is simply

$$
\begin{equation*}
(\square+3) \sigma=0 \tag{2.2.45}
\end{equation*}
$$

The momentum equation $F_{a}^{(1)}=0$ is

$$
\begin{equation*}
\mathcal{D}^{b} k_{a b}=\mathcal{D}_{a} k \tag{2.2.46}
\end{equation*}
$$

and the radial equation of motion $F_{a b}^{(1)}$ is

$$
\begin{equation*}
(\square-3) k_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} k-k h_{a b}^{(0)}, \tag{2.2.47}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
\square k_{a b}-\mathcal{D}^{c} \mathcal{D}_{a} k_{b c}=0 \tag{2.2.48}
\end{equation*}
$$

If we further impose that $k_{a b}$ is a traceless and divergence-free tensor, the momentum equation is trivial and the first order equations of motions are summarized as

$$
\begin{equation*}
(\square+3) \sigma=0, \quad(\square-3) k_{a b}=0 \tag{2.2.49}
\end{equation*}
$$

## At second order

At second order we easily get for the logarithmic terms $H^{(l n, 2)}=0, F_{a}^{(l n, 2)}=0$ and $F_{a b}^{(l n, 2)}=$ 0

$$
\begin{equation*}
i=0, \quad \mathcal{D}^{b_{i}}{ }_{a b}=0, \quad(\square-2) i_{a b}=0, \tag{2.2.50}
\end{equation*}
$$

For the finite terms at second order we find

$$
\begin{align*}
H^{(2)}= & -h^{(2)}+\frac{3}{2} i+\frac{1}{4} h^{(1) a b} h_{a b}^{(1)}+\frac{1}{2} \sigma h^{(1)} \\
& +9 \sigma^{2}+\sigma \mathcal{D}^{2} \sigma+h^{(1) a b} \mathcal{D}_{a} \mathcal{D}_{b} \sigma+\mathcal{D}^{b} \sigma \mathcal{D}^{a} h_{a b}^{(1)}-\frac{1}{2} \mathcal{D}_{a} \sigma \mathcal{D}^{a} h^{(1)} \tag{2.2.51}
\end{align*}
$$

Using only $\sigma$ and $k_{a b}=h_{a b}^{(1)}+2 \sigma h_{a b}^{(0)}$, and also $k=i=0$, we obtain

$$
\begin{equation*}
h^{(2)}=12 \sigma^{2}+\sigma_{c} \sigma^{c}+\frac{1}{4} k_{c d} k^{c d}+k_{c d} \sigma^{c d} \tag{2.2.52}
\end{equation*}
$$

where we also made use of the first order equations of motion. We also have

$$
\begin{equation*}
F_{a}^{(2)} \equiv \mathcal{D}_{b} K_{a}^{(2) b}-\mathcal{D}_{a} K^{(2)}+\Gamma_{b c}^{(1) b} K_{a}^{(1) c}-\Gamma_{a b}^{(1) c} K_{c}^{(1) b}=0 \tag{2.2.53}
\end{equation*}
$$

which amounts, after simplifications, to

$$
\begin{equation*}
\mathcal{D}^{b} h_{a b}^{(2)}=\frac{1}{2} \mathcal{D}^{b} k_{a c} k_{b}^{c}+\mathcal{D}_{a}\left(\sigma_{c} \sigma^{c}+8 \sigma^{2}-\frac{1}{8} k_{c d} k^{c d}+k_{c d} \sigma^{c d}\right) \tag{2.2.54}
\end{equation*}
$$

The radial equation of motion can be obtained after a straightforward computation and we find the quite intricate form

$$
\begin{equation*}
(\square-2) h_{a b}^{(2)}=2 i_{a b}+\mathrm{NL}_{a b}(\sigma, \sigma)+\mathrm{NL}_{a b}(\sigma, k)+\mathrm{NL}_{a b}(k, k) \tag{2.2.55}
\end{equation*}
$$

where the non-linear terms are given by

$$
\begin{align*}
\mathrm{NL}_{a b}(\sigma, \sigma)= & \mathcal{D}_{a} \mathcal{D}_{b}\left(5 \sigma^{2}+\sigma_{c} \sigma^{c}\right)+h_{a b}^{(0)}\left(-18 \sigma^{2}+4 \sigma^{c} \sigma_{c}\right)+4 \sigma \sigma_{a b}, \\
\mathrm{NL}_{a b}(\sigma, k)= & \mathcal{D}_{a} \mathcal{D}_{b}\left(k_{c d} \sigma^{c d}\right)-2 k_{c d} \sigma^{c d} h_{a b}^{(0)}+4 \sigma k_{a b}+4 \sigma^{c}\left(D_{(a} k_{b) c}-D_{c} k_{a b}\right)+4 \sigma_{c(a} k_{b)}^{c}, \\
\mathrm{NL}_{a b}(k, k)= & k_{a c} k^{c}+k^{c d}\left(-\mathcal{D}_{d} \mathcal{D}_{(a} k_{b) c}+\mathcal{D}_{c} \mathcal{D}_{d} k_{a b}\right) \\
& -\frac{1}{2} \mathcal{D}_{b} k^{c d} \mathcal{D}_{a} k_{c d}+\mathcal{D}^{d} k_{c(a} \mathcal{D}_{b)} k_{d}^{c}+\mathcal{D}_{c} k_{a d} \mathcal{D}^{c} k_{b}^{d}-\mathcal{D}_{c} k_{a d} \mathcal{D}^{d} k_{b}^{c} . \tag{2.2.56}
\end{align*}
$$

Using the relation $\sigma^{c} \sigma_{a b c}=\sigma^{c} \sigma_{c a b}+\sigma_{a} \sigma_{b}-h_{a b}^{(0)} \sigma_{c} \sigma^{c}$ (see also Appendix I.B), one can rewrite the $\mathrm{NL}_{a b}(\sigma, \sigma)$ non-linear terms as

$$
\begin{equation*}
\mathrm{NL}_{a b}(\sigma, \sigma)=6 \sigma_{c} \sigma^{c} h_{a b}^{(0)}+8 \sigma_{a} \sigma_{b}+14 \sigma \sigma_{a b}-18 \sigma^{2} h_{a b}^{(0)}+2 \sigma_{a c} \sigma_{b}^{c}+2 \sigma_{a b c} \sigma^{c} \tag{2.2.57}
\end{equation*}
$$

The equations of motion reproduce the expressions of [46] when $k_{a b}=i_{a b}=0$.

### 2.3 Compact equations and their solutions

In this section, we would like to put the previously derived equations into more compact forms that would allow us to study them efficiently. To achieve this, we first review the definition of the Weyl tensor and its decomposition into electric and magnetic parts. We then move to the classification of symmetric and divergence-free tensors (SD tensors) that can be built out of quadratic quantities in the first order fields $\sigma$ and $k_{a b}$ and their derivatives. Here, the reader should remember that we assume that $k_{a b}$ is a symmetric, traceless and divergence-free (SDT) tensor.

### 2.3.1 The electric and magnetic parts of the Weyl tensor

The Weyl tensor is the trace-free part of the Riemann tensor and it is defined by

$$
\begin{equation*}
C_{\mu \nu \rho \sigma}=R_{\mu \nu \rho \sigma}-\left(g_{\mu[\rho} R_{\sigma] \nu}-g_{\nu[\rho} R_{\sigma] \mu}\right)+\frac{1}{3} R g_{\mu[\rho} g_{\sigma] \nu} \tag{2.3.1}
\end{equation*}
$$

It can be decomposed into its electric and magnetic parts, respectively denoted $E_{a b}$ and $B_{a b}$ which are defined as follows

$$
\begin{equation*}
E_{a b} \equiv h_{a}^{\mu} h_{b}{ }^{\nu} C_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma}, \quad B_{a b} \equiv \frac{1}{2} \epsilon^{c d}{ }_{a e} C_{c d b f} n^{e} n^{f} . \tag{2.3.2}
\end{equation*}
$$

## Electric part of the Weyl tensor

Starting from its definition (2.3.2), the electric part of the Weyl tensor can also be written as

$$
\begin{align*}
E_{a b} & =h_{a}^{\mu} h_{b}^{\nu} C_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma} \\
& =h_{a}^{\mu} h_{b}^{\nu} R_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma}-\frac{1}{2} h_{a b} R_{\sigma \lambda} n^{\lambda} n^{\sigma}-\frac{1}{2} h_{a}{ }^{\mu} h_{b}^{\nu} R_{\mu \nu}+\frac{1}{6} R h_{a b}, \tag{2.3.3}
\end{align*}
$$

 implies $h_{a}{ }^{\mu} n^{\mu} g_{\mu \nu}=0, h_{a}{ }^{\mu} h_{b}{ }^{\nu} g_{\mu \nu}=h_{a b}$ and also $n^{\mu} n^{\nu} g_{\mu \nu}=1$. In the following, we will only deal with the on-shell Weyl tensor. Upon setting $R_{\mu \nu}=0$ and using (2.2.12), we have

$$
\begin{align*}
E_{a b} & =h_{a}^{\mu} h_{b}^{\nu} R_{\mu \lambda \nu \sigma} n^{\lambda} n^{\sigma}=-\mathcal{L}_{n} K_{a b}+D_{(a} a_{b)}+K_{a c} K_{b}{ }^{c}-a_{a} a_{b} \\
& =-\frac{1}{N}\left(\partial_{\rho} K_{a b}+D_{a} D_{b} N\right)+K_{a}^{c} K_{c b} \tag{2.3.4}
\end{align*}
$$

Its asymptotic expansion is given by

$$
\begin{equation*}
E_{a b}=\frac{1}{\rho} E_{a b}^{(1)}+\frac{\ln \rho}{\rho^{2}} E_{a b}^{(l n, 2)}+\frac{1}{\rho^{2}} E_{a b}^{(2)}+O\left(\rho^{-3}\right) \tag{2.3.5}
\end{equation*}
$$

By computing the following quantities

$$
\begin{align*}
\mathcal{L}_{n} K_{a b}= & \frac{1}{N} \partial_{\rho} K_{a b}=h_{a b}^{(0)}-\rho^{-1} \sigma h_{a b}^{(0)}+\rho^{-2} \frac{1}{2}\left(\sigma k_{a b}-2 \sigma^{2} h_{a b}^{(0)}-i_{a b}\right)+O\left(\rho^{-3}\right) \\
K_{a c} K_{b}^{c}= & h_{a b}^{(0)}+\rho^{-1}\left[-2 \sigma h_{a b}^{(0)}\right]-\rho^{-2} \ln \rho i_{a b} \\
& +\rho^{-2}\left[-h_{a b}^{(2)}+i_{a b}+4 \sigma^{2} h_{a b}^{(0)}+\frac{1}{4} k_{a c} k_{b}^{c}-\sigma k_{a b}\right]+O\left(\rho^{-3}\right) \\
D_{n} a_{b}-a_{a} a_{b}= & -\frac{1}{N} D_{a} D_{b} N \\
= & -\rho^{-1} \sigma_{a b}+\rho^{-2}\left[\sigma \sigma_{a b}-2 \sigma_{a} \sigma_{b}+\sigma_{c} \sigma^{c} h_{a b}^{(0)}+\sigma^{c} \mathcal{D}_{(a} k_{b) c}-\frac{1}{2} \sigma^{c} \mathcal{D}_{c} k_{a b}\right] \\
& +O\left(\rho^{-3}\right), \tag{2.3.6}
\end{align*}
$$

we find

$$
\begin{align*}
E_{a b}^{(1)}= & -\sigma_{a b}-\sigma h_{a b}^{(0)},  \tag{2.3.7}\\
E_{a b}^{(l n, 2)}= & -i_{a b},  \tag{2.3.8}\\
E_{a b}^{(2)}= & -h_{a b}^{(2)}+\frac{1}{2} i_{a b}+5 \sigma^{2} h_{a b}^{(0)}+\sigma_{a b} \sigma-2 \sigma_{a} \sigma_{b}+\sigma_{c} \sigma^{c} h_{a b}^{(0)} \\
& +\frac{1}{4} k_{a c} k_{b}^{c}-\frac{3}{2} \sigma k_{a b}+\mathcal{D}_{(a} k_{b) c} \sigma^{c}-\frac{1}{2} \mathcal{D}_{c} k_{a b} \sigma^{c} . \tag{2.3.9}
\end{align*}
$$

## Magnetic Part of the Weyl Tensor

The magnetic part of the Weyl tensor is defined as

$$
\begin{equation*}
B_{a b}=\frac{1}{2} \epsilon^{m n}{ }_{a e} C_{m n b f} n^{e} n^{f}=-\underline{\epsilon}_{a}^{m n} D_{m} K_{n b} \tag{2.3.10}
\end{equation*}
$$

where $\epsilon_{m n a} \equiv \epsilon_{m n a b} n^{b}$ admits the expansion, upon setting $k=0$,

$$
\begin{align*}
& \underline{\epsilon}_{m n a}=\rho^{3} \epsilon_{m n a}\left(1-\frac{3 \sigma}{\rho}+o\left(\rho^{-1}\right)\right)  \tag{2.3.11}\\
& \underline{\epsilon}_{a}^{m n}=\rho^{-1} \epsilon_{a}^{c d}\left(\delta_{c}^{m} \delta_{d}^{n}\left(1+\frac{\sigma}{\rho}\right)-\frac{1}{\rho}\left(k_{c}^{m} \delta_{d}^{n}+k_{d}^{n} \delta_{c}^{m}\right)+o\left(\rho^{-1}\right)\right) . \tag{2.3.12}
\end{align*}
$$

Also, we have

$$
\begin{align*}
D_{m} K_{n b}= & \mathcal{D}_{m} K_{n b}^{(1)}-\Gamma_{m n}^{(1) e} h_{e b}^{(0)}-\Gamma_{m b}^{(1) e} h_{n e}^{(0)}+\frac{\ln \rho}{\rho}\left(-\Gamma_{m n}^{(l n, 2) e} h_{e b}^{(0)}-\Gamma_{m b}^{(l n, 2) e} h_{n e}^{(0)}\right) \\
& +\frac{1}{\rho}\left(\mathcal{D}_{m} K_{n b}^{(2)}-\Gamma_{m n}^{(1) e} K_{e b}^{(1)}-\Gamma_{m b}^{(1) e} K_{n e}^{(1)}-\Gamma_{m n}^{(2) e} h_{e b}^{(0)}-\Gamma_{m b}^{(2) e} h_{n e}^{(0)}\right)  \tag{2.3.13}\\
& +o\left(\rho^{-1}\right),  \tag{2.3.14}\\
= & -\frac{1}{2} \mathcal{D}_{m} k_{n b}+\frac{\ln \rho}{\rho}\left(-\mathcal{D}_{m} i_{l m}\right)+\frac{1}{\rho}\left(-\mathcal{D}_{m} h_{n b}^{(2)}+\frac{1}{2} \mathcal{D}_{m} i_{n b}+2 \sigma \sigma_{m} h_{n b}^{(0)}\right. \\
& +\frac{1}{2} \sigma \mathcal{D}_{m} h_{n b}^{(1)}-\frac{1}{2} \sigma_{m} h_{n b}^{(1)}+\frac{1}{4} \mathcal{D}_{m}\left(h_{b}^{(1) f} h_{n f}^{(1)}\right)+\frac{1}{2} h^{(1) f}{ }_{(b} \mathcal{D}_{n)} h_{m f}^{(1)} \\
& \left.-\frac{1}{2} h^{(1) f}{ }_{(b} \mathcal{D}_{|f|} h_{n) m}^{(1)}\right)+o\left(\rho^{-1}\right), \tag{2.3.15}
\end{align*}
$$

where we used

$$
\begin{equation*}
K_{a b}^{(1)}=\frac{1}{2} k_{a b}-2 \sigma h_{a b}^{(0)}, \quad K_{a b}^{(2)}=\frac{1}{2} i_{a b}-\frac{1}{2} \sigma k_{a b}+2 \sigma^{2} h_{a b}^{(0)} \tag{2.3.16}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
B_{a b}=\frac{1}{\rho} B_{a b}^{(1)}+\frac{\ln \rho}{\rho^{2}} B_{a b}^{(l n, 2)}+\frac{1}{\rho^{2}} B_{a b}^{(2)}+O\left(\rho^{-3}\right) \tag{2.3.17}
\end{equation*}
$$

where

$$
\begin{align*}
B_{a b}^{(1)}= & \frac{1}{2} \epsilon_{a}^{c l} \mathcal{D}_{c} k_{d b},  \tag{2.3.18}\\
B_{a b}^{(l n, 2)}= & \epsilon_{a}^{c d} \mathcal{D}_{c} i_{d b},  \tag{2.3.19}\\
B_{a b}^{(2)}= & \epsilon_{a}^{c d}\left[\mathcal{D}_{c}\left(h_{d b}^{(2)}-\frac{1}{2} i_{d b}-2 \sigma^{2} h_{d b}^{(0)}+\sigma k_{d b}-\frac{1}{4} k_{d e} k_{b}^{e}\right)\right. \\
& \left.\quad-\frac{1}{2} k_{d e} \sigma^{e} h_{b c}^{(0)}+k_{d}^{e}\left(\mathcal{D}_{[e} k_{c \mid b}+\frac{1}{2} \mathcal{D}_{[e} k_{b] c}\right)-\frac{1}{4} k_{b}^{e} \mathcal{D}_{[d} k_{c] e}\right] \\
= & \epsilon_{a}^{c d}\left[\mathcal{D}_{c}\left(h_{d b}^{(2)}-\frac{1}{2} i_{d b}-2 \sigma^{2} h_{d b}^{(0)}+\sigma k_{d b}-\frac{1}{4} k_{d e} k_{b}^{e}\right)-\frac{1}{2} k_{d e} \sigma^{e} h_{b c}^{(0)}\right] \\
& +\frac{3}{2} k_{a}^{c} B_{b c}^{(1)}+k_{b}^{c} B_{a c}^{(1)}-\frac{1}{2} k^{c d} B_{c d}^{(1)} h_{a b}^{(0)}, \tag{2.3.20}
\end{align*}
$$

where in the last equation we used the definition of $B_{a b}^{(1)}$ to write

$$
\begin{equation*}
\mathcal{D}_{[e} k_{c] b}=-\epsilon_{e c}^{f} B_{f b}^{(1)} . \tag{2.3.21}
\end{equation*}
$$

Just remark that assuming $k_{a b}=i_{a b}=0$, the expansion simplifies to

$$
\begin{equation*}
B_{a b}=\frac{1}{\rho^{2}} \epsilon_{a}^{m n}\left(D_{m} h_{n b}^{(2)}-4 \sigma \sigma_{m} h_{n b}^{(0)}\right)+o\left(\frac{1}{\rho^{2}}\right) \tag{2.3.22}
\end{equation*}
$$

which agrees with the equation (C.7) of [51].

### 2.3.2 Classification of symmetric and divergence-free tensors

In this section, we prove that all symmetric and divergence-free tensors (SD tensors) built out of quadratic terms in the first order fields $\sigma$ and $k_{a b}$ can be formed from symmetric tensors $M_{a b}$ obeying $\mathcal{D}^{b} M_{a b}=\mathcal{D}_{a} M$ and which we call tensor potentials. A complete set of SD tensors consists of SD tensors given by $\kappa_{a b} \equiv M_{a b}-M h_{a b}^{(0)}$ and of symmetric, traceless and divergence-free tensors (SDT tensors) obtained by acting with successive curls on $M_{n b}$ or equivalently by acting with successive symmetrized curls on $\kappa_{a b}$. Indeed, an SDT tensor can be constructed from $T_{a b}=\epsilon_{a}^{c d} \mathcal{D}_{c} M_{d b}=\epsilon_{c d(a} \mathcal{D}^{c} \kappa_{b)}{ }^{d}$. As the curl of a tensor potential might be trivially zero, the SD and SDT tensors, whose curls are non-zero, can be classified using the equivalence of classes of tensor potentials where two tensor potentials are equivalent if their difference has a trivial curl. We will refer to one representative of such equivalence class of non-trivial tensor potentials as a RNT tensor potential.

Because the first order fields $\sigma$ and $k_{u b}$ obey decoupled linear equations as it is obvious from (2.2.49), we can consider separately the quadratic combinations ( $\sigma, \sigma$ ), $(k, k)$ and ( $\sigma, k$ ). What we show in the following is that any SD or SDT tensor whose curl is non-zero, let us denote it $X_{a b}$, can be written up to the addition of SD tensors with trivial curls as

$$
\begin{equation*}
X_{a b}=\sum_{i} a_{(i)}^{(0)} \kappa_{a b}^{(i)}+a_{(i)}^{(1)} \operatorname{curl}\left(\kappa^{(i)}\right)_{(a b)}+a_{(i)}^{(2)} \operatorname{curl}^{2}\left(\kappa^{(i)}\right)_{a b}+\ldots+a_{(i)}^{(j)} \operatorname{curl}^{j}\left(\kappa^{(i)}\right)_{a b} \tag{2.3.23}
\end{equation*}
$$

where $a_{(i)}^{(j)}$ are arbitrary real coefficients and $\kappa_{a b}^{(i)}$ is an SD tensor given by one of the following SD tensors

$$
\begin{align*}
\kappa_{a b}^{[a, \sigma, I]} & =\left(2 \sigma^{2}-2 \sigma_{c} \sigma^{c}\right) h_{a b}^{(0)}+4 \sigma \sigma_{a b},  \tag{2.3.24}\\
\kappa_{a b}^{[\sigma, k, I]} & =\sigma k_{a b}+\sigma_{c(a} k_{b)}^{c}-\frac{1}{2} \sigma_{c d} k^{c d} h_{a b}^{(0)}-\sigma^{c} \mathcal{D}_{c} k_{a b}+\sigma^{c} \mathcal{D}_{(a} k_{b) c},  \tag{2.3.25}\\
\kappa_{a b}^{[\sigma, k, I I]} & =Z_{a b}^{(3)}+2 B_{c(a}^{(1)} \sigma_{b)}^{c}-\sigma^{c d} B_{c d}^{(1)} h_{a b}^{(0)}+2 \sigma B_{a b}^{(1)},  \tag{2.3.26}\\
\kappa_{a b}^{[(k, k]} & =M_{a b}^{[1, k, k]}-M^{[1, k, k]} h_{a b}^{(0)}=-4 B_{c(a}^{(1)} k_{b)}^{c}+2 B_{c d}^{(1)} k^{c d} h_{a b}^{(0)},  \tag{2.3.27}\\
\kappa_{a b}^{[k, k, l]} & =\frac{3}{4} k_{c d} k^{c d} h_{a b}^{(0)}-k_{a c} k_{b}^{c}+\frac{1}{4} \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)}-\frac{1}{2} \mathcal{D}_{a} k_{c d} \mathcal{D}_{b} k^{c d},  \tag{2.3.28}\\
\kappa_{a b}^{[k, k, I I]} & =-\frac{1}{2} B^{(1) c d} B_{c d}^{(1)} h_{a b}^{(0)}+B_{c(a}^{(1)} B_{b)}^{(1) c}, \tag{2.3.29}
\end{align*}
$$

which form a complete basis of SD tensors whose symmetrized curls are non-trivial. In (2.3.26), $Z_{a b}^{(3)}$ is an SDT tensor

$$
\begin{align*}
Z_{a b}^{(3)}= & 8 \sigma B_{a b}^{(1)}+\frac{1}{2} \epsilon_{c t l(a} \sigma_{b)}{ }^{c e} k_{e}^{d}+5 \sigma_{(a}^{c} B_{b) c}^{(1)} \\
& -\frac{1}{2} \epsilon_{c d(a} \sigma^{c e} \mathcal{D}_{b)} k_{e}^{d}-2 h_{a b}^{(0)} \sigma^{c d} B_{c d}^{(1)}-\sigma^{c} \mathcal{D}_{c} B_{a b}^{(1)} \tag{2.3.30}
\end{align*}
$$

From (2.3.27), one can use the curl of the tensor potential $M_{a b}^{[1, k, k]}$ to construct the SDT tensor that we denote $Y_{a b}^{(2)}$

$$
\begin{align*}
Y_{a b}^{(2)} & \equiv \epsilon_{c d a} \mathcal{D}^{c} M_{b}^{[1, k, k] d}=\epsilon_{c d(a} \mathcal{D}^{c} \kappa_{b)}^{[k, k] d d} \\
& =-4 B_{c(a}^{(1)} B_{b)}^{(1) c}-2 \epsilon_{c d(a} \mathcal{D}^{c} k_{b)}^{e} B_{e}^{(1) d}-2 \epsilon_{c d(a} \mathcal{D}_{b)} B_{e}^{(1) c} k^{d e} \tag{2.3.31}
\end{align*}
$$

There exists obviously also an infinite list of SD tensors that have a trivial symmetrized curl. We will not consider them further in the rest of this thesis. Indeed, we will be mainly concerned with charges and we will see that regular SD tensors with trivial symmetrized curl are associated to trivial charges. For the sake of completeness, and because such tensors will appear in the following constructions, let us just present two such tensors

$$
\begin{align*}
\kappa_{a b}^{[\sigma, \sigma, I I]}= & 2 \sigma_{a} \sigma_{b}+2 \sigma \sigma_{a b}+h_{a b}^{(0)}\left(4 \sigma^{2}-2 \sigma_{c} \sigma^{c}\right)  \tag{2.3.32}\\
\kappa_{a b}^{[k, k, I I I]}= & \left(-\frac{1}{8} \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d e}-\frac{1}{2} k_{c d} k^{c d}\right) h_{a b}^{(0)}+\frac{1}{8} \mathcal{D}_{(a} k^{c d} \mathcal{D}_{b)} k_{c d} \\
& +\frac{1}{8} k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d} . \tag{2.3.33}
\end{align*}
$$

We start our analysis by explaining the general procedure we have followed in order to prove that we have listed all RNT tensor potentials needed to construct any SD or SDT tensor whose curl is non-zero. We then move on to the specific classification for each class: $(\sigma, \sigma)$, $(\sigma, k)$ and $(k, k)$. Remember that we will always consider $k_{a b}$ to be SDT in the following.

## Algorithm for classification

For each case $(\sigma, \sigma),(\sigma, k)$ or $(k, k)$, we use the following procedure

1. We start by listing a basis symmetric tensors of rank two with $m$ derivatives built out of quadratic terms which are independent on-shell. It exists a number of derivatives $m^{\star}$ such that for all $m \geq m^{\star}$ the number of terms in that basis is maximal. At lower values $m<m^{*}$, not all possible tensor structures can appear due to a lack of derivatives. We find $m^{\star}=2$ for $(\sigma, \sigma), m^{\star}=3$ for $(k, k)$ and $m^{\star}=4$ for $(k, \sigma)$ tensors. Due to the presence or the absence of the epsilon tensor, depending on whether $m$ is even or odd, the general form of a symmmetric tensor of rank two built out of linear combinations of the basis takes a different form. We denote this tensor as $Q_{a b}^{(2 n)}$ or $Q_{a b}^{(2 n+1)}$ and we provide its general form.
2. We continue by deriving a bound on the possible SDT tensors that one can build at a fixed number $m \geq m^{*}$ of derivatives. We simply compute the number $H$ of linearly independent tensors $Q_{a b}^{(m)}$ which obey both $\mathcal{D}^{b} Q_{a b}^{(m)}=0$ and $Q_{a}^{(m) a}=0$ where equalities here are valid up to terms with lower derivatives. At this stage, the number $H$ is only a bound on the number of SDT tensors at order $m$ because none of them has been fully yet constructed. We obtain that $H=1$ in the $(\sigma, \sigma)$ case, $H=3$ in the $(k, k)$ case and $H=2$ in the $(\sigma, k)$ case, for both $m$ even or odd.
3. We then derive the explicit form of all RNT potentials, SD tensors and SDT tensors at each low value $m \leq m^{\star}$ of derivatives by enumeration. We write a basis of symmetric tensors of rank two built out of quadratic terms which are independent on-shell with at most $m$ derivatives for each $m \leq m^{*}$ and impose the RNT or SDT conditions. The SD tensors $\kappa_{a b}$, whose curls are non-zero, are obtained from the RNT potentials by the correspondence $\kappa_{a b}=M_{a b}-h_{a b}^{(0)} M_{c}^{c}$.
4. For the $(\sigma, k)$ and $(k, k)$ cases, we finally observe that there are exactly $H$ SDT tensors that have at most $m^{\star}$ derivatives and at least one term with $m^{\star}$ derivatives. This provides a proof that each candidate SDT tensor exists at order $m^{*}$. We then note that the SDT tensors obtained by acting with the curl operator on these tensors form a basis for SDT tensors at order $m m^{\star}+1$ and by successive iterations at each order $m \geq m^{\star}$. Since there are $H$ SDT tensors at each order $m \geq m^{*}$, there cannot be any other SD tensor which is not traceless but whose curls are non-zero or equivalently any RNT tensor at order $m$. Otherwise, there would be one additional SDT tensor at order $m+1$ by applying the curl operator but this would raise the number of SDT at level $m+1$ to $H+1$, which is not the case. These considerations apply to the ( $\sigma, \sigma$ ) case when $m^{\star}$ is replaced by $m^{\star}+1$.
5. We conclude that all RNT potentials and SD tensors whose curls are non-zero are classified by the explicit tensors that we build out of terms with up to $m^{\star}$ derivatives. At higher order $m>m^{*}$ in derivatives, all SD tensors, whose curls are non-zero, are traceless and can be obtained by applying curls on the RNT potentials.

## $(\sigma, \sigma)$ SD tensors

The analysis in the ( $\sigma, \sigma$ ) case, first performed in [52], is rather straightforward. One can rapidly realize that, for an odd number $(2 n+1)$ of derivatives, there is only one independent structure such that

$$
\begin{equation*}
Q_{a b}^{(2 n+1)}=\epsilon^{c f}{ }_{(a} \sigma_{b) e c_{1} c_{2} \ldots c_{n-1}} \sigma_{f}^{c_{1} c_{2} \ldots c_{n-1}}, \tag{2.3.34}
\end{equation*}
$$

while for an even number (2n) of derivatives, we have

$$
\begin{equation*}
Q_{a b}^{(2 n)}=a h_{a b}^{(0)} \sigma_{c_{1} c_{2} \ldots c_{n}} \sigma^{c_{1} c_{2} \ldots c_{n}}+b \sigma_{a b c_{1} \ldots c_{n-1}} \sigma^{c_{1} \ldots c_{n-1}}+c \sigma_{a c_{1} \ldots c_{n-1}} \sigma_{b}^{c_{1} \ldots c_{n-1}} \tag{2.3.35}
\end{equation*}
$$

This is so because we take into account that $\sigma_{c}^{c}=-3 \sigma$ on shell and also that a structure such as

$$
\begin{equation*}
\sigma_{c_{1} \ldots c_{n-1} a b} \sigma^{c_{1} \ldots c_{n-1}} \tag{2.3.36}
\end{equation*}
$$

is not an independent structure. Indeed, one can always bring it back to a form identical to the second term in (2.3.35) by commuting derivatives. This operation will only add terms with lower derivatives, terms that we neglect for this argument.

From (2.3.34) and (2.3.35), we immediately see that $m^{\star}=2$. Imposing divergence-free and traceless conditions on (2.3.35) provides us with the following requirements on the parameters

$$
\begin{equation*}
3 a+c=0, \quad 2 a+b+c=0 \tag{2.3.37}
\end{equation*}
$$

Also, one can check that (2.3.34) is always SDT. All in all, this tells us that $H=1$.
Let us now derive the explicit form of all RNT potentials, SD tensors and SDT tensors for $m \leq m^{*}$. A generic symmetric tensor containing zero, one or two derivatives has the form

$$
\begin{equation*}
\left(a \sigma^{2}+b \sigma_{c} \sigma^{c}\right) h_{a b}^{(0)}+c \sigma_{a} \sigma_{b}+d \sigma \sigma_{a b}, \tag{2.3.38}
\end{equation*}
$$

for some coefficients $a, b, c, d$. One can easily show that there are no SDT tensors in this class. However, there are two independent tensor potentials

$$
\begin{align*}
M_{a b}^{[2, a, \sigma, I]} & =\left(5 \sigma^{2}+\sigma_{c} \sigma^{c}\right) h_{a b}^{(0)}+4 \sigma \sigma_{a b}, \\
M_{a b}^{[2, \sigma, \sigma, I I]} & =\left(\mathcal{D}_{a} \mathcal{D}_{b}+h_{a b}^{(0)}\right) \sigma^{2} \tag{2.3.39}
\end{align*}
$$

The first one is a RNT potential while the curl of the second term is trivial. From this first potential, one can build an SDT tensor with three derivatives

$$
\begin{equation*}
X_{a b}^{(3)} \equiv \epsilon_{a}{ }^{c d} \mathcal{D}_{c} M_{d b}^{[2, \sigma, \sigma, I]}=4 \epsilon_{c d(a} \sigma^{c} \sigma_{b)}^{d}=-4 \epsilon_{c d(a} \sigma^{c} E^{(1) d}{ }_{b)}, \tag{2.3.40}
\end{equation*}
$$

where $E_{a b}^{(1)}$ is the first order electric part of the Weyl tensor given in (2.3.7).
By a recursive application of the curl operator, one can build one SDT tensor at each order in derivatives. At the next order, we have

$$
\begin{align*}
X_{a b}^{(4)} & =\operatorname{curl} X_{a b}^{(3)}=(\square-3) M_{a b}^{[2, \sigma, \sigma, I]}-\mathcal{D}_{a} \mathcal{D}_{b} M^{\left[2, \sigma_{1}, \sigma_{1}\right]}+M^{\left[2, \sigma, \sigma_{1} I\right]} h_{a b}^{(0)} \\
& =2 \sigma_{c} \sigma^{c} h_{a b}^{(0)}+2 \sigma_{c d} \sigma^{c d} h_{a b}^{(0)}+2 \sigma_{a b c} \sigma^{c}-18 \sigma^{2} h_{a b}^{(0)}-18 \sigma \sigma_{a b}-6 \sigma_{(a}^{c} \sigma_{b)}^{c} . \tag{2.3.41}
\end{align*}
$$

This ends the classification for the $(\sigma, \sigma)$ case. Indeed, we have found one RNT potential whose successive curls generate the unique SDT tensor at each order $m>m^{\star}$. The two SD tensors associated with the tensor potentials (2.3.39) are given by

$$
\begin{align*}
\kappa_{a b}^{[\sigma, \sigma, I]} & =M_{a b}^{[2, \sigma, \sigma, I]}-M^{[2, \sigma, \sigma, I]} h_{a b}^{(0)} \\
& =\left(2 \sigma^{2}-2 \sigma_{c} \sigma^{c}\right) h_{a b}^{(0)}+4 \sigma \sigma_{a b},  \tag{2.3.42}\\
\kappa_{a b}^{[\sigma, \sigma, I I]} & =M_{a b}^{[2, \sigma, \sigma, I]}-M^{[2, \sigma, \sigma, I I]} h_{a b}^{(0)} \\
& =2 \sigma_{a} \sigma_{b}+2 \sigma \sigma_{a b}+h_{a b}^{(0)}\left(4 \sigma^{2}-2 \sigma_{c} \sigma^{c}\right) \tag{2.3.43}
\end{align*}
$$

The second SD tensor has a zero symmetrized curl. We also see from (2.3.34) that at each odd order $n \geq 3$ any SD tensor is also SDT. At each even order $n \geq 4$, any SD tensor is a linear combination of the unique SDT tensor and a tensor with vanishing curl. If it was not the case, then a new independent SD tensor with at most four derivatives would generate an additional independent tensor with at most five derivatives that we do not observe. The general SD tensor whose curl is non-zero, up to the addition of SD tensors with trivial curls, has the form

$$
\begin{equation*}
a_{(1)} \kappa_{a b}^{[\sigma, \sigma, I]}+a_{(2)} X_{a b}^{[3]}+a_{(3)} \operatorname{curl}\left(X^{[3]}\right)_{a b}+\cdots+a_{(n)} \operatorname{curl}^{n}\left(X^{[3]}\right)_{a b}+\ldots, \tag{2.3.44}
\end{equation*}
$$

for some arbitrary coefficients $a_{(i)}$ and $X_{a b}^{[3]}=\left(\operatorname{curl} \kappa^{[\sigma, \sigma, I]}\right)_{(a b)}$.

## $(k, k)$ SD tensors

The classification of $(k, k)$ structures is considerably more tedious than the classification of ( $\sigma, \sigma$ ) structures. In order to simplify the identification of a basis of independent teusors on-shell, we will make an efficient use of the relations

$$
\begin{equation*}
\mathcal{D}_{[a} B_{b] c}^{(1)}=0, \quad \mathcal{D}_{[a} k_{b j c}=-\epsilon_{a b d} B_{c}^{(1) d} . \tag{2.3.45}
\end{equation*}
$$

where $B_{a b}^{(1)}$ is the first order magnetic part of the Weyl tensor given in (2.3.18). We start by listing the independent structures quadratic in $B^{(1)}$ and its derivatives. Then, we add an independent subset of structures of the form ( $\left.B^{(1)}, k\right)$ such that no linear combinations are of the form $\left(B^{(1)}, B^{(1)}\right)$ and eventually we add a subset of independent $(k, k)$ structures such that no linear combinations are of the form $\left(B^{(1)}, B^{(1)}\right)$ or $\left(B^{(1)}, k\right)$. To look if such linear combinations exist, we just need to take into account the equations (2.3.45).

For an odd number $(2 n+1)$ of derivatives we find the general form

$$
\begin{align*}
& Q_{a b}^{(2 n+1)}=a \epsilon_{c d(a} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-1}} \mathcal{D}_{b)} B^{(1) c e} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} B_{e}^{(1) d} \\
& +b \epsilon_{c d(a} \mathcal{D}^{i_{1} \ldots} \mathcal{D}^{i_{n-1}} \mathcal{D}^{f} \mathcal{D}_{b)} k^{c e} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} \mathcal{D}_{f} k_{e}^{d} \\
& +c \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-1}} \mathcal{D}_{c} B_{d(a}^{(1)} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} \mathcal{D}^{c} k_{b)}^{d} \\
& +d \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-1}} \mathcal{D}_{c} B_{d e}^{(1)} \mathcal{D}_{i_{1} \ldots} \mathcal{D}_{i_{n-1}} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)} \\
& +e \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-1}} \mathcal{D}_{c} \mathcal{D}_{d} B_{a b}^{(1)} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} k^{c d} .{ }^{c d} .} \\
& +f \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-1}} B_{c d}^{(1)} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} \mathcal{D}_{c} \mathcal{D}_{(a} k_{l)}{ }^{d},} \tag{2.3.46}
\end{align*}
$$

while for an even number ( $2 n$ ) of derivatives we find

$$
\begin{align*}
Q_{a b}^{(2 n)}= & a \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}}} \mathcal{D}_{c} B_{d e}^{(1)} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{c} B^{(1) d e} h_{a b}^{(0)} \\
& +b \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}}} \mathcal{D}_{c} B_{d(a}^{(1)} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{c} B_{b)}^{(1) d} \\
& +c \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-2}} \mathcal{D}_{c} \mathcal{D}_{d} B_{a b}^{(1)} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} B^{(1) c d} \\
& +d \epsilon_{c d(a} \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{f} \mathcal{D}^{c} k_{b)}^{e} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-2}} \mathcal{D}_{f} B_{e}^{(1) d}} \\
& +e \epsilon_{r d(a} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{f} \mathcal{D}_{b)} B_{e}^{(1)}{ }^{c} \mathcal{D}_{i_{1} \ldots} \mathcal{D}_{i_{n-2}} \mathcal{D}_{f} k^{d e} \\
& +f \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}}} \mathcal{D}_{e} \mathcal{D}_{(a} k^{c d} \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{e} \mathcal{D}_{b)} k_{c d}} \\
& +g \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}} \mathcal{D}^{e} \mathcal{D}_{(a} \mathcal{D}_{b)} k^{c d} \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}_{e} k_{c d}}} \begin{aligned}
& +h \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-2}} \mathcal{D}_{c} \mathcal{D}_{d} k_{e f} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{c} \mathcal{D}^{d} k^{e f} h_{a b}^{(0)}
\end{aligned} .
\end{align*}
$$

We deduce that $m l^{*}=3$. Indeed, when $m=2$ the third term in $Q_{a b}^{(2)}$ does not exist while when $m=3,4$, or higher, all terms in $Q_{n b}^{(m)}$ exist. Looking at $m \geq m^{*}$ and imposing the SDT condition, we find after a straightforward analysis that there can be at most three independent SDT tensors. We thus have $H=3$.

We now need to construct RNT potentials and SDT tensors at each order $m \leq m^{\star}$. At $m=0$, there are no tensor potentials and no SDT tensors. At $m=1$, we have

$$
\begin{equation*}
Q_{a b}^{(1)}=a \epsilon_{c d(a} \mathcal{D}_{b)} k^{c e} k_{e}^{d}+b B_{c(a}^{(1)} k_{b)}^{c}+c B_{c d}^{(1)} k^{c d} h_{a b}^{(0)} \tag{2.3.48}
\end{equation*}
$$

and one easily checks that there are no SDT tensors but there is one RNT potential

$$
\begin{equation*}
M_{a b}^{[1, k, k]}=-4 B_{c(a}^{(1)} k_{b)}{ }^{c}+B_{c d}^{(1)} k^{c d} h_{a b}^{(0)} \tag{2.3.49}
\end{equation*}
$$

At $m=2$, we have

$$
\begin{align*}
Q_{a b}^{(2)}= & a B_{c d}^{(1)} B^{(1) c d} h_{a b}^{(0)}+b B_{c(a}^{(1)} B_{b)}^{(1) c}+c \epsilon_{c d(a} \mathcal{D}^{c} k_{b)}^{e} B_{e}^{(1) d}+d \epsilon_{c d(a} \mathcal{D}_{b)} B_{e}^{(1) c} k^{d e} \\
& +e \mathcal{D}_{(a} k^{c d} \mathcal{D}_{b)} k_{c l}+f k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c l}+g \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)} \\
& +h k_{(a}^{c} k_{b) c}+i k_{c d} k^{c d} h_{a b}^{(0)} \tag{2.3.50}
\end{align*}
$$

where we also introduced the structures with $m=0$ derivatives. Here, we get

$$
\begin{align*}
Q^{(2)}= & {[3 a+b-2 c] B^{(1) c d} B_{c d}^{(1)}+\mathcal{D}_{b} k_{c d} \mathcal{D}^{b} k^{c d}[e+3 g]+[3 f+h+3 i] k_{c d} k^{c d}, } \\
\mathcal{D}_{a} Q^{(2)}= & {[6 a+2 b-4 c] B^{(1) c d} \mathcal{D}_{a} B_{c d}^{(1)}+[2 e+6 g] \mathcal{D}_{a} \mathcal{D}_{b} k_{c d} \mathcal{D}^{b} k^{c d} } \\
& +[6 f+2 h+6 i] k_{c d} \mathcal{D}_{a} k^{c d}, \\
\mathcal{D}^{b} Q_{a b}^{(2)}= & {[2 a+b-2 d] B^{(1) c d} \mathcal{D}_{a} B_{c d}^{(1)}+\left[\frac{c}{2}-\frac{d}{2}\right] \epsilon_{c d a} \mathcal{D}^{c} k_{b}{ }^{c} \mathcal{D}^{b} B_{e}^{(1) d} } \\
& +[2 c-2 d-4 e+4 f+2 h] \epsilon_{c l a} k^{c e} B_{e}^{(1) d}+[e+f+2 g] \mathcal{D}_{a} \mathcal{D}^{b} k_{c d} \mathcal{D}_{b} k_{c d} \\
& +k^{c d} \mathcal{D}_{a} k_{c d}[e+7 f+h+2 i] \tag{2.3.51}
\end{align*}
$$

where we made use of the relations

$$
\begin{aligned}
& k^{c d} \square \mathcal{D}_{a} k_{c l}=5 k^{c d} \mathcal{D}_{a} k_{c d}+4 k^{c d} \mathcal{D}_{c} k_{a d}, \quad k^{c d} \mathcal{D}^{b} \mathcal{D}_{c} \mathcal{D}_{d} k_{a b}=7 k^{c d} \mathcal{D}_{c} k_{a d}, \\
& k^{c d} \mathcal{D}^{b} \mathcal{D}_{a} \mathcal{D}_{b} k_{c d}=k^{c a l} \square \mathcal{D}_{a} k_{c d}-2 k^{c d} \mathcal{D}_{c} k_{a d}, \quad k^{c d} \mathcal{D}_{c} k_{a d}=2 \epsilon_{c d a} k_{e}^{c} B_{e}^{(1) d}+k^{c d} \mathcal{D}_{a} k_{c d}
\end{aligned}
$$

We obtain that tensors $Q_{a b}^{(2)}$ satisfying $\mathcal{D}^{b} Q_{a b}^{(2)}=\mathcal{D}_{a} Q^{(2)}$ are of the form

$$
\begin{equation*}
m_{1} Y_{a b}^{(2)}+m_{2} M_{a b}^{[2, k, k, l]}+m_{3} M_{a b}^{[2, k, k, I I]}+m_{4} M_{a b}^{[2, k, k, I I I]} \tag{2.3.52}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{a b}^{(2)} & =-4 B_{c(a}^{(1)} B_{b)}^{(1) c}-2 \epsilon_{c d(a} \mathcal{D}^{c} k_{b)}^{e} B_{e}^{(1) d}-2 \epsilon_{c d(a} \mathcal{D}_{b)} B_{e}^{(1) c} k^{d e}=\epsilon_{c d(a} \mathcal{D}^{c} M_{b)}^{(1) d}, \\
M_{a b}^{[2, k, k, I]} & =\frac{1}{8} k_{c d} k^{c d} h_{a b}^{(0)}-k_{a c} k_{b}^{c}+\frac{1}{8} \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)}-\frac{1}{2} \mathcal{D}_{a} k_{c d} \mathcal{D}_{b} k^{c d}, \\
M_{a b}^{[2, k, k, I I]} & =-\frac{1}{4} B_{c d}^{(1)} B^{(1) c d} h_{a b}^{(0)}+B_{c(a}^{(1)} B_{b)}^{(1) c}, \\
M_{a b}^{[2, k, k, I I I]} & =\frac{1}{8} k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d}+\frac{1}{8} \mathcal{D}_{(a} k^{c d} \mathcal{D}_{b)} k_{c d}+\frac{1}{16} k_{c d} k^{c d} h_{a b}^{(0)} . \tag{2.3.53}
\end{align*}
$$

We thus see that $Y_{a b}^{(2)}$ is the unique SDT tensor and it is obtained from the RNT potential $M_{a b}^{[1, k, k]}$, that $M_{a b}^{[2, k, k, I]}$ and $M_{a b}^{[2, k, k, I I]}$ are two new RNT potentials and that $M_{a b}^{[2, k, k, I I I]}$ is a tensor potential whose curl iss vanishing as it is of the form $\left(\mathcal{D}_{a} \mathcal{D}_{b}+h_{a b}^{(0)}\right) k_{c l} k^{c d}$. From the three tensor potentials found, we can define 3 SD tensors

$$
\begin{align*}
\kappa_{a b}^{[k, k, I]} & =\left(M_{a b}^{[2, k, k, I]}-M^{[2, k, k, I]} h_{a b}^{(0)}\right) \\
& =\frac{3}{4} k_{c d} k^{c d} h_{a b}^{(0)}-k_{a c} k_{b}^{c}+\frac{1}{4} \mathcal{D}_{c} k_{d c} \mathcal{D}^{c} k^{d c} h_{a b}^{(0)}-\frac{1}{2} \mathcal{D}_{a} k_{c d} \mathcal{D}_{b} k^{c d}, \\
\kappa_{a b}^{[k, k, I I]} & =\left(M_{a b}^{[2, k, k, I I]}-M^{[2, k, k, I I]} h_{a b}^{(0)}\right)=-\frac{1}{2} B^{(1) c d} B_{c d}^{(1)} h_{a b}^{(0)}+B_{c(a}^{(1)} B_{b)}^{(1) c}, \\
\kappa_{a b}^{[k, k, I I I]} & =\left(M_{a b}^{[2, k, k, I I I]}-M^{[2, k, k, i I I]} h_{a b}^{(0)}\right) \\
& =\left(-\frac{1}{8} \mathcal{D}_{c} k_{d c} \mathcal{D}^{c} k^{d e}-\frac{1}{2} k_{c d} k^{c d}\right) h_{a b}^{(0)}+\frac{1}{8} \mathcal{D}_{(a} k^{c d} \mathcal{D}_{b)} k_{c d}+\frac{1}{8} k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d} . \tag{2.3.54}
\end{align*}
$$

Now, at $m=3$, we obtain

$$
\begin{align*}
Q_{a b}^{(3)}= & a \epsilon_{c d(a} \mathcal{D}_{b)} B^{(1) c e} B_{e}^{(1) d}+b \epsilon_{c d(a} \mathcal{D}^{f} \mathcal{D}_{b)} k^{c e} \mathcal{D}_{f} k_{e}^{d}+c \mathcal{D}_{c} B_{d(a}^{(1)} \mathcal{D}^{c} k_{b)}^{d} \\
& +d \mathcal{D}_{c} B_{d e}^{(1)} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)}+e \mathcal{D}_{c} \mathcal{D}_{d} B_{a b}^{(1)} k^{c d}+f B_{c d}^{(1)} \mathcal{D}_{c} \mathcal{D}_{(a} k_{b)}^{d} \tag{2.3.55}
\end{align*}
$$

up to terms with lower derivatives. One can explicitly construct three independent SDT tensors which can also be obtained as curls of the three previous RNT potentials. We have thus completed our algorithm. We have three towers of SDT tensors generated by the three RNT potentials $M_{a b}^{[1, k, k]}$ (which leads to $Y_{a b}^{(2)}$ ), $M_{a b}^{[2, k, k, I]}$ and $M_{a b}^{[2, k, k, I I]}$.

## $(\sigma, k)$ SD tensors

For the $(\sigma, k)$ case, we find that a generic tensor with $2 n+1$ derivatives is of the form

$$
\begin{aligned}
Q_{a b}^{(2 n+1)}= & a \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n}} B_{a b}^{(1)} \sigma^{i_{1} \ldots i_{n}}+b \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-1}} B_{e(a}^{(1)} \sigma_{b)}^{e i_{1} \ldots i_{n-1}} \\
& +c \epsilon_{c d(a} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-1}} \mathcal{D}_{b)} k_{e}^{c} \sigma^{d e} \varepsilon_{i_{1} \ldots i_{n-1}}+d \epsilon_{c d(a} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-1}} k^{c e} \sigma_{b)}^{d}{ }^{d i_{1} \ldots i_{n-1}} \\
& +e \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-1}}} B_{c d}^{(1)} \sigma^{c d i_{1} \ldots i_{n-1}} h_{a b}^{(0)}+f \mathcal{D}_{i_{1} \ldots} \mathcal{D}_{i_{n-2}} B_{c d}^{(1)} \sigma_{a b}^{c d i_{1} \ldots i_{n-2}},
\end{aligned}
$$

while, for an even number $2 n$ of derivatives, it is of the form

$$
\begin{align*}
Q_{a b}^{(2 n)}= & a \sigma^{c d i_{1} \ldots i_{n-2}} \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}}} \mathcal{D}_{c} \mathcal{D}_{(a} k_{b) d}+b \sigma^{c d i_{1} \ldots i_{n-2}} \mathcal{D}_{i_{1}} \ldots \mathcal{D}_{i_{n-2}} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d} \\
& +c \sigma^{c d i_{1} \ldots i_{n-2}} \mathcal{D}_{i_{1} \ldots \mathcal{D}_{i_{n-2}}} \mathcal{D}_{c} \mathcal{D}_{d} k_{a b}+d \sigma_{c d i_{1} \ldots i_{n-2}(a} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}_{b)} k^{c d} \\
& +e \sigma_{c d i_{1} \ldots i_{n-2}(a} \mathcal{D}^{i_{1} \ldots \mathcal{D}^{i_{n-2}} \mathcal{D}^{c} k_{b)}{ }^{d}+f \sigma_{a b c d i_{1} \ldots i_{n-2}} \mathcal{D}^{i_{1}} \ldots \mathcal{D}^{i_{n-2}} k^{c d}} \\
& +g h_{a b}^{(0)} \sigma_{c l i_{1} \ldots i_{n-1}} \mathcal{D}^{i_{1} \ldots} \mathcal{D}^{i_{n-1}} k^{c d} \tag{2.3.57}
\end{align*}
$$

We find that $m^{*}=4$. Indeed, for $m=3$ derivatives, the last term in $Q_{a b}^{(3)}$ does not exist while for $m=4,5, \ldots$ all terms in $Q_{a b}^{(m)}$ exist. For any $m \geq 4$, one can check that there are at most 2 SDT tensors. We therefore find $H=2$. At lower levels $m=0$ or $m=1$, we see that there are no SDT tensors and no tensor potentials. At $m=2$, we have

$$
\begin{align*}
Q_{a b}^{(2)}= & a \sigma k_{a b}+b \epsilon_{c d(a} k_{b)}^{d} \sigma^{c}+c \sigma B_{a b}^{(1)}+d \sigma^{c} \mathcal{D}_{c} k_{a b} \\
& +e \sigma^{c} \mathcal{D}_{(a} k_{b) c}+f \sigma_{c(a} k_{b)}{ }^{c}+y \sigma_{c d} k^{c d} h_{a b}^{(0)} \tag{2.3.58}
\end{align*}
$$

There is no SDT tensor, but there is one RNT potential

$$
\begin{equation*}
M_{a b}^{[2, \sigma, k]}=\sigma k_{a b}-\sigma^{c} \mathcal{D}_{c} k_{a b}+\sigma^{c} \mathcal{D}_{(a} k_{b) c}+\sigma_{c(a} k_{b)}^{c}-\frac{1}{4} \sigma_{c d} k^{c d} h_{a b}^{(0)} \tag{2.3.59}
\end{equation*}
$$

Its curl gives an SDT tensor

$$
\begin{align*}
Z_{a b}^{(3)}= & 8 \sigma B_{a b}^{(1)}+\frac{1}{2} \epsilon_{c d(a} \sigma_{b)}^{c e} k_{e}^{d}+5 \sigma_{(a}^{c} B_{b) c}^{(1)} \\
& -\frac{1}{2} \epsilon_{c d(a} \sigma^{c e} \mathcal{D}_{b)} k_{e}^{d}-2 h_{a b}^{(0)} \sigma^{c d} B_{c d}^{(1)}-\sigma^{c} \mathcal{D}_{c} B_{a b}^{(1)} \tag{2.3.60}
\end{align*}
$$

At $m=3$, the general SDT tensor or RNT potential can be written as a linear combination of a basis of terms with 1 and 3 derivatives

$$
\begin{align*}
Q_{a b}^{(3)}= & a B_{(a}^{(1) e} \sigma_{b)}^{e}+b h_{a b}^{(0)} \sigma^{c d} B_{c d}^{(1)}+c \epsilon_{c d(a} \sigma_{b)}^{c e} k_{e}^{d}+d \epsilon_{c d(a} \mathcal{D}_{b)} k_{e}^{d} \sigma^{c e}+e \sigma^{e} \mathcal{D}_{e} B_{a b}^{(1)} \\
& +f \epsilon_{c d(a} k_{b)}^{d} \sigma^{c}+g \sigma B_{a b}^{(1)} \tag{2.3.61}
\end{align*}
$$

We find one SDT tensor which is obviously $Z_{a b}^{(3)}$ and a new RNT potential $M_{a b}^{[3, \sigma, k]}$

$$
\begin{align*}
M_{a b}^{[3, \sigma, k]}= & 7 B_{c(a}^{(1)} \sigma_{b)}^{c}-\frac{5}{2} h_{a b}^{(0)} \sigma^{c d} B_{c d}^{(1)}+\frac{1}{2} \epsilon_{c l l(a} \sigma_{b)}^{c e} k_{e}^{d} \\
& -\frac{1}{2} \epsilon_{c d(a} \mathcal{D}_{b)} k_{e}^{d} \sigma^{c e}-\sigma^{c} \mathcal{D}_{c} B_{a b}^{(1)}+10 \sigma B_{a b}^{(1)} . \tag{2.3.62}
\end{align*}
$$

As expected, at $m=4$, one can check that we have 2 SDT tensors. The algorithm is therefore completed. The two RNT potentials that generate the two independent towers of SDT tensors are $M_{a b}^{[2, a, k]}$ and $M_{a b}^{[3, \sigma, k]}$. To each of these potentials corresponds a unique SD tensor

$$
\begin{align*}
\kappa_{a b}^{[\sigma, k, l]} & =M_{a b}^{[2, \sigma, k]}-h_{a b}^{(0)} M^{[2, \sigma, k]} \\
& =\sigma k_{a b}+\sigma_{c(a} k_{b}^{c}-\frac{1}{2} \sigma_{c d} k^{c d} h_{a b}^{(0)}-\sigma^{c} \mathcal{D}_{c} k_{a b}+\sigma^{c} \mathcal{D}_{(a} k_{b) c},  \tag{2.3.63}\\
\kappa_{a b}^{[\sigma, k, I]]} & =M_{a b}^{[3, \sigma, k]}-h_{a b}^{(0)} M^{[3, \sigma, k]} \\
& =Z_{a b}^{(3)}+2 B_{c(a}^{(1)} \sigma_{b)}^{c}-\sigma^{c d} B_{c d}^{(1)} h_{a b}^{(0)}+2 \sigma B_{a b}^{(1)} . \tag{2.3.64}
\end{align*}
$$

All other SDT tensors, with $m \geq m^{*}$, are then constructed from linear combinations of successive curls of those SD tensors. This ends the classification of RNT and SDT ( $\sigma, k$ ) tensors.

### 2.3.3 First order equations

Now that we have established all this, we start by rewriting the first order equations of motion and study their solutions.

## Compact form

From the definitions of the first order electric $E_{a b}^{(1)}$ and magnetic $B_{a b}^{(1)}$ parts of the Weyl tensor that were given in (2.3.7) and (2.3.18), we see that these tensors satisfy the properties

$$
\begin{equation*}
h^{(0) a b} B_{a b}^{(1)}=0, \quad E_{[a b]}^{(1)}=0, \quad \mathcal{D}_{[c} E_{a j b}^{(1)}=0 \tag{2.3.65}
\end{equation*}
$$

The first two properties are trivial, while the third one stating that $E_{a b}^{(1)}$ is curl-free can be easily proved using (see also Appendix I.B)

$$
\begin{equation*}
\left[\mathcal{D}_{a}, \mathcal{D}_{b}\right] \sigma_{c}=2 h_{c[a}^{(0)} \sigma_{b]} \tag{2.3.66}
\end{equation*}
$$

Now, it is also easy to see that the first order equations of motion can be summarized by

$$
\begin{equation*}
h^{(0) a b} E_{a b}^{(1)}=0, \quad B_{[a b]}^{(1)}=0, \quad \mathcal{D}_{[c} B_{a] b}^{(1)}=0 \tag{2.3.67}
\end{equation*}
$$

Indeed, the first one is a trivial rewriting of the first order Hamiltonian equation $(\square+3) \sigma=0$ using the definition of $E_{a b}^{(1)}$. The second one states that

$$
\begin{equation*}
\epsilon^{c a b} B_{a b}^{(1)}=0, \tag{2.3.68}
\end{equation*}
$$

and by definition of $B_{a b}^{(1)}$, we recover the first order momentum equation

$$
\begin{equation*}
2 \epsilon^{c a b} B_{a b}^{(1)}=\epsilon^{c a b} \epsilon_{a}^{d e} \mathcal{D}_{d} k_{e b}=\mathcal{D}^{c} k-\mathcal{D}^{b} k_{b}^{c}=0 \tag{2.3.69}
\end{equation*}
$$

Eventually, the third equation implies that

$$
\begin{equation*}
2 \epsilon_{a}^{c d} \mathcal{D}_{c} B_{d b}^{(1)}=\square k_{a b}-\mathcal{D}^{c} \mathcal{D}_{a} k_{b c}=0 \tag{2.3.70}
\end{equation*}
$$

which is just the first order equation of motion obtained in (2.2.48). One can check that all these properties also imply that

$$
\begin{align*}
& \mathcal{D}^{b} E_{a b}^{(1)}=0, \quad \mathcal{D}^{b} B_{a b}^{(1)}=0,  \tag{2.3.71}\\
& (\square-3) E_{a b}^{(1)}=0, \quad(\square-3) B_{a b}^{(1)}=0 . \tag{2.3.72}
\end{align*}
$$

The first order electric and magnetic parts of the Weyl tensor are thus, on shell, SDT tensors which are moreover curl-free and satisfy (2.3.72)

## Solutions to the equations

Let us characterize the solutions to these first order equations. As we will see just after, it is sufficient, to specify the physical content of the tensors $E_{a b}^{(1)}$ and $B_{a b}^{(1)}$, to solve the hyperbolic equation

$$
\begin{equation*}
\square \Phi+3 \Phi=0 . \tag{2.3.73}
\end{equation*}
$$

The general solution to this equation is the sum of a function of $\tau$ times a spherical harmonic, $f_{l m}(\tau) Y_{l m}(\theta, \phi), l=0,1, \ldots, m=-l, \ldots, l$. However, two independent solutions for $f_{l m}(\tau)$, which we denote as $f_{l m}(\tau)$ and $\hat{f}_{l m}(\tau)$, exist since the hyperbolic equation is second order. We express each independent solution of that equation as a hyperbolic harmonic. One can then write

$$
\begin{equation*}
\Phi=\sum_{i=0}^{3}\left(\alpha_{(i)} \zeta_{(i)}+\hat{\alpha}_{(i)} \hat{\zeta}_{(i)}\right)+\sum_{l \geq 2} \sum_{m=-l}^{l}\left(a_{l m} f_{l m}(\tau)+\hat{a}_{l m} \hat{f}_{l m}(\tau)\right) Y_{l m}(\theta, \phi) \tag{2.3.74}
\end{equation*}
$$

where the first set of lowest harmonics are given by the four solutions

$$
\begin{equation*}
\zeta_{(0)}=\sinh \tau, \quad \zeta_{(k)}=\cosh \tau f_{(k)}, \quad k=1,2,3 \tag{2.3.75}
\end{equation*}
$$

of $\mathcal{D}_{a} \mathcal{D}_{b} \zeta_{(a)}+h_{a b}^{(0)} \zeta_{(a)}=0$, which are odd under parity $(\tau, \theta, \phi) \rightarrow(-\tau, \pi-\theta, \phi+\pi)$ while the other set of lowest harmonics are

$$
\begin{equation*}
\hat{\zeta}_{(0)}=\frac{\cosh 2 \tau}{\cosh \tau}, \quad \hat{\zeta}_{(k)}=\left(2 \sinh \tau+\frac{\tanh \tau}{\cosh \tau}\right) f_{(k)}, \quad k=1,2,3 \tag{2.3.76}
\end{equation*}
$$

which are even under parity. Here,

$$
\begin{equation*}
f_{(1)}=\cos \theta, \quad f_{(2)}=\sin \theta \cos \phi, \quad f_{(3)}=\sin \theta \sin \phi \tag{2.3.77}
\end{equation*}
$$

are the three $l=1$ harmonics on the two-sphere.
This analysis clearly classifies the possible solutions for $E_{a b}^{(1)}$ since it is expressed in terms of a scalar that fulfills this hyperbolic equation. Actually, it is also sufficient to classify solutions of $B_{a b}^{(1)}$ as we now see with the following lemma that we prove in Appendix I.C.
Lemma 1 (Ashtekar-Hansen). On the three-dimensional hyperboloid, any traceless curl-free divergence-free symmetric tensor $T_{a b}$ such that $\square T_{a b}=3 T_{a b}$ can be written as

$$
\begin{equation*}
T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \Phi+h_{a b}^{(0)} \Phi \tag{2.3.78}
\end{equation*}
$$

with $\square \Phi+3 \Phi=0$. The scalar $\Phi$ is determined up to the ambiguity of adding a combination of the four functions (2.3.75).

Following this lemma, one can express the first order magnetic part of the Weyl tensor as

$$
\begin{equation*}
B_{a b}^{(1)}=-\sigma_{a b}^{D}-\sigma^{D} h_{a b}^{(0)}, \quad(\square+3) \sigma^{D}=0 \tag{2.3.79}
\end{equation*}
$$

Let us note, as also proved in Appendix I.C, that

Lemma 2 (Beig-Schmidt). On the three dimensional hyperboloid, any scalar $\Phi$ satisfying $\square \Phi+3 \Phi=0$ and such that it does not contain the four lowest hyperbolic harmonics (2.3.76) defines a symmetric, traceless, curl-free and divergence-free tensor $T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \Phi+h_{a b}^{(0)} \Phi$ that can be written as

$$
\begin{equation*}
T_{a b}=\epsilon_{a}^{c d} \mathcal{D}_{c} P_{d b} \tag{2.3.80}
\end{equation*}
$$

where $P_{a b}$ is a symmetric, traceless and divergence-free tensor. This tensor is defined up to the ambiguity $P_{a b} \rightarrow P_{a b}+\mathcal{D}_{a} \mathcal{D}_{b} \omega+h_{a b}^{(0)} \omega$ where $\omega$ is an arbitrary scalar obeying $\square \omega+3 \omega=0$.

This second lemma tells us that, equivalently, the first order electric part can be rewritten as

$$
\begin{equation*}
E_{a b}^{(1)}=\frac{1}{2} \epsilon_{a}^{c d} \mathcal{D}_{c} k_{d b}^{D} \tag{2.3.81}
\end{equation*}
$$

### 2.3.4 Second order equations

Let us now move to the second order equations. In [46], Beig showed that in the case $k_{a b}=i_{a b}=0$, the system could be written in terms of the second order part of the magnetic Weyl tensor. Here, we show that for our enlarged boundary conditions, the second order equations of motion can actually be written in terms of two equivalent systems constructed from two SDT tensors that are mutually conjugate in a way that we precise below. In the case $k_{a b}=i_{a b}=0$, we see that one of the SDT tensors reduces to the result of Beig and that the other can be expressed in terms of the electric part of the Weyl tensor.

## Linearized equations and their solutions

In an attempt to present the material in a more pedagogical way, we start by discussing the second order equations in the linear case when the quadratic terms in $(\sigma, \sigma),(\sigma, k)$ and $(k, k)$ are set to zero. We also set $i_{a b}=0$. The equations reduce to

$$
\begin{equation*}
h_{a}^{(2) a}=0, \quad \mathcal{D}^{b} h_{a b}^{(2)}=0, \quad(\square-2) h_{a b}^{(2)}=0 \tag{2.3.82}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
V_{a b} \equiv-h_{a b}^{(2)}, \quad W_{a b} \equiv \operatorname{curl} h_{a b}^{(2)}, \tag{2.3.83}
\end{equation*}
$$

where the curl operator is $(\operatorname{curl} T)_{a b} \equiv \epsilon_{a}{ }^{c d} D_{c} T_{d b}$. Let us emphasize here that the curl operator obeys remarkable properties. The curl of a symmetric tensor $T_{a b}$ satisfying $\mathcal{D}^{b} T_{a b}=$ $\mathcal{D}_{a} T_{b}{ }^{b}$ is symmetric: $(\operatorname{curl} T)_{[a b]}=0$. Moreover, the curl is the square root of the operator $\square-3$ when acting on an SDT tensor $T_{a b}$

$$
\begin{equation*}
\operatorname{curl}(\operatorname{curl}(T))_{a b}=(\square-3) T_{a b} \tag{2.3.84}
\end{equation*}
$$

The latter property also implies that the square of the curl operator when acting on an SDT tensor $T_{a b}$ obeying $(\square-2) T_{a b}=0$ is minus the identity. This shows that this operator is invertible when acting on $T_{a b}$ satisfying $(\square-2) T_{a b}=0$. Finally, one has $[\square-2$, curl $] T_{a b}=0$ for an SDT tensor $T_{a b}$.

With these properties in mind, we see that the above defined quantities enjoy the duality properties

$$
\begin{equation*}
W_{a b}=-\operatorname{curl} V_{a b}, \quad V_{a b}=\operatorname{curl} W_{a b} . \tag{2.3.85}
\end{equation*}
$$

Moreover, the linearized second order equations (2.3.82) can then be written in two equivalent ways

$$
\begin{equation*}
V_{a}^{a}=0, \quad \mathcal{D}^{b} V_{a b}=0, \quad(\square-2) V_{a b}=0, \tag{2.3.86}
\end{equation*}
$$

or

$$
\begin{equation*}
W_{a}^{a}=0, \quad \mathcal{D}^{b} W_{a b}=0, \quad(\square-2) W_{a b}=0 \tag{2.3.87}
\end{equation*}
$$

The two sets of equations are related by the curl operator. Given a solution to one of these systems, one can reconstruct the metric using definitions (2.3.83). We have thus shown the equivalence of linearized Einstein's equations at second order (with $i_{a b}=0$ ) to any one of the above two systems of equations.

Let us remember and insist on the fact that tensor fields that derive from a scalar potential, like the first order electric part of the Weyl tensor $E_{a b}^{(1)}=-\mathcal{D}_{a} \mathcal{D}_{b} \sigma-h_{a b}^{(0)} \sigma$, have vanishing curl,

$$
\begin{equation*}
T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \Phi+h_{a b}^{(0)} \Phi \quad \Rightarrow \quad(\operatorname{curl} T)_{a b}=0 \tag{2.3.88}
\end{equation*}
$$

These tensors therefore obey (curl $\left.{ }^{2} T\right)_{a b}=(\square-3) T_{a b}=0$ as opposed to $(\square-2) T_{a b}=0$. As a consequence, none of the lemmae used in the first order analysis, see also $[44,8]$, capture tensor structures appearing at second order. The general form of the solutions to the equations

$$
\begin{equation*}
T_{a}^{a}=\mathcal{D}^{b} T_{a b}=(\square-2) T_{a b}=0 \tag{2.3.89}
\end{equation*}
$$

is summarized in the following lemma, proved in Appendix I.C, stating that
Lemma 3. On the hyperboloid, any regular symmetric divergence-free traceless tensor $T_{a b}$ obeying ( $\square-2) T_{a b}=0$ can be uniquely decomposed as

$$
\begin{equation*}
T_{a b}=\sum_{i=1}^{3}\left(v_{(i)} V_{(i) a b}+w_{(i)} W_{(i) a b}\right)+J_{a b} \tag{2.3.90}
\end{equation*}
$$

where the three tensors $V_{(i) a b}$ and the three tensors $W_{(i) a b}, i=1,2,3$ are given by

$$
\begin{align*}
V_{(i) \tau \tau} & =2 \operatorname{sech}^{5} \tau \zeta_{(i)}, & V_{(i) \tau i} & =\operatorname{sech}^{3} \tau \tanh \tau \partial_{i} \zeta_{(i)},  \tag{2.3.91}\\
W_{(i) \tau \tau} & =0, & V_{(i) i j} & =\eta_{i j} \operatorname{sech}^{3} \tau \zeta_{(i) \tau i} \tag{2.3.92}
\end{align*}=\operatorname{sech}^{3} \tau \epsilon_{i}^{j} \partial_{j} \zeta_{(i)}, \quad W_{(i) i j}=0 .
$$

These tensors are dual to each other in the sense that

$$
\begin{equation*}
\epsilon_{a d}^{c d} \mathcal{D}_{c} V_{(i) d b}=-W_{(i) a b}, \quad \epsilon_{a}^{c d} \mathcal{D}_{c} W_{(i) d b}=V_{(i) a b} . \tag{2.3.93}
\end{equation*}
$$

These tensors also obey the orthogonality properties

$$
\begin{array}{r}
\int_{S} V_{(k) a b} \zeta_{(l)}^{a} n^{b} d^{2} S=\int_{S} W_{(k) a b} \zeta_{(l)}^{a} n^{b} d^{2} S=0 \\
\int_{S} V_{(k) a b} \xi_{\mathrm{rot}(l)}^{a} n^{b} d^{2} S=\int_{S} W_{(k) a b} \xi_{\text {boost }(l)}^{a} n^{b} d^{2} S=0 \\
\int_{S} V_{(k) a b} \xi_{\text {boost }(l)}^{a} n^{b} d^{2} S=\int_{S} W_{(k) a b} \xi_{\mathrm{rot}(l)}^{a} n^{b} d^{2} S=\frac{8 \pi}{3} \delta_{(k)(l)} \tag{2.3.96}
\end{array}
$$

where $\delta_{(i)(j)}=1$ if $i=j$, and $\zeta_{(l)}^{a}=D^{a} \zeta_{(l)}$ are the four translation Killing vectors (conformal Killing vectors on $d S_{3}$ ) with $\zeta_{(l)}$ given in (2.3.75). The tensor $J_{a b}$ is a symmetric traceless divergence-free tensor obeying

$$
\begin{equation*}
\int_{S} d^{2} S J_{a b} \xi_{\text {rot }}^{a} n^{b}=\int_{S} d^{2} S J_{a b} \xi_{\mathrm{boost}}^{a} n^{b}=\int_{S} d^{2} S J_{a b} \zeta_{(l)}^{a} n^{b}=0, \quad(\square-2) J_{a b}=0 \tag{2.3.97}
\end{equation*}
$$

## Full non-linear equations

Let us now consider the full non-linear second order equations. Based on the previous analysis, we would like to rewrite them in terms of two tensors $V_{a b}$ and $W_{a b}$

$$
\begin{align*}
V_{a b} & \equiv-h_{a b}^{(2)}+\frac{1}{2} i_{a b}+Q_{a b}^{V}  \tag{2.3.98}\\
W_{a b} & \equiv \epsilon_{a}^{c d} D_{c}\left(h_{d b}^{(2)}-\frac{1}{2} i_{d b}+Q_{d b}^{W}\right), \tag{2.3.99}
\end{align*}
$$

where $Q_{a b}^{V, W}$ are appropriate quadratic terms in $(\sigma, \sigma),\left(\sigma, k_{a b}\right)$ or $\left(k_{a b}, k_{a b}\right)$ that we will construct herebelow. We require that $V$ and $W$ are SDT tensors that obey the following duality properties

$$
\begin{equation*}
W_{a b}+\epsilon_{a}^{c d} D_{c} V_{d b}=K_{a b}^{W}, \quad V_{a b}-\epsilon_{a}^{c d} D_{c} W_{d b}=-2 i_{a b}+K_{a b}^{V}, \tag{2.3.100}
\end{equation*}
$$

where $K_{a b}^{V, W}$ are non-linear terms quadratic in $\sigma$ and $k_{a b}$, which are also SDT. Applying the curl operator on both equations (2.3.100) we obtain that $V_{a b}$ and $W_{a b}$ obey

$$
\begin{align*}
(\square-2) V_{a b} & =-2 i_{a b}+K_{a b}^{V}+\epsilon_{a}^{c d} D_{c} K_{d b}^{W}  \tag{2.3.101}\\
(\square-2) W_{a b} & =-2 j_{a b}+K_{a b}^{W}-\epsilon_{a}^{c l} D_{c} K_{d b}^{V} \tag{2.3.102}
\end{align*}
$$

where $j_{a b} \equiv-\operatorname{curl}(i)_{a b}$. Our construction of the non-linear tensors $Q^{V, W}, K^{V, W}$ goes as follows. In order for $W_{a b}$ to be traceless, we require $Q_{a b}^{W}$ to be symmetric. Using the Hamiltonian and momentum equation of motion, one can rewrite the symmetry condition of $W_{a b}$ as the following equation on $Q_{a b}^{W}$

$$
\begin{equation*}
\mathcal{D}^{b} Q_{a b}^{W}-\mathcal{D}_{a} Q_{b}^{W b}=-\frac{1}{2} k^{b c} \mathcal{D}_{b} k_{a c}+\mathcal{D}_{a}\left(4 \sigma^{2}+\frac{3}{8} k_{c d} k^{c d}\right) \tag{2.3.103}
\end{equation*}
$$

The divergence-free conditions of $W_{a b}$ can then be rewritten as

$$
\epsilon_{a}^{c d} \mathcal{D}_{c}\left(\mathcal{D}^{b} Q_{d b}^{W}+\frac{1}{2} \mathcal{D}_{e} k_{d f} k^{e f}\right)=0
$$

which is a consequence of the previous equation. The equation (2.3.103) can be solved up to the ambiguity of adding to $Q_{a b}^{W}$ tensors obeying $\mathcal{D}^{b} M_{a b}=\mathcal{D}_{a} M$. We will fix the ambiguity in defining $Q_{a b}^{W}$ since we would like to find one equivalent formulation of the equations of motion, not all possible formulations. By choosing a $Q_{a b}^{W}$ with the smallest possible number of derivatives, we obtain

$$
\begin{equation*}
Q_{a b}^{W}=\left(-2 \sigma^{2}+\frac{1}{16} k_{c l} k^{c d}\right) h_{a b}^{(0)}-\frac{1}{2} k_{a c} k_{b}^{c} \tag{2.3.105}
\end{equation*}
$$

Using again the Hamiltonian and momentum equations of motion, one can rewrite the traceless and divergence-free conditions of $V_{a b}$ as the following equations on $Q_{a b}^{V}$

$$
\begin{align*}
Q_{a}^{V a} & =12 \sigma^{2}+\sigma_{c} \sigma^{c}+\frac{1}{4} k_{c d} k^{c d}+k_{c d} \sigma^{c d}  \tag{2.3.106}\\
\mathcal{D}^{b} Q_{a b}^{V} & =\frac{1}{2} \mathcal{D}^{b} k_{a c} k_{b}^{c}+\mathcal{D}_{a}\left(\sigma_{c} \sigma^{c}+8 \sigma^{2}-\frac{1}{8} k_{c d} k^{c d}+k_{c d} \sigma^{c d}\right) \tag{2.3.107}
\end{align*}
$$

This system has a unique solution up to the ambiguity of adding an SDT tensor to $Q_{a b}^{V}$. We will make a specific choice for the ambiguity in defining $Q_{a b}^{V}$ as well. In fact, the SDT tensor $K_{a b}^{V}$ can be computed using (2.3.100) and the equations of motion (2.2.56) as

$$
\begin{align*}
K_{a b}^{V}= & -N L_{a b}(\sigma, \sigma)-N L_{a b}(\sigma, k)-N L_{a b}(k, k)+Q_{a b}^{V}-(\square-3) Q_{a b}^{W} \\
& +\mathcal{D}_{a} \mathcal{D}^{c}\left(h_{b c}^{(2)}+Q_{b c}^{W}\right)-h_{a b}^{(0)}\left(h^{(2)}+Q_{a}^{W a}\right) \tag{2.3.108}
\end{align*}
$$

We will choose to fix the ambiguity of adding SDT tensors to $Q_{a b}^{V}$ by requiring

$$
\begin{equation*}
K_{a b}^{V}=0 \tag{2.3.109}
\end{equation*}
$$

After a tedious computation, we obtain simply

$$
\begin{align*}
Q_{a b}^{V}= & \left(6 \sigma^{2}+\sigma^{c} \sigma_{c}+\frac{1}{8} k_{c d} k^{c d}+\frac{1}{8} \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d \epsilon}\right) h_{a b}^{(0)}+2 \sigma \sigma_{a b}-2 \sigma_{a} \sigma_{b} \\
& +4 \sigma k_{a b}-4 \sigma^{c} \mathcal{D}_{c} k_{a b}+4 \sigma^{c} \mathcal{D}_{(a} k_{b) c}+4 \sigma_{c(a} k_{b)}^{c}-\sigma_{c d} k^{c d} h_{a b}^{(0)} \\
& -\frac{1}{2} k_{a c} k_{b}^{c}-\frac{3}{8} \mathcal{D}_{a} k_{c I} \mathcal{D}_{b} k^{c d}+\frac{1}{8} k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d}+Y_{a b}^{(2)} \tag{2.3.110}
\end{align*}
$$

where $Y_{a b}^{(2)}$ is an SDT tensor given in (2.3.53). Remark that to perform this computation, one can separate the analysis of non-linear terms for each set of quadratic terms $(k, k)$, $(\sigma, k)$ or ( $k, k$ ) independently since those terms never mix in the equations.

Using then the definition of $K_{a b}^{W}$ in (2.3.100) we find

$$
\begin{equation*}
K_{a b}^{W}=\operatorname{curl}(M)_{a b}=\epsilon_{a}^{c d} \mathcal{D}_{c} M_{d b} \tag{2.3.111}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{a b} \equiv Q_{a b}^{W}+Q_{a b}^{V}, \tag{2.3.112}
\end{equation*}
$$

is a tensor obeying $\mathcal{D}^{b} M_{a b}=\mathcal{D}_{a} M$. Using the classification of such tensors described in section 2.3 .2 , we have explicitly

$$
\begin{equation*}
M_{a b}=M_{a b}^{[2, \sigma, \sigma, I]}-M_{a b}^{[2, \sigma, \sigma, I I]}+4 M_{a b}^{[2, \sigma, k]}+Y_{a b}^{(2)}+M_{a b}^{[2, k, k, I]}+M_{a b}^{[2, k, k, I I I]} \tag{2.3.113}
\end{equation*}
$$

where

$$
\begin{align*}
M_{a b}^{[2, \sigma, \sigma, I]} & =\left(5 \sigma^{2}+\sigma_{c} \sigma^{c}\right) h_{a b}^{(0)}+4 \sigma \sigma_{a b}, \\
M_{a b}^{[2, \sigma, \sigma, I I]} & =\left(\mathcal{D}_{a} \mathcal{D}_{b}+h_{a b}^{(0)}\right) \sigma^{2}, \\
M_{a b}^{[2, \sigma, k]} & =\sigma k_{a b}-\sigma^{c} \mathcal{D}_{c} k_{a b}+\sigma^{c} \mathcal{D}_{(a} k_{b) c}+\sigma_{c(a} k_{b)}^{c}-\frac{1}{4} \sigma_{c d} k^{c d} h_{a b}^{(0)}, \\
M_{a b}^{[2, k, k, I]} & =\frac{1}{8} k_{c d} k^{c d} h_{a b}^{(0)}-k_{a c} k_{b}^{c}+\frac{1}{8} \mathcal{D}_{c} k_{d c} \mathcal{D}^{c} k^{d c} h_{a b}^{(0)}-\frac{1}{2} \mathcal{D}_{a} k_{c d} \mathcal{D}_{b} k^{c d}, \\
M_{a b}^{[2, k, k, I I I]} & =\frac{1}{16}\left(\mathcal{D}_{a} \mathcal{D}_{b}+h_{a b}^{(0)}\right) k^{c d} k_{c d} . \tag{2.3.114}
\end{align*}
$$

In summary, the equations of motion can be written in the form

$$
\begin{align*}
W_{a}^{a} & =\mathcal{D}^{b} W_{a b}=0, \\
(\square-2) W_{a b} & =\operatorname{curl}(2 i+M)_{a b},  \tag{2.3.115}\\
i_{a}^{a} & =\mathcal{D}^{b} i_{a b}=0, \\
(\square-2) i_{a b} & =0 . \tag{2.3.116}
\end{align*}
$$

Using the curl operator and the definition $j_{a b} \equiv-(\operatorname{curl} i)_{a b}$, one can derive an equivalent form of those equations in terms of $V_{a b}$ as

$$
\begin{align*}
V_{a}^{a} & =\mathcal{D}^{b} V_{a b}=0, \\
(\square-2) V_{a b} & =\operatorname{curl}(-2 j+\operatorname{curl}(M))_{a b},  \tag{2.3.117}\\
j_{a}^{a} & =\mathcal{D}^{b} j_{a b}=0, \\
(\square-2) j_{a b} & =0 . \tag{2.3.118}
\end{align*}
$$

Since the curl of the latter set of equations lead to (2.3.115)-(2.3.116), the two sets are equivalent. Once the set of equations (2.3.115)-(2.3.116) is solved, one can reconstruct $h_{a b}^{(2)}$ from the definitions (2.3.98) or (2.3.99). Einstein's equations at second order are therefore equivalent to either set of the above systems of equations.

As a last remark, we could also use in the above equations the symmetrized curl of $\kappa_{a b} \equiv M_{a b}-M h_{a b}^{(0)}$ instead of $M_{a b}$. Indeed, the symmetrized curl of $\kappa_{a b}$ is equivalent to the curl of the tensor potential $M_{a b}$.

Non-linear equations with $k_{a b}=i_{a b}=0$
If we restrict ourselves to $k_{a b}=i_{a b}=0$, we see from the definitions of $V_{a b}$ and $W_{a b}$ given in (2.3.98) and (2.3.99), but also (2.3.110) and (2.3.105), that

$$
\begin{align*}
V_{a b} & =-h_{a b}^{(2)}+6 \sigma^{2} h_{a b}^{(0)}+2 \sigma \sigma_{a b}-2 \sigma_{a} \sigma_{b}+\sigma^{c} \sigma_{c} h_{a b}^{(0)},  \tag{2.3.119}\\
W_{a b} & =\epsilon_{a}^{c d} D_{c}\left(h_{d b}^{(2)}-2 \sigma^{2} h_{d b}^{(0)}\right) . \tag{2.3.120}
\end{align*}
$$

From the expansions of the electric and magnetic parts of the Weyl tensor given in (2.3.7), (2.3.18), and (2.3.22), one easily realizes that

$$
V_{a b}=E_{a b}^{(2)}-\sigma E_{a b}^{(1)}, \quad W_{a b}=B_{a b}^{(2)}
$$

The equations of motion can be reformulated in terms of $B_{a b}^{(2)}$, as firstly derived in [46],

$$
\begin{align*}
B_{a}^{(2) a} & =0  \tag{2.3.122}\\
D^{a} B_{a b}^{(2)} & =0  \tag{2.3.123}\\
(\square-2) B_{a b}^{(2)} & =\operatorname{curl}(M)_{a b}=-4 \epsilon_{c u l(a} \sigma^{c} E_{b)}^{(1) d} \tag{2.3.124}
\end{align*}
$$

but they can also be written in terms of $E_{a b}^{(2)}-\sigma E_{a b}^{(1)}$

$$
\begin{align*}
\left(E^{(2)}-\sigma E^{(1)}\right)_{a}{ }^{a} & =0,  \tag{2.3.125}\\
D^{a}\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) & =0,  \tag{2.3.126}\\
(\square-2)\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) & =\operatorname{curl}\left[-4 \epsilon_{c d(a} \sigma^{c} E_{b)}^{(1) d}\right] . \tag{2.3.127}
\end{align*}
$$

Remark that the right hand side of (2.3.124) is precisely the SDT tensor $X_{a b}^{[3]}$ defined in (2.3.40). The duality properties of the tensors $V_{a b}$ and $W_{a b}$ written in (2.3.100) reduce to

$$
\begin{equation*}
E_{a b}^{(2)}-\sigma E_{a b}^{(1)}=\operatorname{curl} B_{a b}^{(2)}, \quad-\operatorname{curl}\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right)=B_{a b}^{(2)}+4 \epsilon_{a d(a} \sigma^{c} E_{b)}^{(1) d} . \tag{2.3.128}
\end{equation*}
$$

### 2.4 Linearization stability constraints

Solutions of linearized equations are not always linearizations of solutions of non-linear equations. This phenomenon is well-known as a linearization instability [53, 54, 55]. The main result of [44] is that Einstein's equations can always be solved order by order provided a subpart of them, the Hamiltonian and momentum equations, are satisfied. The follow-up paper [46] aims at removing this provision, i.e. solve the constraints. It is shown that

Given a spacetime of the Beig-Schmidt form with $k_{a b}=i_{a b}=0$, Einstein's vacuum equations can be solved to all orders if and only if the field $\sigma$ satisfies the field equation $(\square+3) \sigma=0$, and is such that the six charges associated to Killing vectors

$$
\begin{equation*}
\mathcal{Q}[\xi(0)] \equiv \oint_{S} d^{2} S \epsilon_{c l(a} \sigma^{c} E_{b)}^{(1) d} \xi_{(0)}^{a} n^{b}, \tag{2.4.1}
\end{equation*}
$$

where the integrand is a tensor that is conserved at infinity and built from quadratic terms of the first order field $\sigma$, vanish.

In the following, we refer to these six additional conditions imposed by Einstein's equations as the linearization stability constraints. They were named integrability conditions in [46].

This section is devoted to review how these six conditions arise and are generalized for our enlarged ansatz. These conditions will turn out to be crucial when discussing unicity of conserved charges in the next section. To derive these conditions, we start by reviewing properties of Killing vectors on $d S_{3}$ and by showing an important result, that we will use throughout our argumentation, which states that a charge constructed by contracting an SD tensor with a certain Killing vector is equivalent to a charge constructed by contracting the curl of this tensor with another particular Killing vector. This is the main result we will use in the next section to show that there exists two equivalent forms to describe conserved charges associated with boosts or rotations. It also tells us that charges associated to SD tensors that have a zero symmetrized curl are trivial.

### 2.4.1 Properties of Killing Vectors on $d S_{3}$

Three-dimensional de-Sitter space admits six Killing vectors. Three of them are rotations and the other three correspond to four-dimensional Lorentz boosts when interpreted in the asymptotically flat context. The rotations are

$$
\begin{align*}
& \xi_{\text {rot(1) }}^{a} \partial_{a}=\partial_{\phi}  \tag{2.4.2}\\
& \xi_{\text {rot(2) }}^{a} \partial_{a}=-\sin \phi \partial_{\theta}-\cot \theta \cos \phi \partial_{\phi},  \tag{2.4.3}\\
& \xi_{\text {rot(3) }}^{a} \partial_{a}=\cos \phi \partial_{\theta}-\cot \theta \sin \phi \partial_{\phi} \tag{2.4.4}
\end{align*}
$$

These Killing vectors are precisely the three Killing vectors of the round two-sphere. On the round two-sphere, Killing vectors satisfy a special property: they can be written as

$$
\begin{equation*}
\xi_{\mathrm{rot}(k)}^{m}=\epsilon_{(2)}^{m n} D_{n}^{(2)} f_{(k)}, \tag{2.4.5}
\end{equation*}
$$

where $f_{(k)}$ are the three scalar $l=1$ harmonics on the two-sphere

$$
\begin{equation*}
\left(\square^{(2)}+2\right) f_{(k)}=0, \quad \int_{S} d^{2} S f_{(k)} f_{(l)}=\frac{4 \pi}{3} \delta_{(k)(l)} \tag{2.4.6}
\end{equation*}
$$

given explicitly in (2.3.77). We use the conventions $\epsilon_{\left(S^{2}\right) \theta \phi}=\sin \theta, D_{a}^{(2)}$ is the unique torsion free covariant derivative on $S^{2}, d S=\sin \theta d \theta \wedge d \phi$, and $\square^{(2)}$ is the scalar Laplacian on $S^{2}$.

The boost Killing vectors of the three-dimensional de-Sitter space can be written as

$$
\begin{equation*}
\xi_{\text {boost }(i)}^{a}=f_{(i)} n^{a}+\cosh \tau \sinh \tau h_{(0)}^{a b} \partial_{b} f_{(i)} \tag{2.4.7}
\end{equation*}
$$

or, explicitly, as

$$
\begin{align*}
\xi_{\text {boost(1) }}^{a} \partial_{a} & =\cos \theta \partial_{\tau}-\tanh \tau \sin \theta \partial_{\theta}  \tag{2.4.8}\\
\xi_{\text {boost(2) }}^{a} \partial_{a} & =\sin \theta \cos \phi \partial_{\tau}+\tanh \tau \cos \theta \cos \phi \partial_{\theta}-\tanh \tau \csc \theta \sin \phi \partial_{\phi},  \tag{2.4.9}\\
\xi_{\text {boost(3) }}^{a} \partial_{a} & =\sin \theta \sin \phi \partial_{\tau}+\tanh \tau \cos \theta \sin \phi \partial_{\theta}+\tanh \tau \csc \theta \cos \phi \partial_{\phi} . \tag{2.4.10}
\end{align*}
$$

The unit vector normal to the two sphere in $d S_{3}$ is $n^{a} \partial_{a}=\partial_{\tau}$.
The boost Killing vectors are intimately related to the rotational Killing vectors by the following relation

$$
\begin{align*}
\xi_{\text {boost }(i)}^{a} & =-\frac{1}{2} \epsilon^{a b c} \mathcal{D}_{b} \xi_{\text {rot }(i) \mathrm{c}},  \tag{2.4.11}\\
\xi_{\text {rot }(i)}^{a} & =\frac{1}{2} \epsilon^{a b c} \mathcal{D}_{b} \xi_{\text {boost }(i) c}, \tag{2.4.12}
\end{align*}
$$

where $\mathcal{D}_{a}$ is the covariant derivative on the hyperboloid and $\epsilon_{a b c}$ the totally anti-symmetric tensor normalized as $\epsilon_{\tau \theta \phi}=+\cosh ^{2} \tau \sin \theta$. The latter relation implies

$$
\begin{equation*}
(\square+2) \xi_{\operatorname{rot}(i)}^{a}=0, \quad(\square+2) \xi_{\text {boost }(i)}^{a}=0 \tag{2.4.13}
\end{equation*}
$$

where $\square=\mathcal{D}^{a} \mathcal{D}_{a}$.
Now, let us see how these relations imply that a charge constructed by contracting an SD tensor with a rotational (respectively boost) Killing vector is equivalent to the charge constructed by contracting the curl of this SD tensor with a boost (respectively rotational) Killing vector, or alternatively said how the relations between boost and rotational Killing vectors imply two equivalent forms for the conserved charges associated with these vectors.

Given a tensor $T_{a b}$ without special properties, one can show that on the $\tau=0$ slice of de Sitter space,

$$
\begin{equation*}
T_{a b} \xi_{\mathrm{rot}(i)}^{a} n^{b}=\epsilon_{a}^{c d} \mathcal{D}_{c} T_{d b} \xi_{\text {boost }(i)}^{a} n^{b}+\mathcal{D}_{c}^{\left(S^{2}\right)}\left(T_{a b} \epsilon_{\left(S^{2}\right)}^{a c} f_{(i)} n^{b}\right) \tag{2.4.14}
\end{equation*}
$$

For any symmetric and divergence-free tensor, one has

$$
\mathcal{D}^{b}\left(T_{a b} \xi_{\mathrm{rot}(i)}^{a}\right)=0, \quad \mathcal{D}^{b}\left((\operatorname{curl} T)_{(a b)} \xi_{\mathrm{rot}(i)}^{a}\right)=0
$$

Note that $(\operatorname{curl} T)_{a b}$ is symmetrized in the second equation, as it is not necessarily symmetric. Therefore, for any regular symmetric and divergence-free tensor, the conserved charges

$$
\begin{equation*}
Q\left[T_{a b}, \xi_{\mathrm{rot}(i)}^{a}\right] \equiv \int_{S} d^{2} S n^{b} T_{a b} \xi_{\mathrm{rot}(i)}^{a} \tag{2.4.15}
\end{equation*}
$$

can be expressed in two equivalent ways as follows

$$
\begin{equation*}
Q\left[T_{a b}, \xi_{\mathrm{rot}(i)}^{a}\right]=\int_{S} d^{2} S n^{b} T_{a b} \xi_{\mathrm{rot}(i)}^{a}=\int_{S} d^{2} S n^{b} \operatorname{curl}(T)_{(a b)} \xi_{\mathrm{boost}(i)}^{a} \tag{2.4.16}
\end{equation*}
$$

Replacing $T_{a b}$ by the curl of $T_{a b}$ in identity (2.4.14), we get on the $\tau=0$ slice

$$
T_{a b} \xi_{\text {boost }(i)}^{b} n^{a}=-\operatorname{curl}(T)_{a b} \xi_{\text {rot }(i)}^{b} n^{a}+\mathcal{D}_{c}^{\left(S^{2}\right)}\left(2 \mathcal{D}_{[d} T_{c] b} n^{d} n^{b} f_{(i)}\right)+(\operatorname{curl}(\operatorname{curl} T)+T)_{a b} n^{a} \xi_{\text {boost }(i)}^{b}
$$

For any symmetric and divergence-free tensor, we have $(\operatorname{curl}(\operatorname{curl} T)+T)_{a b}=(\square-2) T_{a b}+$ $h_{a b}^{(0)} T$, and

$$
\begin{equation*}
\left((\square-2) T_{a b}+2 h_{a b}^{(0)} T\right) \xi_{(0)}^{c}=2 \mathcal{D}^{a}\left(\xi_{(0)}^{c} \mathcal{D}_{[a} T_{b] c}+T_{c[a} \mathcal{D}_{b]} \xi_{(0)}^{c}\right) \tag{2.4.17}
\end{equation*}
$$

Therefore, one obtains

$$
\begin{equation*}
\int_{S} d^{2} S n^{b} T_{a b} \xi_{\text {boost }(i)}^{a}=-\int_{S} d^{2} S n^{b} \operatorname{curl}(T)_{a b} \xi_{\text {rot }(i)}^{a}-\int_{S} d^{2} S T \xi_{a}^{\mathrm{boost}(i)} n^{a} \tag{2.4.18}
\end{equation*}
$$

For a tensor $T_{a b}$ whose trace is non-vanishing, $\operatorname{curl}(T)_{a b}$ is not symmetric in general. Decomposing into symmetric and anti-symmetric parts and using integrations by parts, the following conserved charges

$$
\begin{equation*}
Q\left[T_{a b}, \xi_{\text {boost }(i)}^{a}\right] \equiv \int_{S} d^{2} S n^{b} T_{a b} \xi_{\text {boost }(i)}^{a} \tag{2.4.19}
\end{equation*}
$$

can also be expressed in two equivalent forms

$$
\begin{equation*}
Q\left[T_{a b}, \xi_{\text {boost }(i)}^{a}\right]=\int_{S} d^{2} S n^{b} T_{a b} \xi_{\text {boost }(i)}^{a}=-\int_{S} d^{2} S n^{b} \operatorname{curl}(T)_{(a b)} \xi_{\text {rot }(i)}^{a} \tag{2.4.20}
\end{equation*}
$$

In establishing this, we used $\operatorname{curl}(T)_{[a b]}=-\frac{1}{2} \epsilon_{a b c} \mathcal{D}^{c} T$.
To summarize, we have shown in equations (2.4.16) and (2.4.20) that charges associated with any symmetric and divergence-free tensor are equivalent to charges associated with the symmetrized curl of this tensor. In particular, this means that charges constructed using an SDT tensor are equivalent to charges constructed using the curl of this SDT tensor. Also, charges constructed with symmetric and divergence free tensors that have zero symmetrized curl are automatically zero.

### 2.4.2 Linearization stability constraints when $k_{a b}=i_{a b}=0$

In the case where $k_{a b}=i_{a b}=0$, we have seen in section 2.3.4 that the second order equations can be written in the following compact form

$$
\begin{align*}
B_{a}^{(2) a} & =0  \tag{2.4.21}\\
D^{a} B_{a b}^{(2)} & =0  \tag{2.4.22}\\
(\square-2) B_{a b}^{(2)} & =\operatorname{curl}(M)_{a b}=-4 \epsilon_{c d(a} \sigma^{c} E_{b)}^{(1) d} \tag{2.4.23}
\end{align*}
$$

The presence of six necessary conditions, or obstructions, to the existence of non-linear solutions, constructed from given linear solutions, can be seen as follows. Contracting equation (2.4.23) with a Killing vector on $d S_{3}$, one can rewrite the l.h.s of the expression, upon using the equations of motion and (2.4.13), as

$$
\begin{equation*}
(\square-2) B_{a b}^{(2)} \xi_{(0)}^{a}=2 \mathcal{D}^{a}\left(\xi_{(0)}^{c} \mathcal{D}_{[a} B_{b] c}^{(2)}+B_{c[a}^{(2)} \mathcal{D}_{b]} \xi_{(0)}^{c}\right) \tag{2.4.24}
\end{equation*}
$$

which is a total divergence and vanishes when integrated on a Cauchy surface $S$ on the unit hyperboloid. For consistency, we must require that the integrals on the sphere of the r.h.s of (2.4.23) contracted with $\xi_{(0)}^{a}$ are also zero. These requirements are precisely Beig's integrability conditions

$$
\begin{equation*}
\mathcal{Q}\left[\xi_{(0)}\right] \equiv \oint_{S} d^{2} S \epsilon_{c l l(a} \sigma^{c} E_{b)}^{(1)} d \xi_{(0)}^{a} n^{b}=0 \tag{2.4.25}
\end{equation*}
$$

where $\xi_{(0)}^{a}$ are the six Killing vectors on the hyperboloid, $S$ is a Cauchy surface in the unit hyperboloid, and $n^{a}$ is a unit timelike vector normal to $S$ in the unit hyperboloid.

Before proceeding, let us present a new way of looking at these integrability conditions. It is clear that the equation for the mass aspect $\sigma$, which was given by

$$
\begin{equation*}
(\square+3) \sigma=0 \tag{2.4.26}
\end{equation*}
$$

can be derived from the free scalar Lagrangian $L^{(\sigma)}$

$$
\begin{equation*}
L^{(\sigma)}=\sqrt{-h^{(0)}}\left(-\frac{1}{2} \partial_{a} \sigma \partial^{a} \sigma+\frac{3}{2} \sigma^{2}\right) \tag{2.4.27}
\end{equation*}
$$

with mass $m^{2}=-3$ on three-dimensional de Sitter space. Now, it is interesting to note that Beig's integrability conditions are precisely the conditions that all six Noether charges derived from this Lagrangian vanish. Indeed, one has $\epsilon_{c d(a} \sigma^{c} \sigma_{b)}^{d}=-(\operatorname{curl} \kappa)_{(a b)}$ where $\kappa_{a b}$ is precisely the stress-tensor of $L^{(\sigma)}$

$$
\begin{equation*}
T_{a b}^{(\sigma)} \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(\sigma)}}{\delta h^{(0) a b}}=\kappa_{a b}=-\frac{1}{2} \sigma^{c} \sigma_{c} h_{a b}^{(0)}+\sigma_{a} \sigma_{b}+\frac{3}{2} \sigma^{2} h_{a b}^{(0)} \tag{2.4.28}
\end{equation*}
$$

Note that this tensor is also an SD tensor and that following our classification it can be identified as a linear combination of the ( $\sigma, \sigma$ ) SD tensors defined in (2.3.24) and (2.3.32)

$$
\begin{equation*}
\kappa_{a b}=-\frac{1}{4} \kappa_{a b}^{[\sigma, \sigma, I]}+\frac{1}{2} \kappa_{a b}^{[\sigma, \sigma, I I]} . \tag{2.4.29}
\end{equation*}
$$

Because the charges constructed using the symmetrized curl of an SD tensor contracted with a Killing vector or with the SD tensor himself are equivalent as we have just shown in the previous section, the linearization stability constraints reduce to

$$
\begin{equation*}
\oint_{S} d^{2} S T_{a b}^{(\sigma)} \xi_{(0)}^{a} n^{b}=\oint_{S} d^{2} S \kappa_{a b}^{[\sigma, \sigma, I]} \xi_{(0)}^{a} n^{b}=0 \tag{2.4.30}
\end{equation*}
$$

where we also used the fact that $\kappa_{a b}^{[\sigma, \sigma, I I]}$ has a trivial symmetrized curl and is thus associated to trivial charges.

Let us mention that it was also understood in [46] that charges constructed with $X_{a b} \equiv$ $\epsilon_{c d(a} \sigma^{c} \sigma_{b)}^{d}$ contracted with a conformal Killing vector $\omega^{a}$, a translation which satisfies $\omega^{a b}+$ $\omega h^{(0) a b}=0$, also vanish as

$$
\begin{equation*}
X_{a b} \omega^{a}=\mathcal{D}^{d}\left[\epsilon_{c d b} \sigma E_{a}^{(1) c} \omega^{a}-\frac{1}{4} \epsilon_{b a d}\left(\sigma_{c} \sigma^{c}+\sigma^{2}\right) \omega^{a}\right], \tag{2.4.31}
\end{equation*}
$$

can be written as a total divergence.
At this point, we should warn the reader that the above construction only presents the linearization stability constraints as necessary conditions. It was shown in [46] that these conditions are also sufficient to solve Einstein's equations to all orders in the expansion. The general idea of this construction is to split the linear part in a $2+1$ decomposition and keep non linear terms general. Then, a study of the harmonic decomposition of those
equations revealed that only six conditions are to be imposed on these general non-linear terms, conditions that appear at second order in the expansion. These conditions for the system of equations to have a solution are thus equivalent to the necessary conditions previously reviewed. Note that there are minor typos in equations (25) and (43) of [46]. In (25), the indices are incoherent and have been corrected in our formula (2.4.31), while in (43) the coefficient multiplying $\beta_{a}$ is $(n-1)^{2}$ instead of $(n+1)^{2}$.

### 2.4.3 Generalized linearization stability constraints

The generalization of these constraints to the case where $k_{a b}$ and $i_{a b}$ are non-zero is straightforward. Indeed, from the general second order equation

$$
\begin{equation*}
(\square-2) W_{a b}=\operatorname{curl}(2 i+\kappa)_{(a b)} \tag{2.4.32}
\end{equation*}
$$

we see that the integrability conditions are

$$
\begin{equation*}
\oint_{S} d^{2} S i_{a b} \xi_{(0)}^{a} n^{b}=-\frac{1}{2} \oint d^{2} S \kappa_{a b} \xi_{(0)}^{a} n^{b} \tag{2.4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{a b}=\kappa_{a b}^{[\sigma, \sigma, I]}-\kappa_{a b}^{[2, \sigma, \sigma, I I]}+4 \kappa_{a b}^{[\sigma, k, I]}+Y_{a b}^{(2)}+\kappa_{a b}^{[k, k, I]}+\kappa_{a b}^{[2, k, k, I I I]} \tag{2.4.34}
\end{equation*}
$$

Let us try to simplify those constraints as much as we can by identifying the currents, constructed out of SD tensors contracted with Killing vectors, that can be written as total derivatives. We can already get rid of $\kappa_{a b}^{[2, \sigma, \sigma, I I]}$ and $\kappa_{a b}^{[2, k, k, I I I]}$ as these SD tensors have a vanishing symmetrized curl ${ }^{1}$ and are thus associated to trivial charges. Now, we see that the two currents associated with the two independent $(\sigma, k) \mathrm{SD}$ tensors are total divergences. To prove this efficiently, one first needs to check that the current $\kappa_{a b}^{[\sigma, k, I]} \xi^{b}$ can be expressed as a total divergence

$$
\begin{equation*}
\kappa_{a b}^{\left[\sigma_{,}, k_{l}\right]} \xi^{b}=\mathcal{D}^{b}\left(-\xi_{[a} k_{b]}^{c} \sigma_{c}+\mathcal{D}^{c} \xi_{[a} \sigma k_{b] c}+\xi^{c} \sigma \mathcal{D}_{[a} k_{b] c}+\xi^{c} \sigma_{[a} k_{b] c}\right) \tag{2.4.35}
\end{equation*}
$$

This also implies that its symmetrized curl, the SDT tensor $Z_{a b}^{(3)}$, defined in (2.3.60), will not contribute either. Eventually, from the definition of $\kappa_{a b}^{[\sigma, k, I I]}$ given in (2.3.64) and the following result

$$
\begin{equation*}
\left(2 B_{c(a}^{(1)} \sigma_{b)}^{c}-\sigma^{c d} B_{c l}^{(1)} h_{a b}^{(0)}+2 \sigma B_{a b}^{(1)}\right) \xi^{b}=2 \mathcal{D}^{b}\left(\mathcal{D}^{c} \xi_{[a} \sigma B_{b] c}^{(1)}-\xi_{[a} B_{b]}^{(1) c} \sigma_{c}+\xi^{c} \sigma_{[a} B_{b] c}^{(1)}\right), \tag{2.4.36}
\end{equation*}
$$

we see that $\kappa_{a b}^{[\sigma, k, I l]}$ contracted with a Killing vector can also be expressed as a total divergence.

[^11]In the same line of thoughts, for the terms quadratic in $(k, k)$, one can show by inspection that

$$
\begin{align*}
& \mathcal{D}^{b}\left(2 \xi_{c} k_{d[a} \mathcal{D}^{d} k_{b]}^{c}-\mathcal{D}_{c} \xi_{d d} k_{[a}^{c} k_{b]}^{d}\right) \\
&=\left(\mathcal{D}_{c} k_{d(a} \mathcal{D}^{d} k_{b)}^{c}+4 k_{c(a} k_{b)}^{c}-k^{c d} \mathcal{D}_{c} \mathcal{D}_{d l} k_{a b}\right) \xi^{b} \\
&=\left(7 B_{c d}^{(1)} B^{(1) c d} h_{a b}^{(0)}-6 B_{c(a}^{(1)} B_{b)}^{(1) c}+4 \epsilon_{c d(a} \mathcal{D}^{c} k_{b)}^{e} B_{e}^{(1) d}+4 \epsilon_{c d(a} \mathcal{D}_{b)} B_{e}^{(1) c} k^{d c}\right. \\
&\left.\quad+\mathcal{D}_{(a} k^{c d} \mathcal{D}_{b)} k_{c d l}-k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d l}+4 k_{(a}^{c} k_{b) c}+k_{c l} k^{c d} h_{a b}^{(0)}\right) \xi^{b} \\
&=\left(-2 Y_{a b}^{(2)}-4 \kappa_{a b}^{[k, k, I]}-14 \kappa_{a b}^{[k, k, I I]}-8 \kappa_{a b}^{[k, k, I I I]}\right) \xi^{b}, \tag{2.4.37}
\end{align*}
$$

and also

$$
\begin{align*}
& \mathcal{D}^{b}\left(\mathcal{D}_{c} \xi_{[a} k_{b]}{ }^{d} k_{d}^{c}{ }_{d}-\xi_{[a} \mathcal{D}^{c} k_{b]}{ }^{d} k_{c d}-\xi^{c} k_{[a}^{d} \mathcal{D}_{b]} k_{c d}+\xi^{c} k_{c d} \mathcal{D}_{[a} k_{b]}^{d}\right) \\
&=\left(-2 k_{(a}^{c} k_{b) c}-\frac{3}{2} k_{c d} k^{c d} h_{a b}^{(0)}-\frac{1}{2} \mathcal{D}_{c} k_{d e} \mathcal{D}^{d} k^{c e} h_{a b}^{(0)}\right. \\
&\left.+\mathcal{D}^{c} k_{(a}^{d} \mathcal{D}_{b)} k_{c d}-\mathcal{D}_{c} k_{d(a} \mathcal{D}^{c} k_{b)}^{d}+k^{c d} \mathcal{D}_{c} \mathcal{D}_{(a} k_{b) d}\right) \xi^{b} \\
&=\left(-5 B_{c d}^{(1)} B^{(1) c d} h_{a b}^{(0)}+6 B_{c(a}^{(1)} B_{b)}^{(1) c}-2 \epsilon_{c d(a} \mathcal{D}^{c} k_{b)}{ }^{e} B_{e}^{(1) d}-2 \epsilon_{c d(a} \mathcal{D}_{b)} B_{e}^{(1) c} k^{d e}\right. \\
&\left.+k^{c d} \mathcal{D}_{(a} \mathcal{D}_{b)} k_{c d}-\frac{1}{2} \mathcal{D}_{c} k_{d e} \mathcal{D}^{c} k^{d e} h_{a b}^{(0)}-2 k_{(a}^{c} k_{b) c}-\frac{5}{2} k_{c d} k^{c d} h_{a b}^{(0)}\right) \xi^{b} \\
&=\left(Y_{a b}^{(2)}+2 \kappa_{a b}^{[k, k, I]}+10 \kappa_{a b}^{[k, k, I I]}+8 \kappa_{a b}^{\left[k, k_{1} I I I\right]}\right) \xi^{b} . \tag{2.4.38}
\end{align*}
$$

These two equations show that the current constructed out of $\kappa_{a b}^{[k, k, I I]}$ can be written as a total divergence and that the equality

$$
\begin{equation*}
Y_{a b}^{(2)} \xi^{(0) b}=-2 \kappa_{a b}^{[k, k, l]} \xi^{(0) b} \tag{2.4.39}
\end{equation*}
$$

is true up to a total divergence.
With all these results in hand, it is now easy to see that the linearization stability constraints (2.4.33) reduce to

$$
\begin{equation*}
\oint_{S} d^{2} S i_{a b} \xi_{(0)}^{a} n^{b}=-\frac{1}{2} \oint d^{2} S\left(\kappa_{a b}^{[\sigma, a, l]}+\frac{1}{2} Y_{a b}^{(2)}\right) \xi_{(0)}^{a} n^{b} . \tag{2.4.40}
\end{equation*}
$$

In comparison with the analysis presented in the previous section, one realizes that the equations of motion for $k_{a b}$ can be derived from the Lagrangian $L^{(k)}$

$$
\begin{equation*}
L^{(k)}=\sqrt{-h^{(0)}}\left(\frac{1}{4} B_{a b}^{(1)} B^{(1) a b}\right) \tag{2.4.41}
\end{equation*}
$$

whose six associated Noether charges are

$$
\begin{equation*}
T_{a b}^{(k)} \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(k)}}{\delta h^{(0) a b}}=\frac{1}{2} \kappa_{a b}^{[k, k, I I]}-\frac{1}{8} Y_{a b}^{(2)} \tag{2.4.42}
\end{equation*}
$$

The linearization stability constraints can thus be written in the more elegant form

$$
\begin{equation*}
\int_{S} d^{2} S i_{a b} \xi_{(0)}^{a} n^{b}=2 \int_{S} d^{2} S\left(T_{a b}^{(\sigma)}+T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b}, \tag{2.4.43}
\end{equation*}
$$

where

$$
\begin{align*}
T_{a b}^{(\sigma)} & \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(\sigma)}}{\delta h^{(0) a b}}=-\frac{1}{4} \kappa_{a b}^{[\sigma, \sigma, I]}+\frac{1}{2} \kappa_{a b}^{[\sigma, \sigma, I I]},  \tag{2.4.44}\\
T_{a b}^{(k)} & \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(k)}}{\delta h^{(0) a b}}=\frac{1}{2} \kappa_{a b}^{[k, k, I I]}-\frac{1}{8} Y_{a b}^{(2)}, \tag{2.4.45}
\end{align*}
$$

are the stress-tensors associated to $L^{(\sigma)}$ and $L^{(k)}$.
Although the realization that the integrability conditions can be expressed using the stress-tensors of specific actions for the first order fields may sound like a curiosity at this stage, we will show in section 3.3 that they play an important role in the discussion of a good variational principle.

One important thing that comes out of this analysis is that, when $i_{a b}$ and $k_{a b}$ are non-zero, we can build twelve possibly non-trivial and independent Noether charges out of quadratic expressions of the first order quantities. If we set $i_{a b}$ to zero, the integrability conditions impose that only six of them are independent.

### 2.5 Conserved charges from the equations of motion

In this section we would like to consider all the possible conserved charges that can be constructed from SD tensors contracted with a Killing vector or SDT tensors with a conformal Killing vector. As we have seen in the previous sections, some charges are trivial by construction. Indeed, charges constructed from an SD tensor with a trivial symmetrized curl contracted with a Killing vector are vanishing. Similarly, some currents built out of a sperific SD tensor, respectively SDT tensor, contracted with a Killing vector, respectively a conformal Killing vector, can be expressed as total divergences. Also, we have seen that some quantities should be restricted to zero when one imposes the equations of motion. All these results will obviously severely restrict the possible independent conserved charges one can construct.

We will see in the following that, in the particular case where $k_{a b}=i_{a b}=0$, only ten independent charges can be defined when the equations of motion are taken into account. These can be identified as the ten Poincaré charges. In this section, we will focus on the case $k_{a b}=i_{a b}=0$ and just give some comments on the construction of charges for our enlarged boundary conditions. This analysis in the general case will be presented in the next chapter.

### 2.5.1 First order: momenta and dual momenta

Since

$$
\begin{equation*}
\mathcal{D}^{b}\left(T_{a b} \zeta_{(i)}^{a}\right)=\mathcal{D}^{b} T_{a b} \zeta_{(i)}^{a}-T_{a}^{a} \zeta_{(i)} \tag{2.5.1}
\end{equation*}
$$

for a symmetric tensor $T_{a b}$ and a conformal Killing vector $\zeta_{(i)}^{a}$, i.e. a translation, we need to consider SDT tensors $T_{a b}$ if we want to define charges associated to translations that are conserved.

To start our analysis, the first thing to realize is that, given a symmetric tensor $U_{a b}$, we have

$$
\begin{equation*}
\operatorname{curl}(U)_{a b} \zeta_{(i)}^{a} n^{b}=\mathcal{D}_{c}\left(\epsilon_{b}{ }^{c d} U_{a d} \zeta_{(i)}^{a}\right) n^{b} \tag{2.5.2}
\end{equation*}
$$

The r.h.s of this equation is a total divergence on the two-sphere. Let us now state the two following lemmas that we prove in Appendix I.C.

Lemma 4. On the three dimensional hyperboloid, any symmetric traceless and divergencefree tensor can be decomposed as

$$
\begin{equation*}
T_{a b}=\operatorname{curl}\left(\check{T}_{a b}\right)+\mathcal{D}_{a} \mathcal{D}_{b} \hat{\zeta}+h_{a b}^{(0)} \hat{\zeta} \tag{2.5.3}
\end{equation*}
$$

where $\tilde{T}_{a b}$ is a symmetric, traceless and divergence-free tensor and $\hat{\zeta}$ is a combination of the four functions (2.3.76).

Lemma 5. On the hyperboloid, any regular symmetric divergence-free traceless tensor $T_{a b}$ obeying $\left(\square+n^{2}-2 n-2\right) T_{a b}=0$ with $n$ any integer $n \geq 3$ also obeys

$$
\begin{equation*}
\int_{S} T_{a b} \zeta_{(l)}^{a} n^{b} d^{2} S=0, \quad l=0,1,2,3, \quad \int_{S} T_{a b} \xi_{(0)}^{a} n^{b} d^{2} S=0 \tag{2.5.4}
\end{equation*}
$$

where $\zeta_{(l)}^{a}=D^{a} \zeta_{(l)}$ are the four translation Killing vectors (conformal Killing vectors on $\left.d S_{3}\right)$ with $\zeta_{(l)}$ given in (2.3.75) and $\xi_{(0)}^{a}$ are the six Killing vectors on $d S_{3}$.

From Lemma 4 and (2.5.2), it then follows that charges constructed from SDT tensors $T_{a b}$ contracted with translations are simply associated with the coefficients of the four lowest harmonics $\hat{\zeta}_{(i)}$ given in (2.3.76),

$$
\begin{equation*}
Q\left[T_{a b}, \zeta_{(i)}^{a}\right] \equiv \int d^{2} S T_{a b} \zeta_{(i)}^{a} n^{b}=\int d^{2} S\left(\mathcal{D}_{a} \mathcal{D}_{l} \hat{\zeta}+h_{a b}^{(0)} \hat{\zeta}\right) \zeta_{(i)}^{a} n^{b} \tag{2.5.5}
\end{equation*}
$$

This readily means that there are only four such charges and the only possibility is ${ }^{2}$

$$
\begin{equation*}
Q\left[\zeta_{(i)}^{a}\right]=-\frac{1}{8 \pi G} \oint_{S} d^{2} S E_{a b}^{(1)} n^{a} \zeta_{(i)}^{b} \tag{2.5.6}
\end{equation*}
$$

These expressions are precisely the ones derived by R. Geroch [56] (see also [7]), AshtekarHansen [8], Ashtekar-Romano [12].

[^12]These were shown in [43] (see also [57]) to agree with the ADM momenta [4], which are also equivalent to the Regge-Teitelboim expressions. For the energy, using our Appendix I.D which establishes a link between our covariant boundary conditions and the boundary conditions of Regge-Teitelboim, we see that the ADM definition is just

$$
\begin{equation*}
E=\frac{1}{4 \pi} \oint d^{2} S \sigma \tag{2.5.7}
\end{equation*}
$$

where $\sigma$ is our first order field which is often referred to as the mass aspect for this particular reason. One can now check that this expression is equivalent to

$$
\begin{equation*}
E=-\frac{1}{8 \pi} \oint_{S} d^{2} S E_{a b} \xi_{0}^{a} n^{b} \tag{2.5.8}
\end{equation*}
$$

where $\xi_{0}^{a}$ is a time-unit translation. Indeed, in [43], it it shown that if we pick $S$ to be an extremal slice where the extrinsic curvature vanishes, we have $\xi_{0}^{a}=n^{a}$ and

$$
\begin{equation*}
E_{a b} \xi_{0}^{a} n^{b}=-n^{a} n^{b} \mathcal{D}_{a} \mathcal{D}_{b} \sigma-\sigma n_{u} n^{a}=-\partial_{\tau}^{2} \sigma+\sigma=-\square^{(2)} \sigma-2 \sigma, \tag{2.5.9}
\end{equation*}
$$

where in the last equality we made use of the equation of motion of $\sigma$ to write $\square^{(3)} \sigma+3 \sigma=$ $\left(-\partial_{\tau}^{2}+\square^{(2)}+3\right) \sigma=0$. Then, the result follows immediately

$$
\begin{equation*}
E=-\frac{1}{8 \pi} \oint E_{a b} \xi_{0}^{a} n^{b} d^{2} S=\frac{1}{4 \pi} \oint\left(\frac{1}{2} \square^{(2)} \sigma+\sigma\right) d^{2} S=\frac{1}{4 \pi} \oint d^{2} S \sigma \tag{2.5.10}
\end{equation*}
$$

The same could be done for the space translations along the same lines.
Before moving to the classification of charges associated to Killing vectors, let us comment on the case where $k_{a b}$ is allowed to take non-trivial values. Indeed, at first sight, one could enjoy constructing charges of the form (see [20,21])

$$
\begin{equation*}
Q\left[\zeta_{(i)}^{a}\right]=-\frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(1)} n^{a} \zeta_{(i)}^{b} \tag{2.5.11}
\end{equation*}
$$

From Lemma 1, we know that $B_{a b}^{(1)}$ can always be expressed as $B_{a b}^{(1)}=-\sigma^{D} \sigma_{a b}^{D}-\sigma^{D} h_{a b}^{(0)}$. From Lemma 2, it can also be derived from a regular potential $k_{a b}$ if $\sigma^{D}$ does not contain the four lowest harmonics $\hat{\zeta}_{(i)}^{a}$. However, we just saw that these are the only harmonics that can contribute to (2.5.11). These charges are thus trivial for a regular $k_{a b}$. The following Lemma is a generalization of Lemma 2 that circumvents the restriction on the four lowest hyperbolic harmonics to define $B_{a b}^{(1)}$ in terms of a tensor potential. However, we see that it implies that $k_{a b}$ should develop wire singularities if it has to reproduce the correct value of $B_{a b}^{(1)}$ using $\sigma^{D}=\hat{\zeta}^{a}$. These singularities are of the same type as the Misner-string singularities we discuss in Part II of this thesis.

Lemma 6. On the three dimensional hyperboloid, any scalar $\Phi$ satisfying $\square \Phi+3 \Phi=0$ defines a symmetric, traceless, curl-free and divergence-free tensor $T_{a b}=D_{a} D_{b} \Phi+h_{a b}^{(0)} \Phi$ which can be written as

$$
\begin{equation*}
T_{a b}=\epsilon_{a}^{c l} D_{c} P_{d b} \tag{2.5.12}
\end{equation*}
$$

where $P_{a b}$ is a symmetric, traceless tensor of the form

$$
\begin{equation*}
P_{a b}=\sum_{\mu=0}^{3} N_{(\mu)} k_{a b}^{(\mu)}+P_{a b}^{r e g}, \tag{2.5.13}
\end{equation*}
$$

where $P_{a b}^{r e g}$ is regular and $k_{a b}^{(\mu)}$ are four singular tensors listed here below.
The regular tensors $P_{a b}^{\text {reg }}$ are the same as the ones described in Lemma 2 (see also [44]). The four singular tensors $k_{a b}^{(\mu)}$ can be derived by integrating equation (2.5.12) for $\Phi=\hat{\zeta}_{(\mu)}$. They can be written in the traceless gauge $h_{(0)}^{a b} k_{(\mu) a b}=0$ as

$$
\begin{align*}
& k_{(0) a b}=\left(\begin{array}{ccc}
0 & 0 & 2 \frac{k-\cos \theta}{\cosh \tau} \\
0 & 0 & \sinh \tau \frac{\cos 2 \theta-4 k \cos \theta+3}{2 \sin \theta} \\
2 \frac{k-\cos \theta}{\cosh \tau} & \sinh \tau \frac{\cos 2 \theta-4 \hat{k} \cos \theta+3}{2 \sin \theta} & 0
\end{array}\right), \\
& k_{(1) a b}=\left(\begin{array}{ccc}
0 & 0 & -3 \frac{\tanh \tau}{\cosh \tau} \sin ^{2} \theta \\
0 & 0 & \frac{a}{4 \sin \theta} \cosh \tau \\
-3 \frac{\tanh \tau}{\cosh \tau} \sin ^{2} \theta & \frac{a}{4 \sin \theta} \cosh \tau & 0
\end{array}\right) \text {, }  \tag{2.5.14}\\
& k_{(2) a b}=\left(\begin{array}{ccc}
0 & 3 \frac{\tanh \tau}{\cosh \tau} \sin \phi & 3 \frac{\tanh \tau}{\cosh \tau} \cos \theta \sin \theta \cos \phi \\
3 \frac{\tanh \tau}{\cosh \tau} \sin \phi & -\frac{a}{2 \sin ^{3} \theta} \cosh \tau \sin \phi & \frac{b}{\sin \theta} \cosh \tau \cos \phi \\
3 \frac{\tanh }{\cosh \tau} \cos \theta \sin \theta \cos \phi & \frac{\sin ^{2}}{\sin ^{2} \theta} \cosh \tau \cos \phi & \frac{a}{2 \sin \theta} \cosh \tau \sin \phi
\end{array}\right), \\
& k_{(3) a b}=\left(\begin{array}{ccc}
0 & -3 \frac{\tanh \tau}{\cosh \tau} \cos \phi & 3 \frac{\tanh \tau}{\cosh \tau} \cos \theta \sin \theta \sin \phi \\
-3 \frac{\tanh \tau}{\cosh \tau} \cos \phi & \frac{a}{2 \sin ^{3} \theta} \cosh \tau \cos \phi & \frac{b}{\sin ^{2} \theta} \cosh \tau \sin \phi \\
3 \frac{\tanh \tau}{\cosh \tau} \cos \theta \sin \theta \sin \phi & \frac{\sin ^{2} \theta}{} \cosh \tau \sin \phi & -\frac{a}{2 \sin \theta} \cosh \tau \cos \phi
\end{array}\right),
\end{align*}
$$

where $a=-8 \hat{k}+9 \cos \theta-\cos 3 \theta, b=\cos ^{4} \theta-4 \hat{k} \cos \theta+3$. These tensors are regular in the north patch upon choosing $\hat{k}=+1$ and in the south patch upon choosing $\hat{k}=-1$. They are transverse and obey the equation

$$
\begin{equation*}
(\square-3) k_{(\mu) a b}=0, \tag{2.5.15}
\end{equation*}
$$

outside of the singularities. The singular transition functions between the south and north patches can be written as

$$
\begin{aligned}
& \left.\delta k_{(0) a b} \equiv k_{(0) a b}\right|_{\text {South }}-\left.k_{(0) a b}\right|_{\text {North }}=\left(\begin{array}{ccc}
0 & 0 & -\frac{4}{\cosh \tau} \\
0 & 0 & 4 \cot \theta \sinh \tau \\
-\frac{4}{\cosh \tau} & 4 \cot \theta \sinh \tau & 0
\end{array}\right), \\
& \left.\delta k_{(1) a b} \equiv k_{(1) a b}\right|_{\text {South }}-\left.k_{(1) a b}\right|_{\text {North }}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 4 \frac{\cosh \tau}{\sin \theta} \\
0 & 4 \frac{\cosh \tau}{\sin \theta} & 0
\end{array}\right), \\
& \left.\delta k_{(2) a b} \equiv k_{(2) a b}\right|_{\text {South }}-k_{(2) a b \mid \text { North }}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\frac{8}{\sin ^{3} \theta} \cosh \tau \sin \phi & \frac{8 \cos \theta}{\sin ^{2} \theta} \cosh \tau \cos \phi \\
0 & \frac{8 \operatorname{coses}^{2} \theta}{\sin ^{2} \theta} \cosh \tau \cos \phi & \frac{8}{\sin \theta} \cosh \tau \sin \phi
\end{array}\right), \\
& \left.\delta k_{(3) a b} \equiv k_{(3) a b}\right|_{\text {South }}-\left.k_{(3) a b}\right|_{\text {North }}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & \frac{8}{\sin ^{3} \theta} \cosh \tau \cos \phi & \frac{8 \cos \theta}{\sin \theta^{2} \theta} \cosh \tau \sin \phi \\
0 & \frac{8 \cos ^{2} \theta}{\sin ^{2} \theta} \cosh \tau \sin \phi & -\frac{8}{\sin \theta} \cosh \tau \cos \phi
\end{array}\right) .
\end{aligned}
$$

These transition functions obey

$$
D_{[a} \delta k_{(\mu) b] c}=0, \quad(\square-3) \delta k_{(\mu) a b}=0, \quad h^{(0) a b} \delta k_{(\mu) a b}=0, \quad D^{b} \delta k_{(\mu) a b}=0,(2.5 .16)
$$

on the hyperboloid outside the singular region $\theta=0$ and $\theta=\pi$ and obey the normalized orthogonality relations

$$
\begin{equation*}
\int_{0}^{2 \pi} d \phi \delta k_{(\mu) \phi a} D^{a} \zeta_{(\nu)}=-8 \pi \delta_{(\mu)(\nu)}, \quad \mu, \nu=0, \ldots 3 \tag{2.5.17}
\end{equation*}
$$

where $\zeta_{(\mu)}$ are the four solutions of $\mathcal{D}_{a} \mathcal{D}_{b} \zeta_{(\mu)}+h_{a b}^{(0)} \zeta_{(\mu)}=0$ which are odd under parity-time reversal and normalized such that $\zeta_{(\mu)} \partial_{\rho}+\rho^{-1} \partial^{a} \zeta_{(\mu)} \partial_{a}+o\left(\rho^{-1}\right)=\partial_{\mu}$ where $\partial_{\mu}=\partial_{t}, \partial_{i}$.

### 2.5.2 Second order: Lorentz charges

In this section, we present a.general construction of conserved Lorentz charges. Our approach is to construct these charges using SD tensors as

$$
\begin{equation*}
\mathcal{D}^{b}\left(T_{a b} \xi^{a}\right)=0 \tag{2.5.18}
\end{equation*}
$$

for Killing vectors $\xi^{a}$ which satisfy $\mathcal{D}^{(a} \xi^{b)}=0$, when $T_{a b}$ is an SD tensor which does not need to be moreover traceless. Since Killing vectors corresponding to asymptotic Lorentz transformations are larger at infinity than translations, corresponding conserved tensors are constructed both from the leading and the next-to-leading terms in the Beig-Schmidt expansion. These tensors are linear in the next-to-leading terms and quadratic in the leading terms. What we readily show is that for $k_{a b}=i_{a b}=0$, only six independent non-trivial conserved charges can be associated to Killing vectors. These six charges must thus agree with the six Lorentz charges.

The first thing to realize is that the SDT tensors $E_{a b}^{(1)}$ and $B_{a b}^{(1)}$, linear in the first order fields, have a trivial symmetrized curl and are thus associated to trivial charges. Following previous results, SD tensors quadratic in the first order field $\sigma$ will not contribute either. This is obviously true for SD tensors whose symmetrized curls are zero. For SD tensors with non-trivial symmetrized curl, this is proved using the same argument as before and using the linearization stability constraints, which state that charges associated to $\kappa_{a b}^{[\sigma, \sigma, I]}$ must be set to zero.

We are thus left considering the tensors $E_{a b}^{(2)}-\sigma E_{a b}^{(1)}$ and $B_{a b}^{(2)}$ that could a priori define 12 independent charges

$$
\begin{align*}
\mathcal{J}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) \xi_{\operatorname{rot}(i)}^{a} n^{b} \\
\mathcal{K}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) \xi_{\text {boost }(i)}^{a} n^{b} \\
\tilde{\mathcal{J}}_{(i)} & \equiv-\frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(2)} \xi_{\text {boost }(i)}^{a} n^{b} \\
\tilde{\mathcal{K}}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(2)} \xi_{\text {rot }(i)}^{a} n^{b} \tag{2.5.19}
\end{align*}
$$

However, we have seen in (2.3.128) that these tensors are mutually conjugate in the sense that

$$
\begin{equation*}
E_{a b}^{(2)}-\sigma E_{a b}^{(1)}=\operatorname{curl} B_{a b}^{(2)}, \quad-\operatorname{curl}\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right)=B_{a b}^{(2)}-X_{a b}^{[3]} \tag{2.5.20}
\end{equation*}
$$

where $X_{a b}^{[3]}=-4 \epsilon_{c d(a} \sigma^{c} E_{b)}^{(1) d}$ is an SDT tensor. From the first of these relations, we see that charges associated with $E_{a b}^{(2)}-\sigma E_{a b}^{(1)}$ contracted with either a rotational or a boost Killing vector are equivalent to charges associated with $B_{a b}^{(2)}$ contracted with either a boost or a rotational Killing vector. This could also have been derived from the second relation in (2.5.20) as $X_{a b}^{[3]}$, or successive curls of this tensor, are associated to trivial charges by means of the linearization stability constraints. This eventually shows that only six charges are independent as

$$
\begin{equation*}
\mathcal{J}_{(i)}=\tilde{\mathcal{J}}_{(i)}, \quad \mathcal{K}_{(i)}=\tilde{\mathcal{K}}_{(i)} . \tag{2.5.21}
\end{equation*}
$$

Note that this result is in agreement with Lemma 3 which basically states that the general solution for SDT tensors $T_{a b}$ satisfying ( $\left.\square-2\right) T_{a b}=0$ consists of two sets, related by the curl operator, of three tensors that capture the six charges $\int_{S} T_{a b} \xi_{(0)}^{a} n^{b}$ associated with Lorentz transformations, supplemented by higher harmonic tensors that do not contribute to the charges.

In the case $k_{a b}$ and $i_{a b}$ are non-trivial, one can define twelve additional boundary charges constructed from tensors quadratic in the first order fields

$$
\begin{equation*}
Q_{\mathrm{bdr}}^{[\sigma]}\left[\xi_{(0)}^{a}\right] \equiv \oint d^{2} S T_{a b}^{(\sigma)} \xi_{(0)}^{a} n^{b}, \quad Q_{\mathrm{bdr}}^{[k]}\left[\xi_{(0)}^{a}\right] \equiv \oint d^{2} S T_{a b}^{(k)} \xi_{(0)}^{a} n^{b} \tag{2.5.22}
\end{equation*}
$$

These tensors represent the two classes of equivalence of SD tensors quadratic in $(\sigma, \sigma)$, ( $\sigma, k$ ) or ( $k, k$ ) that do not have a trivial symmetrized curl and that can not be written as total divergences when contracted with a Killing vector. All charges constructed with curls of these tensors are equivalent to the above charges by means of our previous results.

One possible way to define the Lorentz charges is

$$
\begin{align*}
\mathcal{J}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\mathrm{rot}(i)}^{a} n^{b}=-\frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\mathrm{boost}(i)}^{a} n^{b}, \\
\mathcal{K}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\mathrm{boost}(i)}^{a} n^{b}=\frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\mathrm{rot}(i)}^{a} n^{b} . \tag{2.5.23}
\end{align*}
$$

However, as we have just emphasized, these charges are not unique as one can add any linear combination of the boundary charges to them

$$
\begin{equation*}
\Delta \mathcal{Q}\left[\xi_{(0)}^{a}\right]=\oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(\alpha_{1} T_{a b}^{(\sigma)}+\alpha_{2} T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b} \tag{2.5.24}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are arbitrary constants. No matter how we define them, if we set $k_{a b}=$ $i_{a b}=0$, they reduce to the six uniquely defined Lorentz charges that were given in (2.5.19)(2.5.21).

To finish this section, let us just remark that singular contributions of $k_{a b}$, as discussed in Lemma 6, have not been considered here for Lorentz charges but would most certainly render the analysis much more complicated. As a first difficulty, the very definition of a charge that is conserved is not straightforward anymore.

### 2.6 Summary of the results

Choosing an hyperbolic slicing of spacetime to describe spatial infinity, which basically amounts to make the change of coordinates outside the light cone at large distances

$$
\begin{equation*}
\rho=r \sqrt{1-\frac{t^{2}}{r^{2}}}, \quad \tau=\operatorname{arctanh}\left(\frac{t}{r}\right) \tag{2.6.1}
\end{equation*}
$$

where $r$ is the usual radial coordinate from the spherical coordinates, we have defined asymptotically flat spacetimes as spacetimes whose metrics can be cast into the asymptotic form up to second order in the new radial coordinate $\rho$

$$
\begin{align*}
d s^{2}= & \left(1+\frac{2 \sigma}{\rho}+\frac{\sigma^{2}}{\rho^{2}}+o\left(\rho^{-2}\right)\right) d \rho^{2}+o\left(\rho^{-1}\right) d \rho d x^{a} \\
& +\rho^{2}\left(h_{a b}^{(0)}+\frac{h_{a b}^{(1)}}{\rho}+\ln \rho \frac{i_{a b}}{\rho^{2}}+\frac{h_{a b}^{(2)}}{\rho^{2}}+o\left(\rho^{-2}\right)\right) d x^{a} d x^{b} \tag{2.6.2}
\end{align*}
$$

where $h_{a b}^{(0)}$ is the metric on the unit hyperboloid, denoted $\mathcal{H}$,

$$
\begin{equation*}
d s^{2}=h_{a b}^{(0)} d \phi^{a} d \phi^{b}=-d \tau^{2}+\cosh ^{2} \tau\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.6.3}
\end{equation*}
$$

and where $\sigma, h_{a b}^{(1)}, h_{a b}^{(2)}$ and $i_{a b}$ are fields defined on $\mathcal{H}$, i.e. on 3-dimensional de Sitter space. Note that $h_{a b}=\rho^{2} h_{a b}^{(0)}+\rho h_{a b}^{(1)}+\ln \rho i_{a b}+h_{a b}^{(2)}+\ldots$ denotes the full three-dimensional metric, the induced metric on the three-dimensional timelike hypersurface. We have referred to the ansatz (2.6.2) as the generalized Beig-Schmidt ansatz. Indeed, it generalizes spacetimes considered by R. Beig and B. Schmidt in [46] and [44] where only spacetimes where $B_{a b}^{(1)}=0$ were considered, i.e. where one can set $k_{a b} \equiv h_{a b}^{(1)}+2 \sigma h_{a b}^{(0)}$ and $i_{a b}$ to zero.

Our metric (2.6.2) is invariant under Lorentz transformations but also under supertranslations of the form

$$
\begin{equation*}
\rho=\bar{\rho}+\omega\left(\bar{\phi}^{a}\right)+\frac{F^{(2)}\left(\bar{\phi}^{a}\right)}{\bar{\rho}}+\ldots, \quad \phi^{a}=\bar{\phi}^{a}+\frac{1}{\bar{\rho}} h^{(0) a b} \omega_{b}+\frac{G^{(2) a}}{\bar{\rho}^{2}}+\ldots \tag{2.6.4}
\end{equation*}
$$

where translations are singled out as the four supertranslations that satisfy $\omega_{a b}+\omega h_{a b}^{(0)}=0$ with $\omega_{a b} \equiv \mathcal{D}_{b} \mathcal{D}_{a} \omega$, and eventually under logarithmic translations

$$
\begin{equation*}
\rho=\bar{\rho}+H(\bar{\phi})(\ln \ddot{\rho}-1)+o\left(\overline{\rho^{0}}\right), \quad \phi^{a}=\bar{\phi}^{a}+H^{a}(\bar{\phi})(\ln \bar{\rho}) / \bar{\rho}+o\left(\bar{\rho}^{-1}\right) \tag{2.6.5}
\end{equation*}
$$

where the functions $H$ are required to satisfy $H_{a b}+H h_{a b}^{(0)}=0$ so that no logarithmic terms are generated at first order.

Our generalized ansatz was justified by our will to consider logarithmic translations and particular supertranslations as allowed transformations. Indeed, considering logarithmic transformations, that will generate a logarithmic term at second order, has driven us to include a non-trivial field $i_{a b}$. Supertranslations are allowed even when $i_{a b}=0$, they do not act on $\sigma$ but they do transform $k_{a b}$ as

$$
\begin{equation*}
k_{a b} \rightarrow k_{a b}+2\left(\omega_{a b}+\omega h_{a b}^{(0)}\right) \tag{2.6.6}
\end{equation*}
$$

The usual attitude in the literature is to consider only spacetimes for which $k_{a b}$ can be set to zero so that supertranslations are gauge-fixed. We have (and we will do so in the rest of this Part I) relaxed this condition by considering spacetimes for which $k_{a b}$ can be non-trivial with the restriction that $k_{a b}$ must be an SDT tensor. This will be justified, in the next chapter, when discussing the variational principle. Note that this last condition implies that we restrict to these supertranslations $\omega$ that satisfy

$$
\begin{equation*}
(\square+3) \omega=0 \text {, } \tag{2.6.7}
\end{equation*}
$$

where $\square \equiv \mathcal{D}_{a} \mathcal{D}^{a}$. Let us insist on the fact that, in the case $k_{a b}=i_{a b}=0$, logarithmic translations and supertranslations are not allowed transformations anymore as they have been gauge-fixed. Actually, the status of the logarithmic translations in this case is less trivial as they may be allowed when $\mathcal{D}_{c}\left(E_{a b}^{(1)} H^{c}\right)=0$.

The section 2.2 was devoted to the study of the equations of motion for our specific class of spacetimes. To study these equations, given the form of the metric (2.6.2), we have reviewed in section 2.2 .1 how the vacuum Einstein equations can be projected along, or perpendicular to, the hyperboloid of constant $\rho$ using the projector $h_{a b}=g_{a b}-n_{a} n_{b}$, or the outward-pointing unit normal $n^{a}$, respectively. This is known as the $3+1$ split although it is in our case a split along the radial coordinate as compared to time in the Arnowitt-Deser-Misner formalism. This has provided us with Hamiltonian and momentum equations of motion (these equations contain time derivatives and therefore are not constraints) and equations of motion on the 3 -dimensional hypersurface which respectively read [44]

$$
\begin{align*}
H & \equiv R_{\mu \nu} n^{\mu} n^{\nu}=-\mathcal{L}_{n} K-K_{a b} K^{a b}-N^{-1} h^{a b} D_{a} D_{b} N=0 \\
F_{a} & \equiv h_{a}^{\mu} n^{\nu} G_{\mu \nu}=h_{a}^{\mu} n^{\nu} R_{\mu \nu}=D_{b} K_{a}^{b}-D_{a} K=0 \\
F_{a b} & \equiv h_{a}{ }^{\mu} h_{b}^{\nu} R_{\mu \nu}=\mathcal{R}_{a b}-N^{-1} \partial_{\rho} K_{a b}-N^{-1} D_{a} D_{b} N-K K_{a b}+2 K_{a}{ }^{c} K_{c b}=0, \tag{2.6.8}
\end{align*}
$$

where $D$ is the covariant derivative compatible with the full metric $h_{a b}$ on the hyperboloid, $K_{a b}$ is the extrinsic curvature, $N=1+\sigma / \rho$ is the lapse function, $\mathcal{L}_{n}$ is the Lie derivative in the direction of $n^{a}$, and $\mathcal{L}_{n} K=\mathcal{L}_{n}\left(h^{a b} K_{a b}\right)$. In here, indices are raised and lowered with $h_{a b}$.

In section 2.2.2, we have plugged our general ansatz (2.6.2) for the metric into the set of equations (2.6.8) and imposed $k_{a b}$ to be SDT. We have obtained the respective radial expansions of these equations at zeroth, first and second order in terms of the fields $h_{a b}^{(0)}, \sigma, k_{a b}, h_{a b}^{(2)}$ and $i_{a b}$. We have seen that the equations of motion at zeroth order imply that $h_{a b}^{(0)}$ is locally the metric on the unit hyperboloid as firstly assumed because we have locally that

$$
\begin{equation*}
\mathcal{R}_{a b c d}^{(0)}=h_{a c}^{(0)} h_{b d}^{(0)}-h_{b c}^{(0)} h_{a d}^{(0)} \tag{2.6.9}
\end{equation*}
$$

The first order equations take the form [44]

$$
\begin{equation*}
(\square-3) \sigma=0, \quad(\square+3) k_{a b}=0 \tag{2.6.10}
\end{equation*}
$$

while the second order equations are of the generic form

$$
\begin{align*}
i_{a}{ }^{a} & =0, \quad \mathcal{D}^{b} i_{a b}=0, \quad(\square-2) i_{a b}=0, \\
h_{a}^{(2) a} & =\mathrm{NL}_{a b}^{(1)}, \quad \mathcal{D}^{b} h_{a b}^{(2)}=\mathrm{NL}_{a b}^{(2)}, \quad(\square-2) h_{a b}^{(2)}=2 i_{a b}+\mathrm{NL}_{a b}^{(3)}, \tag{2.6.11}
\end{align*}
$$

where $\mathrm{NL}_{a b}^{(i)}$ for $i=1,2,3$ are non-linear terms, each given in terms of $(\sigma, \sigma),(\sigma, k)$ and $(k, k)$ quadratic quantities. We have also seen how these second order equations for $h_{a b}^{(2)}$ reduce to the expressions obtained by Beig in [46] when $k_{a b}=i_{a b}=0$.

In section 2.3, we have studied in more details the first and second order equations. To do that, we started by reviewing in 2.3 .1 the split of the Weyl tensor into electric $E_{a b}$ and magnetic $B_{a b}$ parts and gave their respective asymptotic expansions up to second order. This enabled us to rewrite in section 2.3.3 the first order equations of motion using the electric and magnetic first order parts of the Weyl tensor

$$
\begin{equation*}
E_{a b}^{(1)} \equiv-\mathcal{D}_{a} \mathcal{D}_{b} \sigma-h_{a b}^{(0)} \sigma, \quad B_{a b}^{(1)} \equiv \frac{1}{2} \epsilon_{a}^{c d} \mathcal{D}_{c} k_{d b} \tag{2.6.12}
\end{equation*}
$$

Indeed, we saw that by construction, these two tensors enjoy the following properties

$$
\begin{equation*}
h^{(0) a b} B_{a b}^{(1)}=0, \quad E_{[a b]}^{(1)}=0, \quad \mathcal{D}_{[c} E_{a] b}^{(1)}=0 \tag{2.6.13}
\end{equation*}
$$

and that the first order equations of motion (2.6.10) are equivalent to

$$
\begin{equation*}
h^{(0) a b} E_{a b}^{(1)}=0, \quad B_{[a b]}^{(1)}=0, \quad \mathcal{D}_{[c} B_{a] b}^{(1)}=0 \tag{2.6.14}
\end{equation*}
$$

Note that these quantities also satisfy

$$
\begin{array}{ll}
\mathcal{D}^{b} E_{a b}^{(1)}=0, & (\square-3) E_{a b}^{(1)}=0 \\
\mathcal{D}^{b} B_{a b}^{(1)}=0, & (\square-3) B_{a b}^{(1)}=0 \tag{2.6.16}
\end{array}
$$

telling us that the first order parts of the Weyl tensor are on-shell curl-free SDT tensors. Solutions to the equation $(\square+3) \sigma=0$ were then studied.

To express the second order equations of motion, we have first reviewed in section 2.3.2 the classification of SD tensors $\kappa_{a b}$ constructed out of quadratic quantities in the first order fields. We then considered, in section 2.3.4, two SDT tensors, $V_{a b}$ and $W_{a b}$, which are defined in the generic form

$$
\begin{align*}
V_{a b} & \equiv-h_{a b}^{(2)}+\frac{1}{2} i_{a b}+Q_{a b}^{V}  \tag{2.6.17}\\
W_{a b} & \equiv \epsilon_{a}^{c d} D_{c}\left(h_{d b}^{(2)}-\frac{1}{2} i_{d b}+Q_{d b}^{W}\right) \tag{2.6.18}
\end{align*}
$$

where $Q_{a b}^{V}$ and $Q_{a b}^{W}$ are specific tensor potentials satisfying $\mathcal{D}^{b} Q_{a b}^{V, W}=\mathcal{D}_{a} Q^{V, W}$ and $Q^{V, W} \equiv$ $h^{(0) a b} Q_{a b}^{V W}$. The tensors $V_{a b}$ and $W_{a b}$ are set to be mutually dual, or conjugate, in the sense that they obey the following duality properties

$$
\begin{equation*}
W_{a b}=-(\operatorname{curl} V)_{a b}+(\operatorname{curl} \kappa)_{(a b)}, \quad V_{a b}=(\operatorname{curl} W)_{a b}-2 i_{a b} \tag{2.6.19}
\end{equation*}
$$

We eventually showed that the equations at second order can be recast into the equivalent form

$$
\begin{align*}
W_{a}^{a} & =\mathcal{D}^{b} W_{a b}=0, \quad(\square-2) W_{a b}=\operatorname{curl}(2 i+\kappa)_{(a b)},  \tag{2.6.20}\\
i_{a}^{a} & =\mathcal{D}^{b} i_{a b}=0, \quad(\square-2) i_{a b}=0, \tag{2.6.21}
\end{align*}
$$

or with the help of the curl operator, and the definition $j_{a b} \equiv-(\operatorname{curl} i)_{a b}$, in the form

$$
\begin{align*}
V_{a}^{a} & =\mathcal{D}^{b} V_{a b}=0, \quad(\square-2) V_{a b}=\operatorname{curl}(-2 j+\operatorname{curl}(\kappa))_{a b},  \tag{2.6.22}\\
j_{a}^{a} & =\mathcal{D}^{b} j_{a b}=0, \quad(\square-2) j_{a b}=0 . \tag{2.6.23}
\end{align*}
$$

In the case where $k_{a b}=i_{a b}=0$, we have seen that the tensors $V_{a b}$ and $W_{a b}$ just reduce to $E_{a b}^{(2)}-\sigma E_{a b}^{(1)}$ and $B_{a b}^{(2)}$, where $E_{a b}^{(2)}$ and $B_{a b}^{(2)}$ are the second order electric and magnetic parts of the Weyl tensor.

In section 2.4, we have reviewed the important result of [46] showing that Einstein's vacuum equations can be solved to all orders, in the case $k_{a b}=i_{a b}=0$, if and only if the field $\sigma$ satisfies the field equation $(\square+3) \sigma=0$ and the following six conditions

$$
\begin{equation*}
\mathcal{Q}\left[\xi_{(0)}^{a}\right] \equiv \oint_{S} d^{2} S \epsilon_{c d(4} \sigma^{c} E_{b)}^{(1) d} \xi_{(0)}^{a} n^{b}=0, \tag{2.6.24}
\end{equation*}
$$

where $\xi_{(0)}^{a}$ are Killing vectors on $d S_{3}$. This result was established by first integrating the equation of motion (2.6.20) contracted with a Killing vector and showing that it can be written as a total divergence. The integration of the r.h.s. of the equation of motion contracted with any Killing vector is precisely the above condition. These integrability conditions were understood as linearization stability constraints. We then moved to the generalization of these conditions in the case where $k_{a b}$ and $i_{a b}$ are non-trivial. We found that, for the equations to have a solution at least up to second order, we need to require the following necessary conditions

$$
\begin{equation*}
\oint_{S} d^{2} S i_{a b} \xi_{(0)}^{a} n^{b}=2 \oint_{S} d^{2} S\left(T_{a b}^{(\sigma)}+T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b} \tag{2.6.25}
\end{equation*}
$$

where

$$
\begin{align*}
T_{a b}^{(\sigma)} & \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(\sigma)}}{\delta h^{(0) a b}}=-\frac{1}{4} \kappa_{a b}^{[\sigma, \sigma, I]}+\frac{1}{2} \kappa_{a b}^{[\sigma, \sigma, I I]},  \tag{2.6.26}\\
T_{a b}^{(k)} & \equiv-\frac{2}{\sqrt{-h^{(0)}}} \frac{\delta L^{(k)}}{\delta h^{(0) a b}}=\frac{1}{2} \kappa_{a b}^{[k, k, I I]}-\frac{1}{8} Y_{a b}^{(2)}, \tag{2.6.27}
\end{align*}
$$

are the stress-tensors, expressed as linear combinations of SD tensors $\kappa_{a b}$, associated to the actions

$$
\begin{equation*}
L^{(\sigma)}=\sqrt{-h^{(0)}}\left(-\frac{1}{2} \partial_{a} \sigma \partial^{a} \sigma+\frac{3}{2} \sigma^{2}\right), \quad L^{(k)}=\sqrt{-h^{(0)}}\left(\frac{1}{4} B_{a b}^{(1)} B^{(1) a b}\right) \tag{2.6.28}
\end{equation*}
$$

which were found by requiring that their variations respectively reproduce the equations of motion for $\sigma$ and $k_{a b}$.

Eventually, in section 2.5, we have looked at all possible conserved charges that one can associate to conformal Killing vectors, i.e. translations, or Killing vectors, i.e. boosts or rotations. To do so, we have made extensive use of the results established in the previous sections such as the properties of Killing vectors on $d S_{3}$, the classification of SD tensors, the proof that charges constructed by contracting an SD tensor with a certain Killing vector is equivalent to a charge constructed with the curl of this tensor with another particular Killing vector, and the linearization stability constraints. In the case where $k_{a b}=i_{a b}=0$, we have seen that only four charges, which agree with the ADM momenta, can be associated to translations

$$
\begin{equation*}
Q\left[\zeta_{(i)}^{a}\right]=-\frac{1}{8 \pi G} \oint_{S} d^{2} S E_{a b}^{(1)} n^{a} \zeta_{(i)}^{b} \tag{2.6.29}
\end{equation*}
$$

and that six charges, the Lorentz charges, can be associated to the Killing vectors

$$
\begin{align*}
\mathcal{J}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) \xi_{\mathrm{rot}(i)}^{a} n^{b}=-\frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(2)} \xi_{\mathrm{boost}(i)}^{a} n^{b}  \tag{2.6.30}\\
\mathcal{K}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) \xi_{\mathrm{boost}(i)}^{a} n^{b}=\frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(2)} \xi_{\mathrm{rot}(i)}^{a} n^{b} \tag{2.6.31}
\end{align*}
$$

using either the electric or magnetic parts of the Weyl tensor. As we will review in the following chapter, this last result is also a proof of the uniqueness of the Lorentz charges defined by Ashtekar-Hansen in $[8,12]$ using the magnetic part of the Weyl tensor and the counter-term charges of Mann and Marolf [17] expressed in terms of the electric part of the Weyl tensor. This also trivially proves their equivalence as established in [45]. We also mentioned that, only in the case where $k_{a b}$ is allowed to develop singularities, one can define non-trivial dual momenta

$$
\begin{equation*}
Q\left[\zeta_{(i)}^{a}\right]=-\frac{1}{8 \pi G} \oint_{S} d^{2} S B_{a b}^{(1)} n^{a} \zeta_{(i)}^{b} \tag{2.6.32}
\end{equation*}
$$

For regular $k_{a b}$, the above dual momenta are identically zero.
We also pointed out that Lorentz charges are a priori not unique in the case where $k_{a b}$ and $i_{a b}$ are non-trivial. Indeed, one possible choice is

$$
\begin{align*}
\mathcal{J}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\mathrm{rot}(i)}^{a} n^{b}=-\frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\mathrm{boost}(i)}^{a} n^{b}, \\
\mathcal{K}_{(i)} & \equiv \frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\mathrm{boost}(i)}^{a} n^{b}=\frac{1}{8 \pi G} \oint_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\mathrm{rot}(i)}^{a} n^{b} \tag{2.6.33}
\end{align*}
$$

However, there is an infinite number of possible choices as one can add to them any linear combination of the twelve boundary charges

$$
\begin{equation*}
\Delta \mathcal{Q}\left[\xi_{(0)}^{a}\right]=\oint_{S} d^{2} S \sqrt{-h^{(0)}}\left(\alpha_{1} T_{a b}^{(\sigma)}+\alpha_{2} T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b} \tag{2.6.34}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are arbitrary constants. In all cases, they reduce to the Lorentz charges (2.6.30)-(2.6.31) for $k_{a b}=i_{a b}=0$ upon taking into account the linearization stability constraints (2.6.25). We will explore these issues in greater detail in the next chapter.

Chapter 3

## Conserved charges from the variational principle

Asymptotically flat spacetimes are defined up to a frame at infinity which is specified by all diffeomorphisms that preserve the boundary conditions. Allowed diffeomorphisms associated with non-trivial conserved charges - the large diffeomorphisms - modulo diffeomorphisms associated with zero charges - the pure gauge transformations - define the asymptotic symmetry group. For asymptotically flat spacetimes at spatial infinity with specific parity conditions imposed on the first order fields, the construction of the asymptotic symmetry group has been worked out both with Hamiltonian and covariant phase space methods. As we have reviewed, in the Hamiltonian framework, the Regge-Teitelboim (RT) construction [6] shows that the asymptotic symmetry group is just the Poincaré group. In that framework, parity odd supertranslations also preserve the boundary conditions but they are associated with vanishing Hamiltonian generators. In covariant phase space, we have seen in the previous chapter that the asymptotic symmetry group is the Poincaré group when truncating the phase space, by setting to zero a part of the first order fields, i.e. the first order magnetic part of the Weyl tensor is set to zero. This last condition also fixes all supertranslations $[8,43]$. We have however not discussed yet how parity conditions show up in this setup.

In this chapter, we will deal with conserved charges associated to asymptotic symmetries that can be constructed from a Lagrangian which provides a good variational principle. Our analysis also relies on the covariant phase space (see [57]) which is the space of dynamically allowed histories, i.e. solutions of Einstein's equations. We refer the reader to [57] for more details about the construction of charges as Noether charges in this set-up and the precise meaning of a symplectic structure on the covariant phase space.

We start by reviewing in section 3.1 the Crnkovic-Witten-Lee-Wald symplectic structure, constructed from the Einstein-Hilbert Lagrangian, the Barnich-Brandt-Compère symplectic structure, and the ambiguity in their definitions. We point out that for asymptotically flat spacetimes that can be cast into the Beig-Schmidt form, parity conditions must be imposed on the first order field $\sigma$ to obtain a finite symplectic structure, and thus a good definition of the covariant phase space, as first realized by Ashtekar, Bombelli and Reula
(ABR) [57]. Comparing the ABR phase space with the work of Regge-Teitelboim, where supertranslations are allowed at first, we show the existence of a larger covariant phase space which allows the inclusion of a traceless and divergence-free $k_{a b}$ with a fixed parity (see also comments in [11]). Here, when logarithmic translations are not allowed and parity even conditions have been imposed, we also recover the Poincaré group as asymptotic symmetry group by computing the charges that can be constructed from the symplectic structure. In comparison with the ABR phase space, particular parity even supertranslations are allowed, namely the covariant equivalent of the Hamiltonian odd supertranslations. These are associated to trivial charges in agreement with the RT analysis.

In section 3.2, we review the Mann-Marolf construction [17] of a good Lagrangian variational principle for asymptotically flat spacetimes at spatial infinity, their construction of a boundary stress-energy tensor and its associated counter-term charges. Based on the results presented in the previous chapter, we revisit the equivalence of the counter-term charges with the expressions of Ashtekar and Hansen (see also [45]). We finish this section by pointing out the relation between parity conditions and boundary terms at future infinity and past null infinity in the variational principle.

In section 3.3, we propose a new way of regulating the covariant phase space without imposing parity conditions. This is implemented by adding counter-terms to the action so that divergences cancel in the variational principle and makes it well-defined. The charges associated to the symplectic structure, when the bulk part is regulated by the boundary counter-term contribution, are thus also shown to be finite and non-trivial for all asymptotic transformations allowed by our enlarged Beig-Schmidt ansatz.

We relegate to Appendix I.D a comparison between covariant and $3+1$ boundary conditions.

### 3.1 The covariant symplectic structure and associated charges

In this section, we review two different definitions of the symplectic structure and see how they are related by a boundary term manifesting the ambiguity in its definition. We then study conservation and finiteness of the symplectic structure, when using our enlarged BeigSchmidt ansatz, which are the crucial properties the symplectic structure should satisfy to define a good covariant phase space. Our computations review the result of Ashtekar-Bombelli-Reula [57] which shows that the symplectic structure is conserved and logarithmically divergent. It can however be made finite, for the Beig-Schmidt ansatz, by imposing parity conditions on the field $\sigma$. Here, we also show that a generalized covariant phase space can be considered when both $\sigma$ and $k_{a b}$ with specific parity conditions are allowed. In the last part, we see how the symplectic structure can be used to define conserved charges, that are finite and reduce to previous expressions known in the litterature for the Beig-Schmidt ansatz. Although we will not discuss it here, we refer the reader to [ $58,15,18,19]$ for the understanding of the charges, constructed from the symplectic structure, as generators of (Poincaré) asymptotic symmetries.

### 3.1.1 Two symplectic structures

The symplectic structure is a phase space 2-form that is defined as the integral over a Cauchy slice of a spacetime 3 -form that we refer to as the integrand for the symplectic structure.

As for conventions, we denote a 3 -form $\Theta$ and a 2 -form $\mathbf{k}$ as

$$
\begin{align*}
\Theta & =\frac{1}{3!} \Theta_{\mu \nu \rho} d x^{\mu} \wedge d x^{\nu} \wedge d x^{\rho} \equiv \bar{\Theta}^{\mu}\left(d^{3} x\right)_{\mu}  \tag{3.1.1}\\
\mathbf{k} & =\frac{1}{2} k_{\mu \nu} d x^{\mu} \wedge d x^{\nu}=\bar{k}^{\mu \nu}\left(d^{2} x\right)_{\mu \nu} \tag{3.1.2}
\end{align*}
$$

where

$$
\begin{equation*}
\left(d^{n-p} x\right)_{\mu_{2} \cdots \mu_{p}}=\frac{1}{p!(n-p)!} \epsilon_{\mu_{1} \cdots \mu_{n}} d x^{\mu_{p+1}} \cdots d x^{\mu_{n}} \tag{3.1.3}
\end{equation*}
$$

with $n$ being the number of dimensions.
For Stokes' theorem to hold, we have set conventions (see Appendix B of [34]) that imply

$$
\begin{equation*}
\epsilon_{\tau \rho \theta \phi}=\epsilon_{\rho \theta \phi}=-\epsilon_{\tau \theta \phi}=\epsilon_{\theta \phi} \tag{3.1.4}
\end{equation*}
$$

This also tells us that

$$
\begin{align*}
& \left(d^{3} x\right)_{\tau}=-d \rho\left(d^{2} x\right)_{\tau}, \quad\left(d^{3} x\right)_{\rho}=-d \tau\left(d^{2} x\right)_{\rho} \\
& \left(d^{2} x\right)_{\tau}=-\left(d^{2} x\right)_{\rho}=2\left(d^{2} x\right)_{\rho \tau}=-d^{2} S \tag{3.1.5}
\end{align*}
$$

where $d^{2} S=\frac{1}{2} \epsilon_{\zeta} d x^{\varsigma} \wedge d x^{\iota}$ with $\zeta$ and $\iota$ being coordinates on the sphere.

## The Crnkovic-Witten-Lee-Wald symplectic structure

The Crnkovic-Witten-Lee-Wald integrand [59, 58] for the covariant phase space symplectic structure is given by

$$
\begin{align*}
\omega\left[\delta_{1} g, \delta_{2} g\right]= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\mu} \sqrt{-g}\left(\delta_{1} g^{\alpha \beta} \nabla^{\mu} \delta_{2} g_{\alpha \beta}+\delta_{1} g \nabla^{\alpha} \delta_{2} g_{\alpha}^{\mu}+\delta_{1} g_{\alpha}^{\mu} \nabla^{\alpha} \delta_{2} g\right. \\
& \left.-\delta_{1} g \nabla^{\mu} \delta_{2} g-2 \delta_{1} g_{\alpha \beta} \nabla^{\alpha} \delta_{2} g^{\mu \beta}-(1 \leftrightarrow 2)\right) \tag{3.1.6}
\end{align*}
$$

where $\delta_{1} g_{\mu \nu}, \delta_{2} g_{\mu \nu}$ are perturbations around a general asymptotically flat spacetime $g_{\mu \nu}$ and we use the convention $\delta g^{\mu \nu} \equiv g^{\mu \kappa} g^{\nu \lambda} \delta g_{\kappa \lambda}$.

To recover this expression, we follow closely the approach given by Burnett and Wald in [60]. Starting from the Einstein-Hilbert action

$$
\begin{equation*}
S_{E H}=\frac{1}{16 \pi G} \int_{\mathcal{M}} d^{4} x \sqrt{-g} R, \quad L_{E H}=\sqrt{-g} R \tag{3.1.7}
\end{equation*}
$$

one computes the on-shell variation of that action while keeping the boundary terms. We find

$$
\begin{equation*}
\delta L=\delta\left(R_{\mu \nu}\right) g^{\mu \nu} \sqrt{-g}+R_{\mu \nu} \delta\left(g^{\prime \mu \nu} \sqrt{-g}\right) \tag{3.1.8}
\end{equation*}
$$

By explicit computation, we check that

$$
\begin{align*}
& \delta R_{\mu \nu}=\nabla_{\sigma} \Lambda_{\mu \nu}^{\sigma}, \quad \Lambda_{\mu \nu}^{\sigma} \equiv \Upsilon_{\mu \nu}^{\sigma}-\Upsilon_{n(\mu}^{\kappa} \delta_{\nu)}^{\sigma}, \quad \Upsilon_{\mu \nu}^{\sigma} \equiv g^{\sigma \kappa}\left(\nabla_{(\mu} \delta g_{\nu) \kappa}-\frac{1}{2} \nabla_{\kappa} \delta g_{\mu \nu}\right), \\
& \delta(\sqrt{-g})=-\frac{1}{2} g_{\mu \nu} \delta g^{\mu \nu} \sqrt{-g}, \quad \delta g^{\mu \nu}=-g^{\mu \kappa} g^{\nu \sigma} \delta g_{\kappa \sigma}, \tag{3.1.9}
\end{align*}
$$

and we obtain

$$
\begin{equation*}
\delta L=\left(\nabla_{\sigma} \Lambda^{\sigma}{ }_{\mu \nu}\right) g^{\mu \nu} \sqrt{-g}+\sqrt{-g} G_{\mu \nu} \delta g^{\mu \nu} \tag{3.1.10}
\end{equation*}
$$

On shell, we have $G_{\mu \nu}=0$ so that the second term vanishes. The first term is a boundary term. Let us re-express it as

$$
\begin{equation*}
\frac{1}{16 \pi G} \int_{\mathcal{M}} d^{4} x \delta L=\frac{1}{16 \pi G} \int_{\mathcal{M}} d^{4} x \partial_{\sigma}\left(\sqrt{-g} \Lambda^{\sigma}{ }_{\mu \nu} g^{\mu \nu}\right) \equiv \int_{\mathcal{M}} d \Theta, \tag{3.1.11}
\end{equation*}
$$

where $\boldsymbol{\Theta}$ is a 3 -form, as defined in (3.1.1). Its exterior derivative is

$$
\begin{equation*}
d \Theta=\frac{1}{3!} \nabla_{\sigma} \Theta_{\mu \nu \rho} d x^{\sigma} \wedge d x^{\mu} \wedge d x^{\nu} \wedge d x^{\rho} . \tag{3.1.12}
\end{equation*}
$$

The Hodge dual of this 3-form is a 1 -form $\tilde{\Theta}=\star \Theta$

$$
\begin{equation*}
\star \Theta=\frac{1}{3!(4-3)!} \Theta^{\mu \nu \rho} \epsilon_{\mu \nu \rho \sigma} d x x^{\sigma}, \quad \tilde{\Theta}=\tilde{\Theta}_{\mu} d x^{\mu} . \tag{3.1.13}
\end{equation*}
$$

This gives us

$$
\begin{equation*}
\tilde{\Theta}^{\mu}=\frac{1}{6} \epsilon^{\nu \rho \sigma \mu} \Theta_{\nu \rho \sigma}, \quad \Theta_{\nu \rho \sigma}=\tilde{\Theta}^{\mu} \epsilon_{\mu \nu \rho \sigma}, \tag{3.1.14}
\end{equation*}
$$

and implies that

$$
\begin{equation*}
d \Theta=d\left(\bar{\Theta}^{\mu}\left(d^{3} x\right)_{\mu}\right) . \tag{3.1.15}
\end{equation*}
$$

In our case, we immediately see that

$$
\begin{align*}
\Theta=\bar{\Theta}^{\mu}\left(d^{3} x\right)_{\mu} & =\frac{\sqrt{-g}}{16 \pi G} \Lambda_{\nu \sigma}^{\mu} g^{\nu \sigma}\left(d^{3} x\right)_{\mu} \\
& =\frac{\sqrt{-g}}{16 \pi G} g^{\mu \kappa} g^{\nu \sigma}\left(\nabla_{\sigma} \delta g_{\nu \kappa}-\nabla_{\kappa} \delta g_{\sigma \nu}\right)\left(d^{3} x\right)_{\mu} . \tag{3.1.16}
\end{align*}
$$

The pre-symplectic structure is obtained from the pre-symplectic potential $\Theta$ as

$$
\begin{equation*}
\omega\left(\delta_{1} g, \delta_{2} g\right) \equiv \delta_{1} \Theta\left(\delta_{2} g\right)-\delta_{2} \Theta\left(\delta_{1} g\right), \tag{3.1.17}
\end{equation*}
$$

and the bulk symplectic structure is

$$
\begin{equation*}
\Omega^{\text {bulk }}=\int_{\Sigma} \omega \text {. } \tag{3.1.18}
\end{equation*}
$$

We find the pre-symplectic structure associated to the Einstein-Hilbert Lagrangian to be given by

$$
\begin{equation*}
\omega\left(\delta_{1} g, \delta_{2} g\right)=\frac{\sqrt{-g}}{16 \pi G} R^{\mu \nu \alpha \beta \gamma \delta}\left(\delta_{2} g_{\nu \alpha} \nabla_{\beta} \delta_{1} g_{\gamma \delta}-(1 \leftrightarrow 2)\right)\left(d^{3} x\right)_{\mu}, \tag{3.1.19}
\end{equation*}
$$

where

$$
\begin{equation*}
R^{\mu \nu \alpha \beta \gamma \delta} \equiv g^{\mu \gamma} g^{\delta \nu} g^{\alpha \beta}-\frac{1}{2} g^{\mu \beta} g^{\nu \gamma} g^{\delta \alpha}-\frac{1}{2} g^{\mu \nu} g^{\alpha \beta} g^{\gamma \delta}-\frac{1}{2} g^{\nu \alpha} g^{\mu \gamma} g^{\delta \beta}+\frac{1}{2} g^{\nu \alpha} g^{\mu \beta} g^{\gamma \delta} \tag{3.1.20}
\end{equation*}
$$

This is exactly the expression given by Wald and Zoupas in [15]. It is completely equivalent to our expression (3.1.6) as soon as one rewrites it using our convention $\delta g^{\mu \nu} \equiv g^{\mu \sigma} g^{\nu \kappa} \delta g_{\sigma \kappa}$. In short, one usually says that the Crnkovic-Witten-Lee-Wald integrand (3.1.6) is obtained by varying a second time the boundary term $\Theta[\delta g]$ obtained after a variation of the EinsteinHilbert Lagrangian as $\omega\left[\delta_{1} g, \delta_{2} g\right]=\delta_{1} \Theta\left[\delta_{2} g\right]-\delta_{2} \Theta\left[\delta_{1} g\right]$.

## Barnich-Brandt-Compère symplectic structure

In $[18,19]$, the integrand for the symplectic structure was obtained from Einstein's equations. We refer the reader to these papers for more details about its construction. The Barnich-Brandt-Compère symplectic structure is given by

$$
\begin{align*}
W\left[\delta_{1} g, \delta_{2} g\right]= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\mu} \sqrt{-g} P^{\mu \nu \alpha \beta \gamma \delta}\left(\delta_{1} g_{\alpha \beta} \nabla_{\nu} \delta_{2} g_{\gamma \delta}-\delta_{2} g_{\alpha \beta} \nabla_{\nu} \delta_{2} g_{\gamma \delta}\right) \\
= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\mu} \sqrt{-g}\left(\delta_{1} g^{\alpha \beta} \nabla^{\mu} \delta_{2} g_{\alpha \beta}+\delta_{1} g \nabla^{\alpha} \delta_{2} g_{\alpha}^{\mu}+\delta_{1} g_{\alpha}^{\mu} \nabla^{\alpha} \delta_{2} g\right. \\
& \left.-\delta_{1} g \nabla^{\mu} \delta_{2} g-\delta_{1} g_{\alpha \beta} \nabla^{\alpha} \delta_{2} g^{\mu \beta}-\delta_{1} g^{\mu \alpha} \nabla^{\beta} \delta_{2} g_{\alpha \beta}-(1 \leftrightarrow 2)\right), \tag{3.1.21}
\end{align*}
$$

where

$$
\begin{align*}
P^{\mu \nu \alpha \beta \gamma \delta} \equiv & g^{\mu \nu} g^{\gamma(\alpha} g^{\beta) \delta}+g^{\mu(\gamma} g^{\delta) \nu} g^{\alpha \beta}+g^{\mu(\alpha} g^{\beta) \nu} g^{\gamma \delta} \\
& -g^{\mu \nu} g^{\alpha \beta} g^{\gamma \delta}-g^{\mu(\gamma} g^{\delta)(\alpha} g^{\beta) \nu}-g^{\mu(\alpha} g^{\beta)(\gamma} g^{\delta) \nu} . \tag{3.1.22}
\end{align*}
$$

## Comparison of symplectic structures and the ambiguity

One can check that the integrands of the two symplectic structures defined above differ by the boundary term

$$
\begin{equation*}
W\left[\delta_{1} g, \delta_{2} g\right]-\omega\left[\delta_{1} g, \delta_{2} g\right]=\frac{1}{32 \pi G}\left(d^{3} x\right)_{\mu} \sqrt{-g} \nabla_{\nu}\left(\delta_{1} g_{\beta}^{\nu} \delta_{2} g^{\mu \beta}-(\mu \rightarrow \nu)\right) \tag{3.1.23}
\end{equation*}
$$

This result reflects the well-known fact that there is an ambiguity in the definition of the symplectic structure. Indeed, if one adds a boundary term $d \mathbf{K}$ to the Lagrangian, then the equations of motion are unaffected. However, the presymplectic potential will be modified by a term $\delta \mathrm{K} \equiv d \mathbf{Y}[\delta g]$. Then, the integrand for the symplectic structure becomes

$$
\begin{equation*}
\omega \rightarrow \omega+d\left(\delta_{1} Y\left[\delta_{2} g\right]-(1 \leftrightarrow 2)\right) \tag{3.1.24}
\end{equation*}
$$

In the following, we will be interested by their expressions for a specific ansatz of the Beig-Schmidt form. In this case, we see that this difference vanishes on constant $\rho$ and $\tau$ surfaces when the metric and perturbations are expanded in the Beig-Schmidt expansion with

$$
\begin{equation*}
g_{\rho a}=0, \quad \delta g_{\rho a}=0 \tag{3.1.25}
\end{equation*}
$$

We can therefore use interchangeably $\omega$ and $W$ in what follows. Note that this does not change the fact that there is still an ambiguity in the definition of the symplectic structure.

## Conservation and finiteness of the symplectic structure

Before looking at the construction of charges, let us discuss conservation and finiteness of the symplectic structure.

Conservation is established as soon as the symplectic structure given in (3.1.18) is shown to be independent of the specific choice of the three surface $\Sigma$. Because the symplectic structure is closed by definition, to analyze its conservation it is sufficient to evaluate the integrand on a constant $\rho$ hypersurface and see if it is of order $o\left(\rho^{0}\right)$. Indeed, if this is the case, the integration on a region delimited by $\Sigma_{1}, \Sigma_{2}$ and $\partial \Sigma$, representing two Cauchy surfaces joining the boundary of these two surfaces at fixed $\rho$ will be vanishing. The conservation then automatically follows as

$$
\begin{equation*}
\int_{\mathcal{M}} d \omega=0=-\int_{\Sigma_{1}} \omega+\int_{\Sigma_{2}} \omega+\int_{\partial \Sigma} \omega, \quad \int_{\Sigma_{1}} \omega=\int_{\Sigma_{2}} \omega \tag{3.1.26}
\end{equation*}
$$

The finiteness of the symplectic structure can be studied by integrating on a constant $\tau$ hypersurface. It is finite if

$$
\begin{equation*}
\int_{\Sigma, r=\text { fixed }} \omega d \rho<\infty \tag{3.1.27}
\end{equation*}
$$

Note that the above argumentation for conservation of the integrand implicitly assumes that it is also finite.

To compute these quantities, let us first give some relevant information. Let us first remember our generalized Beig-Schmidt ansatz

$$
\begin{equation*}
d s^{2}=\left(1+\frac{\sigma}{\rho}\right)^{2} d \rho^{2}+\rho^{2}\left(h_{a b}^{(0)}+\frac{h_{a b}^{(1)}}{\rho}+\ln \rho \frac{i_{a b}}{\rho^{2}}+\frac{h_{a b}^{(2)}}{\rho^{2}}+\ldots\right) d x^{a} d x^{b} \tag{3.1.28}
\end{equation*}
$$

meaning that

$$
\begin{align*}
g^{\rho \rho} & =1-\frac{2 \sigma}{\rho}+\frac{3 \sigma^{2}}{\rho^{2}}+O\left(\rho^{-3}\right), \quad g^{\rho a}=0, \\
g^{a b} & =\rho^{-2} h^{(0) a b}-\rho^{-3} h^{(1) a b}-\rho^{-4} \ln \rho i^{a b}-\rho^{-4}\left(h^{(2) a b}-h^{(1) a c} h_{c}^{(1) b}\right)+o\left(\rho^{-4}\right), \\
\partial_{\rho} g_{\rho \rho} & =-\frac{2 \sigma}{\rho^{2}}-\frac{2 \sigma^{2}}{\rho^{3}}+O\left(\rho^{-4}\right), \quad \partial_{\rho} g_{a b}=2 \rho h_{a b}^{(0)}+h_{a b}^{(1)}+\rho^{-1} i_{a b}+o\left(\rho^{-1}\right), \\
\sqrt{-g} & =\left(1+\frac{\sigma}{\rho}\right) \rho^{3} \sqrt{-h^{(0)}}\left(1+\frac{1}{2} h+\frac{1}{8} h_{\mu}^{\mu} h_{\nu}^{\nu}-\frac{1}{4} h_{\mu \nu} h^{\mu \nu}\right) \\
& =\sqrt{-h^{(0)}} \rho^{3}\left[1+\frac{\left(h^{(1)}+2 \sigma\right)}{2 \rho}+\frac{1}{2 \rho^{2}}\left(h^{(2)}+\frac{1}{4} h^{(1) 2}-\frac{1}{2} h_{a b}^{(1)} h^{(1) a b}+\sigma h^{(1)}\right)\right] \\
& =\sqrt{-h^{(0)}}\left[\rho^{3}-2 \sigma \rho^{2}+\frac{\rho}{2}\left(h^{(2)}-3 \sigma^{2}-\frac{1}{2} k_{a b} k^{a b}\right)+o\left(\rho^{2}\right)\right], \tag{3.1.29}
\end{align*}
$$

where we work in the gauge $k_{a}^{a}=0$. The variation of the metric is

$$
\begin{align*}
\delta g_{\mu \nu} d x^{\mu} d x^{\nu}= & \left(\frac{2 \delta \sigma}{\rho}+\frac{2 \sigma \delta \sigma}{\rho^{2}}\right) d \rho^{2} \\
& +\left(\rho\left(\delta k_{a b}-2 \dot{\delta \sigma} h_{a b}^{(0)}\right)+\ln \rho \delta i_{a b}+\delta h_{a b}^{(2)}+o\left(\rho^{0}\right)\right) d x^{a} d x^{b} \tag{3.1.30}
\end{align*}
$$

where

$$
\begin{align*}
\delta g= & g^{\mu \nu} \delta g_{\mu \nu}=\frac{-4 \delta \sigma}{\rho}+\frac{1}{\rho^{2}}\left(\delta h_{(2)}-14 \sigma \delta \sigma-k^{a b} \delta k_{a b}\right)+o\left(\rho^{-2}\right)  \tag{3.1.31}\\
\delta g^{a b}= & g^{a c} g^{b d} \delta g_{c d}=\rho^{-3}\left(\delta k^{a b}-2 \delta \sigma h_{(0)}^{a b}\right)+ \\
& \rho^{-4}\left(\ln \rho \delta i^{a b}+\delta h_{(2)}^{a b}-8 \sigma \delta \sigma h_{(0)}^{a b}+4 k^{a b} \delta \sigma+4 \sigma \delta k^{a b}-k^{a c} \delta k_{c}^{b}-k^{b c} \delta k_{c}^{a}\right) \\
\delta g^{\rho \rho}= & \left(g^{\rho \rho}\right)^{2} \delta g_{\rho \rho}=\frac{2 \delta \sigma}{\rho}-\frac{6 \sigma \delta \sigma}{\rho^{2}} . \tag{3.1.32}
\end{align*}
$$

Remember our notation $\delta g^{\mu \nu} \equiv g^{\mu \kappa} g^{\nu \lambda} \delta g_{\kappa \lambda}$.
The covariant derivative requires an expansion of the Christoffel symbols. One checks that

$$
\begin{align*}
& \Gamma_{\rho \rho}^{\rho}= \frac{1}{2} g^{\rho \rho} g_{\rho \rho, \rho}= \\
& \Gamma_{\rho \rho}^{a}=-\frac{\sigma}{\rho^{2}}+\frac{\sigma^{2}}{\rho^{3}}+O\left(\rho^{-4}\right), \quad \Gamma_{\rho a}^{\rho}=\frac{1}{2} g^{\rho \rho} g_{\rho \rho, a}=\frac{\sigma_{a}}{\rho}-\frac{\sigma \sigma_{a}}{\rho^{2}}+O\left(\rho^{-3}\right), \\
& \Gamma_{a b}^{\rho}=-\rho \sigma_{a b}^{(0)}-\frac{k^{a b} \sigma_{b}-3 \sigma \sigma^{a}}{\rho^{4}}+o\left(\rho_{a b}+3 \sigma h_{a b}^{(0)}-\frac{1}{2 \rho}\left(i_{a b}-2 \sigma k_{a b}+10 \sigma^{2} h_{a b}^{(0)}\right)+O\left(\rho^{-2}\right),\right. \\
& \Gamma_{\rho b}^{a}= \frac{1}{2} g^{a c} g_{c b, \rho}= \\
& \rho^{-1} \delta_{b}^{a}+\rho^{-2}\left(-\frac{1}{2} k_{b}^{a}+\sigma \delta_{b}^{a}\right)+\rho^{-3} \log \rho\left(-i_{b}^{a}\right)  \tag{3.1.34}\\
& \quad+\rho^{-3}\left(-h_{b}^{(2) a}+\frac{1}{2} i_{b}^{a}+\frac{1}{2} k^{a c} k_{b c}-2 \sigma k_{b}^{a}+2 \sigma^{2} h_{b}^{(0) a}\right)+o\left(\rho^{-3}\right),
\end{align*}
$$

and also

$$
\begin{equation*}
\Gamma_{b c}^{a}=\Gamma_{b c}^{(0) a}+\rho^{-1} \Gamma_{b c}^{(1) a}+o\left(\rho^{-1}\right), \tag{3.1.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{b c}^{(1) a}=\frac{1}{2}\left(\mathcal{D}_{c} k_{b}^{a}+\mathcal{D}_{b} k_{c}^{a}-\mathcal{D}^{a} k_{b c}\right)-\sigma_{c} \delta_{b}^{a}-\sigma_{b} \delta_{c}^{a}+\sigma^{a} h_{b c}^{(0)} . \tag{3.1.36}
\end{equation*}
$$

Now, on the one hand, using the expansion (3.1.28) only up to first order, the symplectic structure integrand evaluated on a hypersurface $\rho=$ constant gives

$$
\begin{align*}
\left.W\left[\delta_{1} g ; \delta_{2} g\right]\right|_{\text {fized } \rho}= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\rho} \sqrt{-g}\left(\delta_{1} g^{\alpha \beta} \nabla^{\rho} \delta_{2} g_{\alpha \beta}+\delta_{1} g \nabla^{\alpha} \delta_{2} g_{\alpha}^{\rho}+\delta_{1} g_{\alpha}^{\rho} \nabla^{\alpha} \delta_{2} g\right. \\
& \left.-\delta_{1 g} \nabla^{\rho} \delta_{2} g-\delta_{1} g_{\alpha \beta} \nabla^{\alpha} \delta_{2} g^{\rho \beta}-\delta_{1} g^{\rho \alpha} \nabla^{\beta} \delta_{2} g_{\alpha \beta}-(1 \leftrightarrow 2)\right) \\
= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\rho} \sqrt{-g}\left(\delta_{1} g^{a b} \nabla^{\rho} \delta_{2} g_{a b}+\left(\delta_{1} g-\delta_{1} g_{\rho}^{\rho}\right)\left(\nabla_{\rho} \delta_{2} g_{\rho}^{\rho}-\nabla_{\rho} \delta_{2} g\right)\right. \\
& -(1 \leftrightarrow 2)), \tag{3.1.37}
\end{align*}
$$

where we used $g_{\rho a}=0$ and $\delta g_{\rho a}=0$ in the second equation. Computing the following terms

$$
\begin{align*}
\delta_{1} g^{a b} \nabla^{\rho} \delta_{2} g_{a b} & =\rho^{-3}\left(12 \delta_{1} \sigma \delta_{2} \sigma+\delta_{1} k^{a b} \delta_{2} k_{a b}\right),  \tag{3.1.38}\\
\left(\delta_{1} g-\delta_{1} g_{\rho}^{\rho}\right) & =-6 \delta_{1} \sigma \rho^{-1},  \tag{3.1.39}\\
\left(\delta_{1} g-\delta_{1} g_{\rho}^{\rho}\right)\left(\nabla^{\rho} \delta_{2} g_{\rho}^{\rho}-\nabla^{\rho} \delta_{2} g\right) & =-36 \rho^{-3} \delta_{1} \sigma \delta_{2} \sigma, \tag{3.1.40}
\end{align*}
$$

we see that

$$
\begin{equation*}
\left.W\left[\delta_{1} g, \delta_{2} g\right]\right|_{\text {fixed } \rho}=o\left(\rho^{0}\right) . \tag{3.1.41}
\end{equation*}
$$

This shows that our boundary conditions ensure that the symplectic structure is conserved.
On the other hand, the integrand for the symplectic structure evaluated on a Cauchy slice $\Sigma$ asymptotic to a constant $\tau$ hypersurface reads

$$
\begin{align*}
\left.W\left[\delta_{1} g ; \delta_{2} g\right]\right|_{f i x e d \tau}= & \frac{1}{32 \pi G}\left(d^{3} x\right)_{\tau} \sqrt{-g}\left(\delta_{1} g^{\rho \rho} \nabla^{\tau} \delta_{2} g_{\rho \rho}+\delta_{1} g^{a b}\left(\nabla^{\tau} \delta_{2} g_{a b}-\nabla_{b} \delta_{2} g_{a}^{\tau}\right)\right. \\
& \left.+\delta_{1} g\left(\nabla^{a} \delta_{2} g_{a}^{\tau}-\nabla^{\tau} \delta_{2} g\right)+\delta_{1} g^{\tau a}\left(\nabla_{a} \delta_{2} g-\nabla^{b} \delta_{2} g_{a b}\right)-(1 \leftrightarrow 2)\right) . \tag{3.1.42}
\end{align*}
$$

We find

$$
\begin{align*}
\delta_{1} g^{\rho \rho} \nabla^{\tau} \delta_{2} g_{\rho \rho} & =+4 \rho^{-4} \delta_{1} \sigma \mathcal{D}^{\tau} \delta_{2} \sigma, \\
\delta_{1} g^{a b}\left(\nabla^{\tau} \delta_{2} g_{a b}-\nabla_{b} \delta_{2} g_{a}^{\tau}\right) & =\rho^{-4}\left(8 \delta_{1} \sigma \mathcal{D}^{\tau} \delta_{2} \sigma-2 \epsilon^{\tau c e} \delta_{1} k_{c}^{d} \delta_{2} B_{e d}^{(1)}+2 \delta_{1} k^{\tau b} \delta_{2} \sigma_{b}\right), \\
\delta_{1} g\left(\nabla^{a} \delta_{2} g_{a}^{\tau}-\nabla^{\tau} \delta_{2} g\right) & =-8 \rho^{-4} \delta_{1} \sigma \mathcal{D}^{\tau} \delta_{2} \sigma, \\
\delta_{1} g^{\tau a}\left(\nabla_{a} \delta_{2} g-\nabla^{b} \delta_{2} g_{a b}\right) & =\rho^{-4}\left(4 \delta_{1} \sigma \mathcal{D}^{\tau} \delta_{2} \sigma-2 \delta_{1} k^{\tau b} \delta_{2} \sigma_{b}\right) \tag{3.1.43}
\end{align*}
$$

Therefore, we obtain
$\left.W\left[\delta_{1} g ; \delta_{2} g\right]\right|_{\Sigma}=\frac{\rho^{-1}}{4 \pi G}\left(d^{3} x\right)_{a} \sqrt{-h^{(0)}}\left(\delta_{1} \sigma \mathcal{D}^{a} \delta_{2} \sigma-\frac{1}{4} \epsilon^{a c e} \delta_{1} k_{c}^{d} \delta_{2} B_{e d}^{(1)}-(1 \leftrightarrow 2)\right)+o\left(\rho^{-1}\right)$.

The bulk symplectic structure

$$
\begin{equation*}
\Omega_{b u l k}\left[\delta_{1} g, \delta_{2} g\right] \equiv \int_{\Sigma} W\left[\delta_{1} g, \delta_{2} g\right] \tag{3.1.45}
\end{equation*}
$$

is therefore logarithmically divergent for generic $\sigma$ and $k_{a b}$.
This result was originally obtained by Ashtekar, Bombelli and Reula in [57], under the restrictive assumption that $k_{a b}=0$, where it was suggested that one should impose that $\sigma$ satisfies the following (even) parity condition

$$
\begin{equation*}
\sigma(\tau, \theta, \phi)=\sigma(-\tau, \pi-\theta, \phi+\pi) \tag{3.1.46}
\end{equation*}
$$

so that the symplectic structure be finite. Actually, one can make the symplectic structure finite even in the presence of $k_{a b}$ by imposing

$$
\begin{align*}
\sigma(\tau, \theta, \phi) & =s_{\sigma} \sigma(-\tau, \pi-\theta, \phi+\pi)  \tag{3.1.47}\\
k_{a b}(\tau, \theta, \phi) & =s_{k} k_{a b}(-\tau, \pi-\theta, \phi+\pi) \tag{3.1.48}
\end{align*}
$$

Here, $s_{\sigma}$ and $s_{k}$ are two signs which define the phase space with parity conditions. Indeed, these conditions are sufficient as they impose the integrand to be of odd parity. Following the dictionary between cylindrical and hyperbolic coordinates presented in Appendix I.D, the RT parity conditions, reviewed in chapter 1 , amount to $s_{\sigma}=s_{k}=+1$. Remember that in RT work, the parities were chosen so that Schwarzschild is allowed as a solution. Note that a necessary and sufficient condition to allow Schwarzschild is actually only $s_{\sigma}=$ +1 . For the sake of simplicity, we will not discuss the case of mixed parities here but restrict the analysis to even parities. The conclusions concerning mixed parities can be straightforwardly obtained from the results presented in the following.

The covariant phase space where even parity conditions on $\sigma$ and $k_{a b}$ are imposed is more general than the one considered by ABR in [57] since here we do not impose $k_{a b}=0$ but only require that $\mathcal{D}^{a} k_{a b}=k_{a}^{a}=0$. In the latter case, the parity even supertranslations fulfilling $(\square+3) \omega=0$, such that $k_{a b}$ remains an SDT tensor with even parity, are allowed while logarithmic translations are not, because we do not allow here for $i_{a b}$ and $\sigma$ of odd parity. As we will see in the following, the conserved charges associated with these allowed supertranslations are vanishing while the Poincaré generators are non-vanishing. Therefore, this enlarged phase space is a consistent phase space where the asymptotic symmetry group is still the Poincaré group. This consistent phase space generalizes the one defined in [57] by allowing the field $k_{a b}$ and therefore the first order part of the magnetic Weyl tensor $B_{a b}^{(1)}=\frac{1}{2} \epsilon_{a}{ }^{c d} \mathcal{D}_{c} k_{d b}$ to be non-vanishing while still keeping the Poincaré group as asymptotic symmetry group. Note that the four lowest harmonics in $B_{a b}^{(1)}$ are zero because we impose that $k_{a b}$ has to be regular.

Let us finally mention that this enlarged covariant phase space we have just discussed is a subset of the phase space described by Regge and Teitelboim in [6]. There is a one-to-one mapping between Poincaré transformations between $3+1$ and covariant formalism. To see the mapping between supertranslations, let us decompose the odd supertranslations $\xi^{i}(\mathbf{n})$ of RT as temporal supertranslations $\xi^{\perp}$, radial supertranslations $\xi^{r}$ and angular supertranslations $\xi^{t}$ where $\iota$ is a coordinate on the two-sphere. Following our Appendix I.D, there is a one-to-one mapping between canonical temporal and radial supertranslations and even parity covariant supertranslations satisfying $(\square+3) \omega=0$. However, our phase space is a subset of the RT phase space as angular supertranslations generate mixed components $g_{\rho a}$ in hyperbolic coordinates. These have been frame-fixed when putting the metric into its Beig-Schmidt form.

### 3.1.2 Charges constructed with the symplectic structure

To discuss conserved charges, it turns out to be much more easy to work with the integrand for the symplectic structure $W$, the one derived from Einstein's equations. Indeed, when contracted with the Lie derivative of the metric, it becomes a boundary term

$$
\begin{equation*}
W\left[\delta g, \mathcal{L}_{\xi} g\right]=d k_{\xi}[\delta g ; g] \tag{3.1.49}
\end{equation*}
$$

where the last equality has to be understood up to Einstein's equations of motion for the metric and the linearized perturbations (see also [19]). The boundary term $k_{\xi}[\delta g ; g]$ is exactly given by the Abbott-Deser expression [10] (see also chapter 1) for the surface charge constructed from a linear perturbation $\delta g_{\mu \nu}$ around a solution $g_{\mu \nu}$

$$
\begin{align*}
k_{\xi}[\delta g ; g]= & \frac{2}{3} \frac{1}{16 \pi G} \sqrt{-g}\left(d^{2} x\right)_{\mu \alpha} P^{\mu \nu \alpha \beta \gamma \delta}\left(2 \xi_{\nu} \nabla_{\beta} \delta g_{\gamma \delta}-\delta g_{\gamma \delta} \nabla_{\beta} \xi_{\nu}\right) \\
= & \frac{\sqrt{-g}}{16 \pi G}\left(d^{2} x\right)_{\mu \nu} \sqrt{-g}\left(\xi^{\nu}\left(\nabla^{\mu} \delta g-\nabla_{\sigma} \delta g^{\sigma \mu}\right)+\xi_{\sigma} \nabla^{\nu} \delta g^{\sigma \mu}\right. \\
& \left.+\frac{1}{2} \delta g \nabla^{\nu} \xi^{\mu}+\frac{1}{2} \delta g^{\mu \sigma} \nabla_{\sigma} \xi^{\nu}+\frac{1}{2} \delta g^{\nu \sigma} \nabla^{\mu} \xi_{\sigma}-(\mu \leftrightarrow \nu)\right) \tag{3.1.50}
\end{align*}
$$

The equality (3.1.49) can be checked rapidly as follows. The two-form $k_{\xi}$ is

$$
\begin{equation*}
k=k_{\mu \nu} d x^{\mu} \wedge d x^{\nu}=\tilde{k}^{\mu \nu}\left(d^{2} x\right)_{\mu \nu}, \quad k_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \sigma \kappa} \tilde{k}^{\sigma \kappa}, \quad \tilde{k}^{\alpha \beta}=-\frac{1}{2} \epsilon^{\alpha \beta \mu \nu} k_{\mu \nu} \tag{3.1.51}
\end{equation*}
$$

which gives, from (3.1.50),

$$
\begin{equation*}
\tilde{k}^{\mu \nu}=\frac{1}{3} \frac{1}{16 \pi G}\left(P^{\mu \alpha \nu \beta \gamma \delta}-P^{\nu \alpha \mu \beta \gamma \delta}\right)\left(2 \xi_{\alpha} \nabla_{\beta} \delta g_{\gamma \delta}-\delta g_{\gamma \delta} \nabla_{\beta} \xi_{\alpha}\right) \tag{3.1.52}
\end{equation*}
$$

and we also have by definition

$$
\begin{align*}
d k= & \nabla_{\nu} \bar{k}^{\mu \nu}\left(d^{3} x\right)_{\mu} \\
= & \frac{1}{3} \frac{1}{16 \pi G}\left(d^{3} x\right)_{\mu}\left(P^{\mu \alpha \nu \beta \gamma \delta}-P^{\nu \alpha \mu \beta \gamma \delta}\right) \\
& \left(2 \nabla_{\nu} \xi_{\alpha} \nabla_{\beta} \delta g_{\gamma \delta}+2 \xi_{\alpha} \nabla_{\nu} \nabla_{\beta} \delta g_{\gamma \delta}-\nabla_{\nu} \delta g_{\gamma \delta} \nabla_{\beta} \xi_{\alpha}-\delta g_{\gamma \delta} \nabla_{\nu} \nabla_{\beta} \xi_{\alpha}\right) . \tag{3.1.53}
\end{align*}
$$

One then needs to compute this last expression by discarding terms which are zero on-shell. For example, one obtains

$$
\begin{equation*}
\frac{1}{3}\left(P^{\mu \alpha \nu \beta \gamma \delta}-P^{\nu \alpha \mu \beta \gamma \delta}\right)\left(2 \nabla_{\nu} \xi_{\alpha} \nabla_{\beta} \delta g_{\gamma \delta}-\nabla_{\nu} \delta g_{\gamma \delta} \nabla_{\beta} \xi_{\alpha}\right)=P^{\mu \nu \alpha \beta \gamma \delta} \nabla_{\alpha} \xi_{\beta} \nabla_{\nu} \delta g_{\gamma \delta} \tag{3.1.54}
\end{equation*}
$$

In the end, one finds

$$
\begin{align*}
W\left[\delta g, \mathcal{L}_{\xi} g\right] & \equiv-\frac{1}{32 \pi G}\left(d^{3} x\right)_{\mu} P^{\mu \nu \alpha \beta \gamma \delta}\left(\left(\nabla_{\alpha} \xi_{\beta}+\nabla_{\beta} \xi_{\alpha}\right) \nabla_{\nu} \delta g_{\gamma \delta}-\delta g_{\alpha \beta} \nabla_{\nu}\left(\nabla_{\gamma} \xi_{\delta}+\nabla_{\delta} \xi_{\gamma}\right)\right) \\
& =d k_{\xi}, \tag{3.1.55}
\end{align*}
$$

where the first equality was obtained by definition of the Lie derivative $\mathcal{L}_{\xi} g_{\mu \nu} \equiv \nabla_{\mu} \xi_{\nu}+\nabla_{\nu} \xi_{\mu}$.
The covariant phase space infinitesimal charges associated with a diffeomorphism tangent to the phase space are defined from the symplectic structure as

$$
\begin{equation*}
\beta Q_{\xi}[g]=\Omega\left[\delta g, \mathcal{L}_{\xi} g\right] \tag{3.1.56}
\end{equation*}
$$

Here, we use the symbol $\delta Q_{\xi}[g]$ to remind the reader that the infinitesimal charge between the solution $g$ and $g+\delta g$ can be considered as a one-form in field space which is not necessarily exact. When $\delta Q_{\xi}[g]$ is an exact form in phase space, as will turn out to be the case for each diffeomorphism we consider, the charges can be defined. We denote the integrated charge as $Q_{\xi}[g ; \vec{g}]$ (we have $\delta Q_{\xi}[g ; \bar{g}]=\delta Q_{\xi}[g]$ ) and fix the integration constant so that $Q_{\xi}[\bar{g} ; \bar{g}]=0$ for Minkowski spacetime $\bar{g}$. See also [19] for more details.

Using the definition of the bulk symplectic structure (3.1.45) and its property (3.1.49), the charge one-form $\$ Q_{\xi}[g]$ can be written as a surface integral

$$
\begin{equation*}
\phi Q_{\xi}[g]=\int_{S} k_{\xi}[\delta g ; g] \tag{3.1.57}
\end{equation*}
$$

evaluated on the sphere $S$ at constant time $t$ and at $\rho=\Lambda$. The expression for the charges can be rewritten in the alternative form

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=-\delta k_{\xi}^{K}+\frac{1}{8 \pi G}\left(d^{2} x\right)_{\mu \nu \nu} \sqrt{-g}\left(\xi^{\nu}\left(\nabla^{\mu} \delta g-\nabla_{\sigma} \delta g^{\sigma \mu}\right)+\nabla^{\mu} \delta \xi^{\nu}\right)-E\left[\mathcal{L}_{\xi} g, \delta g\right] \tag{3.1.58}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{\xi}^{K}[g]=\frac{1}{16 \pi G}\left(d^{2} x\right)_{\mu \nu} \sqrt{-g}\left(\nabla^{\mu} \xi^{\nu}-\nabla^{\nu} \xi^{\mu}\right) \tag{3.1.59}
\end{equation*}
$$

is the Komar term and

$$
\begin{equation*}
E\left[\mathcal{L}_{\xi} g, \delta g\right]=\frac{1}{16 \pi G}\left(d^{2} x\right)_{\mu \nu} \sqrt{-g}\left(\frac{1}{2} g^{\mu \alpha} \delta g_{\alpha \beta} g^{\beta \gamma} \mathcal{L}_{\xi} g_{\gamma \sigma} g^{\sigma \nu}-(\mu \leftrightarrow \nu)\right) \tag{3.1.60}
\end{equation*}
$$

is a term linear in the Killing equations that might not vanish in general for asymptotic symmetries. Here $\delta$ acts on the metric and on the asymptotic Killing vector, as $\xi(g)$ might
depend on the metric. Note that in (3.1.58), the first term is the exact variation of the Komar term and the third term is zero when evaluated on constant $\rho$ and $\tau$ surfaces since

$$
\begin{equation*}
g_{\rho a}=0, \quad \delta g_{\rho a}=0, \quad \mathcal{L}_{\xi} g_{\rho a}=0 \tag{3.1.61}
\end{equation*}
$$

Therefore the bulk surface charge one-form (3.1.57) is given by the generalization of the Iyer-Wald expression [14] when the asymptotic Killing vector is allowed to depend on the metric

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=-\delta k_{\xi}^{K}[g]+\frac{1}{8 \pi G}\left(d^{2} x\right)_{\mu \nu} \sqrt{-g}\left(\xi^{\nu}\left(\nabla^{\mu} \delta g-\nabla_{\sigma} \delta g^{\sigma \mu}\right)+\nabla^{\mu} \delta \xi^{\nu}\right) \tag{3.1.62}
\end{equation*}
$$

We say that surface charges are integrable if and only if

$$
\begin{equation*}
\int_{S}\left(\delta_{2} k_{\xi}\left[\delta_{1} g ; g\right]-(1 \leftrightarrow 2)\right)=0 . \tag{3.1.63}
\end{equation*}
$$

The integrable charges are then defined by integrating in phase space as

$$
\begin{equation*}
\mathcal{Q}[\xi ; g]=\int_{S} \int_{\gamma} k_{\xi}[\delta g ; g] \tag{3.1.64}
\end{equation*}
$$

where $\gamma$ is a path in the space of symmetric configurations, see [19] for more details. The charges are asymptotically linear, and thus reduce to the Abbott-Deser expressions (see also [18]), if

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=k_{\xi}[\delta g ; \bar{g}]=k_{\xi}[g-\bar{g} ; \bar{g}] . \tag{3.1.65}
\end{equation*}
$$

## Evaluating the charges for our Beig-Schmidt ansatz

Let us now review the explicit evaluation of the charge (3.1.64) for each asymptotic Killing vector (translations, supertranslations satisfying $(\square+3) \omega=0$, rotations, boosts and logarithmic translations). Although we have not considered yet in this chapter a phase space where logarithmic translations or generic supertranslations are allowed, we produce the generic (divergent) results here as these will be useful in the next section. The main goal of this section is to establish that in the case where logarithmic translations are discarded but even parity supertranslations satisfying $(\square+3) \omega=0$ can act on the phase space, i.e. $\sigma$ and $k_{a b}$ obey even parity conditions and $i_{a b}=0$, we recover the usual expressions for the Poincaré charges derived in previous works on asymptotically flat spacetimes in Lagrangian framework $[7,8,47,10,12]$. The only difference with those works, when parity conditions are imposed, is that we have allowed for even parity supertranslations by allowing the SDT tensor $k_{a b}$ to be non-zero. In agreement with the work of Regge and Teitelboim, we show that these charges are always zero.

In order to do the computation only once, we consider the vector field

$$
\begin{align*}
\xi^{\rho} & =\log \rho H(x)+(\omega(x)-H(x))+\frac{1}{\rho} F^{(2)}(\rho, x)+o\left(\rho^{-1}\right) \\
\xi^{a} & =\xi_{(0)}^{a}+\frac{\log \rho}{\rho} H^{a}(x)+\frac{1}{\rho} \omega^{a}(x)+\frac{1}{\rho^{2}} G^{(2) a}(\rho, x)+o\left(\rho^{-2}\right), \tag{3.1.66}
\end{align*}
$$

where $\omega$ stands for supertranslations (or translations), $H$ for logarithmic translations, and $\xi_{(0)}^{a}$ for the Killing vectors on $d S_{3}$. Remember that the functions $F^{(2)}$ and $G^{(2) a}$ are fixed in terms of $\omega, H$ and the first order fields such that the form of the generalized Beig-Schmidt ansatz is preserved.

Let us now plug the vector field (3.1.66) and our generalized ansatz (3.1.28) into (3.1.62) and make intensive use of the results stated between (3.1.29) and (3.1.36).

For the first term in (3.1.62), the Komar term, we find

$$
\begin{align*}
D^{\rho} \xi^{a}= & \frac{1}{\rho} \xi_{(0)}^{a}+\frac{1}{\rho^{2}}\left(-\frac{1}{2} k_{b}^{a} \xi_{(0)}^{b}-\sigma \xi_{(0)}^{a}+H^{a}\right)+\frac{\ln \rho}{\rho^{3}}\left(-i_{b}^{a} \xi_{(0)}^{b}-H \sigma^{a}+\sigma H^{a}-\frac{1}{2} k_{b}^{a} H^{b}\right) \\
& +\frac{1}{\rho^{3}}\left(-G^{(2) a}+\rho \partial_{\rho} G^{(2) a}-\sigma^{a} \omega+\sigma^{a} H-2 \sigma H^{a}-\frac{1}{2} k_{b}^{a} \omega^{b}+\sigma \omega^{a}\right. \\
& \left.+\left(-h_{b}^{(2) a}+\frac{1}{2} i_{b}^{a}+\frac{1}{2} k^{a c} k_{c b}-\sigma k_{b}^{a}+3 \sigma^{2} h_{b}^{(0) a}\right) \xi_{(0)}^{b}\right),  \tag{3.1.67}\\
D^{a} \xi^{\rho}= & -\frac{1}{\rho} \xi_{(0)}^{a}+\frac{1}{\rho^{2}}\left(\frac{1}{2} k_{b}^{a} \xi_{(0)}^{b}+\sigma \xi_{(0)}^{a}-H^{a}\right)+\frac{\ln \rho}{\rho^{3}}\left(i_{c}^{a} \xi_{(0)}^{c}+H \sigma^{a}-\frac{1}{2} k^{a b} H_{b}+3 \sigma H^{a}\right) \\
& +\frac{1}{\rho^{3}}\left(h_{(2)}^{a c} \xi_{c}^{(0)}+F_{(2)}^{a}-G^{(2) a}+k^{a b} H_{b}-H \sigma^{a}-2 \sigma H^{a}+\sigma^{a} \omega-\frac{1}{2} k_{b}^{a} \omega^{b}+3 \sigma \omega^{a}\right. \\
& \left.-\frac{1}{2} i_{b}^{a} \xi_{(0)}^{b}+\sigma k_{b}^{a} \xi_{(0)}^{b}-3 \sigma^{2} \xi_{(0)}^{a}-\frac{1}{2} k^{a c} k_{c b} \xi_{(0)}^{b}\right) . \tag{3.1.68}
\end{align*}
$$

The functions $F^{(2)}$ and $G^{(2) a}$ are fixed by computing

$$
\begin{align*}
\sqrt{-g}\left(D^{\rho} \xi^{a}+D^{a} \xi^{\rho}\right)= & \sqrt{-h_{(0)}}\left(\log \rho\left(-k^{a b} H_{b}+4 \sigma H^{a}\right)+F^{(2) a}-2 G^{(2) a}+\rho \partial_{\rho} G^{(2) a}\right. \\
& \left.-4 \sigma H^{a}-k_{b}^{a} \omega^{b}+4 \sigma \omega^{a}+k^{a b} H_{b}\right)+o\left(\rho^{0}\right) \tag{3.1.69}
\end{align*}
$$

Indeed, if we want the vector to be Killing up to order $o\left(\rho^{0}\right)$, we should impose

$$
\begin{equation*}
F^{(2) a}-2 G^{(2) a}+\rho \partial_{\rho} G^{(2) a}+(\log \rho-1)\left(-k^{a b} H_{b}+4 \sigma H^{a}\right)-k_{b}^{a} \omega^{b}+4 \sigma \omega^{a}=0 . \tag{3.1.70}
\end{equation*}
$$

Note that this is just another equivalent way of saying that we stay in the Beig-Schmidt frame under such transformations.

In the end, for the Komar term, we find

$$
\begin{equation*}
-16 \pi G \int_{\gamma} \delta K_{\xi}^{K} \equiv-\mathcal{A}[g]+\mathcal{A}[\bar{g}] \tag{3.1.71}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}[g]= & \sqrt{-g}\left(D^{\rho} \xi^{a}-D^{a} \xi^{\rho}\right)=\sqrt{-h_{(0)}}\left(2 \xi_{(0)}^{a} \rho^{2}+\left(-6 \sigma \xi_{(0)}^{a}-k_{b}^{a} \xi_{(0)}^{b}+2 H^{a}\right) \rho\right. \\
& +\ln \rho\left(-2 i_{b}^{a} \xi_{(0)}^{b}-2 H \sigma^{a}-2 \sigma H^{a}\right)+\left(\rho \partial_{\rho} G^{(2) a}-F^{(2) a}-2 \sigma^{a} \omega-2 \sigma \omega^{a}+2 \sigma^{a} H\right. \\
& \left.-4 \sigma H^{a}-k^{a b} H_{b}+\left(-2 h_{b}^{(2) a}+i_{b}^{a}+k^{a c} k_{c b}\right) \xi_{(0)}^{b}+\left(h^{(2)}+7 \sigma^{2}-\frac{1}{2} k_{a b} k^{a b}\right) \xi_{(0)}^{a}\right) \\
& +o\left(\rho^{0}\right) . \tag{3.1.72}
\end{align*}
$$

The last term in (3.1.62) is

$$
\begin{equation*}
\mathcal{B} \equiv \int_{\gamma} \sqrt{-g}\left(D^{\rho} \delta \xi^{a}-D^{a} \delta \xi^{\rho}\right)=\sqrt{-h_{(0)}}\left(\rho \partial_{\rho} G^{(2) a}-F^{(2) a}\right)+o\left(\rho^{0}\right) . \tag{3.1.73}
\end{equation*}
$$

To compute the last two terms of (3.1.62), we see that

$$
\begin{align*}
& D^{\rho} \delta g-D_{\sigma} \delta g^{\sigma \rho}=-\frac{6 \delta \sigma}{\rho^{2}}+\frac{1}{\rho^{3}}\left(-\delta h^{(2)}+18 \sigma \delta \sigma+\frac{1}{2} k^{a b} \delta k_{a b}\right)  \tag{3.1.74}\\
& D^{a} \delta g-D_{\sigma} \delta g^{\sigma a}=-\frac{2 \delta \sigma^{a}}{\rho^{3}}+o\left(\rho^{-3}\right) \tag{3.1.75}
\end{align*}
$$

which gives

$$
\begin{align*}
\sqrt{-g} \xi^{a}\left(D^{\rho} \delta g-D_{\sigma} \delta g^{\sigma \rho}\right)= & -6 \sqrt{-h_{(0)}} \delta \sigma \xi_{(0)}^{a} \rho-6 \sqrt{-h_{(0)}} \delta \sigma H^{a} \log \rho \\
& +\sqrt{-h_{(0)}}\left(\left(-\delta h^{(2)}+30 \sigma \delta \sigma+\frac{1}{2} k^{a b} \delta k_{a b}\right) \xi_{(0)}^{a}-6 \delta \sigma \omega^{a}\right) \\
& +o\left(\rho^{0}\right)  \tag{3.1.76}\\
\sqrt{-g} \xi^{\rho}\left(D^{a} \delta g-D_{\sigma} \delta g^{\sigma a}\right)= & \sqrt{-h_{(0)}}\left(-2 H \delta \sigma^{a} \log \rho-2(\omega-H) \delta \sigma^{a}\right)+o\left(\rho^{0}\right)
\end{align*}
$$

The integral in phase space turns out to be trivial

$$
\begin{align*}
\mathcal{C} \equiv & \int_{\gamma} \sqrt{-g} \xi^{\rho}\left(D^{a} \delta g-D_{\sigma} \delta g^{\sigma a}-\xi^{a}\left(D^{\rho} \delta g-D_{\sigma} \delta g^{\sigma \rho}\right)\right) \\
& =\sqrt{-h_{(0)}}\left[\left(6 \sigma \xi_{(0)}^{a}\right) \rho+\log \rho\left(-2 H \sigma^{a}+6 \sigma H^{a}\right)+\right. \\
& \left.\left(h_{(2)}-15 \sigma^{2}-\frac{1}{4} k_{a b} k^{a b}\right) \xi_{(0)}^{a}+6 \sigma \omega^{a}-2 \omega \sigma^{a}+2 H \sigma^{a}\right] \tag{3.1.77}
\end{align*}
$$

The final answer is

$$
\begin{equation*}
(16 \pi G) \int_{\gamma} k_{\xi}=(-\mathcal{A}[g]+\mathcal{A}[\bar{g}]+\mathcal{B}-\mathcal{C})\left(2\left(d^{2} x\right)_{\rho a}\right) \tag{3.1.78}
\end{equation*}
$$

The quadratically divergent term, present in (3.1.72), cancels between $-\mathcal{A}[g]$ and $\mathcal{A}[\bar{g}]$. The linear divergent term proportional to $\sigma$ in the Komar integral $\mathcal{A}$ cancels the one in $\mathcal{C}$. By convention, we express the charges in terms of $\hat{\xi}_{(0)}^{a}=-\xi_{(0)}^{a}$, so that the linear divergent term reduces to

$$
\begin{equation*}
\int_{S} \int_{\bar{g}}^{g} k_{\hat{\xi}_{(0)}}=\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h_{(0)}}\left(\frac{1}{2} k_{a}^{\tau} \hat{\xi}_{(0)}^{a} \rho\right) \tag{3.1.79}
\end{equation*}
$$

It is however identically zero after using the equations of motion for $k_{a b}$ and properties of integrals. In the end, we see that the final result has a log divergent piece and a finite piece

$$
\begin{align*}
Q[\xi ; g]= & \int_{S} \int_{\gamma} k_{\xi}[\delta g ; g] \\
= & \frac{1}{16 \pi G} \int_{S} d^{2} S n_{a}\left(\log \rho\left(-2 i_{b}^{a} \hat{\xi}_{(0)}^{b}+4 H \sigma^{a}-4 \sigma H^{a}\right)\right. \\
& +4 \sigma^{a} \omega-4 \sigma \omega^{a}-4 \sigma^{a} H+4 \sigma H^{a}+k^{a b} H_{b} \\
& \left.-2 \hat{\xi}_{(0)}^{b}\left(h_{b}^{(2) a}-\frac{1}{2} i_{b}^{a}-\frac{1}{2} k^{a c} k_{c b}+h_{b}^{(0) a}\left(-h^{(2)}+4 \sigma^{2}+\frac{3}{8} k_{c d} k^{c d}\right)\right)\right) \tag{3.1.80}
\end{align*}
$$

as expected from the logarithmic divergence of the symplectic structure.
Let us now study in more detail the charges associated to translations, supertranslations and Lorentz transformations. We will not consider logarithmic translations as these are not allowed in the phase space where even parity conditions are imposed. For the other symmetries, we try to stay as general as possible in the following, anticipating the considerations to be presented in section 3.3.

## Translations and supertranslations

Even without assuming parity conditions, the charges associated to translations and supertranslations are finite and asymptotically linear $k_{\xi}[\delta g ; g]=k_{\xi}[\delta g ; \bar{g}]$. They reduce to

$$
\begin{equation*}
Q[\xi ; g]=\frac{1}{4 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} n_{a}\left(\sigma^{a} \omega-\sigma \omega^{a}\right) \tag{3.1.81}
\end{equation*}
$$

One can check that the charges are also conserved as we restrict ourselves to supertranslations satisfying $(\square+3) \omega=0$, so that $\mathcal{D}_{a}\left(\sigma^{a} \omega-\sigma \omega^{a}\right)=\square \sigma \omega-\sigma \square \omega=0$.

For translations, the expression for the charges can be further simplified by noticing that, when $\omega_{a b}+\omega h_{a b}^{(0)}=0$, we have

$$
\begin{equation*}
2 \omega \sigma_{b}-2 \omega_{b} \sigma=-E_{b}^{(1) a} \omega_{a}-2 \mathcal{D}^{a}\left(\omega_{[a} \sigma_{b]}\right) \tag{3.1.82}
\end{equation*}
$$

One recovers the well-known expression for the four-momenta, already obtained in (2.5.6),

$$
\begin{equation*}
Q_{(\mu)}[g ; \bar{g}]=-\frac{1}{8 \pi G} \int_{S} d^{2} S E_{a b}^{(1)} n^{a} \mathcal{D}^{b} \zeta_{(\mu)}, \tag{3.1.83}
\end{equation*}
$$

where the four scalars $\zeta_{(\mu)}, \mu=0,1,2,3$ are the four solutions of $\mathcal{D}_{a} \mathcal{D}_{b} \zeta_{(\mu)}+h_{a b}^{(0)} \zeta_{(\mu)}=0$. The vector $\partial / \partial t$ in the $3+1$ asymptotic frame $(t, r, \theta, \phi)$ corresponds to the translation $\zeta_{(0)}=-\sinh \tau$. One can check [45] that the charge $Q_{(0)}$ for the Schwarzschild black hole of mass $m$ is $+m$ after identifying $\sigma=G m \cosh 2 \tau \operatorname{sech} \tau$, as it should.

For supertranslations, when parity even conditions are imposed on both $\sigma$ and $k_{a b}, \omega$ also has to be parity even. One realizes from expression (3.1.81) that supertranslation charges identically vanish in this case. Note that this does not apply to translations $\omega=\zeta_{(\mu)}$, which are of odd parity, as these are still allowed and are associated with non-trivial charges.

## Lorentz charges

As we can see from (3.1.80), the expression for the bulk charge admits a logarithmic divergence and a finite piece. The logarithmically divergent piece of the Lorentz charges takes the form

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=-\frac{\log \Lambda}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} i_{a b} \xi_{(0)}^{a} n^{b}+O\left(\Lambda^{0}\right) \tag{3.1.84}
\end{equation*}
$$

It can be expressed using the linearization stability constraints (2.6.25) as

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=-\frac{\log \Lambda}{4 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(T_{a b}^{(\sigma)}+T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b}+O\left(\Lambda^{0}\right) \tag{3.1.85}
\end{equation*}
$$

where $T_{a b}^{(\sigma)}$ and $T_{a b}^{(k)}$ are the stress-tensors of the actions (2.6.28). The finite part of the Lorentz charges can be written as

$$
\begin{align*}
\mathcal{Q}_{-\xi_{(0)}}[g ; \bar{g}]= & \frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(-h_{a b}^{(2)}+\frac{1}{2} i_{a b}+\frac{1}{2} k_{a}^{c} k_{c b}\right. \\
& \left.+h_{a b}^{(0)}\left(8 \sigma^{2}+\sigma^{c} \sigma_{c}-\frac{1}{8} k_{a b} k^{a b}+k_{c d} \sigma^{c d}\right)\right) \xi_{(0)}^{a} n^{b} . \tag{3.1.86}
\end{align*}
$$

where we used the second order equation $h^{(2)}=12 \sigma^{2}+\sigma_{c} \sigma^{c}+\frac{1}{4} k_{c d} k^{c d}+k_{c d} \sigma^{c d}$. The charges are also conserved as a consequence of the momentum equation (2.2.54).

Let us remark here that, following considerations presented in the previous chapter, the finite part of the charges given in (3.1.86) can be written in two equivalent ways as

$$
\begin{align*}
& \mathcal{J}_{(i)} \equiv \frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\text {rot }(i)}^{a} n^{b}=-\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\text {boost }(i)}^{a} n^{b}, \\
& \mathcal{K}_{(i)} \equiv \frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\text {boost }(i)}^{a} n^{b}=\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\text {rot }(i)}^{a} n^{b}, \tag{3.1.87}
\end{align*}
$$

where $V_{a b}, W_{a b}$ are defined in (2.6.17)-(2.6.18).
When parity conditions hold, the integral of all quadratic pieces vanish and so does the divergent part (the integral of $i_{a b}$ vanishes as a consequence of the linearization stability constraints). It then implies that asymptotic linearity ( 3.1 .89 ) holds and the charges thus agree with the Abbott-Deser formula

$$
\begin{equation*}
Q_{-\xi_{(0)}}[g ; \bar{g}]=\int_{S} k_{-\xi_{(0)}}[g-\bar{g} ; \bar{g}] . \tag{3.1.88}
\end{equation*}
$$

One can check [45] that for the Kerr black hole, one gets the standard result $\mathcal{J}_{(3)}=+m a$ for $\xi_{(0), r o t}=\frac{\partial}{\partial \phi}$.

When parity conditions are not imposed on $\sigma$ and $k_{a b}$, the charges have a divergent contribution and contain a finite part with quadratic terms in the fields that cannot be obtained from the linearized theory alone. In other words, the property of asymptotic linearity

$$
\begin{equation*}
k_{\xi}[\delta g ; g]=k_{\xi}[\delta g ; \bar{g}], \tag{3.1.89}
\end{equation*}
$$

would not hold for Lorentz transformations in this case.

## An extended covariant phase space

We have thus seen that from the symplectic structure, when imposing $i_{a b}=0$ and $\sigma, k_{a b}$ to be parity even, one can define Poincaré charges that are asymptotically linear and thus reduce to standard results known in the litterature. Also, we have generalized the phase space of ABR [57] by allowing for an SDT parity even $k_{a b}$. We have thus allowed for even parity supertranslations that obey $(\square+3) \omega=0$. In agreement with the work of Regge and Teitelboim, we have seen that the associated charges are trivial.

### 3.2 Mann-Marolf counter-term charges and parity conditions

As we have seen in the previous section, the Einstein-Hilbert action is stationary, upon varying it, up to a boundary term. It was realized by G . Gibbons and S . Hawking in [61] that when one considers variations with $\delta h_{a b}=0$ on the boundary, one should add a boundary term to the Einstein-Hilbert action to have a good variational principle. This term is known as the Gibbons-Hawking term

$$
\begin{equation*}
S=S_{E H}+S_{G H}, \quad S_{G H} \equiv 2 \int_{\partial \mathcal{M}} K \tag{3.2.1}
\end{equation*}
$$

where $K$ is the trace of the extrinsic curvature. In a more general way, one would like to consider an action principle which is stationary under the full class of variations corresponding to the space of paths under which the integral is performed. The boundary terms should then vanish under any allowed variations, and not just say $\delta h_{a b}=0$. The action (3.2.1) is actually well defined for spatially compact geometries but may diverge for non-compact ones (see also [62]). To define the action in this latter case, one should choose a reference background $g_{0}$ and write

$$
\begin{equation*}
S^{\prime}=S[g]-S\left[g_{0}\right]=S_{E H}+2 \int_{\partial \mathcal{M}}\left(K-K_{0}\right) \tag{3.2.2}
\end{equation*}
$$

The Mann-Marolf counterterm is a prescription for a good variational principle for asymptotically flat spacetimes which are described by metrics of the Beig-Schmidt form. Inspired by this "reference background approach" just described, see also [61, 62, 63, 64, 65, $66,67,68,69]$, it was proposed in [17] to define the action for asymptotically flat spacetimes as

$$
\begin{equation*}
S_{M M}=\frac{1}{16 \pi G} \int_{\mathcal{M}} d^{4} x \sqrt{-g} R+\frac{1}{8 \pi G} \int_{\rho=\Lambda} d^{3} x \sqrt{-h}(K-\hat{K}) \tag{3.2.3}
\end{equation*}
$$

where $\hat{K} \equiv h^{a b} \hat{K}_{a b}$ and $\hat{K}_{a b}$ is defined to satisfy

$$
\begin{equation*}
\mathcal{R}_{a b}=\hat{K}_{a b} \hat{K}-\hat{K}_{a}^{c} \hat{K}_{c b}, \tag{3.2.4}
\end{equation*}
$$

where $\mathcal{R}_{a b}$ is the Ricci tensor of the boundary metric $h_{a b}$ at a cut-off $\rho=\Lambda$. This equation, because it is quadratic in $\hat{K}_{a b}$, admits more than one solution for $\hat{K}_{a b}$. The prescription of [17] consists of choosing the solution that asymptotes to the extrinsic curvature of the boundary of Minkowski space as the cut-off $\rho=\Lambda$ is taken to infinity. It was then shown that the action is finite on-shell and also that asymptotically flat solutions are stationary points under all variations preserving asymptotic flatness. Indeed, one starts by computing the variation of the action for asymptotically flat spacetimes that are defined as spacetimes admitting a Beig-Schmidt expansion. One can check that this variation is equal on-shell to (see also [48] and [45] for computational details)

$$
\begin{equation*}
\delta S_{M M}=-\frac{1}{16 \pi G} \int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}} E^{(1) a b} \delta k_{a b} \tag{3.2.5}
\end{equation*}
$$

where $E_{a b}^{(1)}=-\sigma_{a b}-\sigma h_{a b}^{(0)}$ is the first order electric part of the Weyl tensor and boundary terms at the future and past boundaries, let us call them $C_{ \pm}$, have been neglected. We will
study in more detail the importance of these contributions at the end of this section. Here, Einstein's equations imply that $h_{a b}^{(0)}$ is locally the metric on the hyperboloid and therefore we set $\delta h_{a b}^{(0)}=0$ by fixing the boundary metric to be the unit hyperboloid.

Now, the variation of the action as obtained in (3.2.5) is obviously zero if we consider, as is done in [17], the phase space where $\delta k_{a b}=0$. However, after integrations by parts, one can also write (3.2.5) as

$$
\begin{equation*}
\delta S_{M M}=\frac{1}{16 \pi G} \int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(-\sigma^{a} \delta\left(\mathcal{D}^{b} k_{a b}\right)+\sigma \delta\left(h^{(0) a b} k_{a b}\right)\right) \tag{3.2.6}
\end{equation*}
$$

We thus see that a good variational principle can be defined under the more general assumption that the symmetric tensor $k_{a b}$ is a traceless and divergenceless tensor

$$
\begin{equation*}
k_{a}^{a}=0, \quad \mathcal{D}^{b} k_{a b}=0 \tag{3.2.7}
\end{equation*}
$$

This action provides thus also a good variational principle for asymptotically flat spacetimes defined by our generalized ansatz when $k_{a b}$ is restricted to be an SDT tensor ${ }^{1}$. This is our justification for having considered solutions with $k_{a b}$ non-trivial but such that $k_{a b}$ is an SDT tensor.

## Boundary stress-energy tensor

Here, let us stick for a moment to the stronger assumption $k_{a b}=0$. Based on this good variational principle, where the action has been supplemented by a counterterm, it was proven natural in [17] to define a renormalized, or boundary, stress-energy tensor. The boundary stress tensor is defined as the functional derivative of the on-shell action with respect to $h_{a b}$

$$
\begin{equation*}
T_{a b} \equiv-\frac{2}{\sqrt{-h}} \frac{\delta S}{\delta h^{a b}}=-\frac{1}{8 \pi G}\left(\pi_{a b}-\hat{\pi}_{a b}+\Delta_{a b}\right) \tag{3.2.8}
\end{equation*}
$$

where $\pi^{a b}$ is the conjugate momenta defined as $\pi^{a b}=K h^{(0) a b}-K^{a b}$, but also $\hat{\pi}^{a b}=$ $\hat{K} h^{(0) a b}-\hat{K}^{a b}$ and $\Delta_{a b}$ is an additional term that was first overlooked in [17] but later dealt with in [45]. The formal expression for $\Delta_{a b}$ is not needed here but can be found in appendix A of [45], see also [48]. The asymptotic expansion of the stress tensor is given by [45]

$$
\begin{equation*}
T_{a b}=\frac{1}{8 \pi G}\left(T_{a b}^{(1)}+\frac{T_{a b}^{(2)}+\Delta_{a b}^{(2)}}{\rho}+o\left(\rho^{-1}\right)\right) \tag{3.2.9}
\end{equation*}
$$

[^13]where [17, 51, 45]
\[

$$
\begin{align*}
T_{a b}^{(1)}= & E_{a b}^{(1)}=-\sigma_{a b}-\sigma h_{a b}^{(0)},  \tag{3.2.10}\\
T_{a b}^{(2)}= & -h_{a b}^{(2)}+\left(\frac{5}{2} \sigma^{2}+\sigma_{c} \sigma^{c}+\frac{1}{2} \sigma_{c d} \sigma^{c d}\right) h_{a b}^{(0)}-2 \sigma_{a} \sigma_{b}-\sigma \sigma_{a b}-\sigma_{a}{ }^{c} \sigma_{c b}  \tag{3.2.11}\\
= & E_{a b}^{(2)}-\gamma_{a b}  \tag{3.2.12}\\
\gamma_{a b}= & 2 \sigma \sigma_{a b}+\frac{5}{2} \sigma^{2} h_{a b}^{0}+\sigma_{a}^{c} \sigma_{c b}-\frac{1}{2} \sigma_{c d} \sigma^{c d} h_{a b,}^{0}  \tag{3.2.13}\\
\Delta_{a b}^{(2)}= & -\frac{1}{4}\left[9 \sigma_{c} \sigma^{c} h_{a b}^{(0)}-29 \sigma_{a} \sigma_{b}+63 \sigma \sigma_{a b}+24 \sigma_{a p} \sigma_{b}^{p}-5 \sigma_{c d} \sigma^{c d} h_{a b}^{(0)}+45 \sigma^{2} h_{a b}^{(0)}\right. \\
& \left.\quad-3 \sigma_{m n p} \sigma^{m n p} h_{a b}^{(0)}+9 \sigma_{p q(a} \sigma^{p q}{ }_{b)}-3 \sigma^{p q} \sigma_{p q(a b)}-2 \sigma^{e} \sigma_{e(a b))}\right] . \tag{3.2.14}
\end{align*}
$$
\]

Here, $E_{a b}^{(1)}$ and $E_{a b}^{(2)}$ are the first and second order terms in the expansion of the electric part of the Weyl tensor.

## Counter-term charges and Ashtekar Hansen charges revisited

The boundary stress tensor (3.2.8) obtained from the action (3.2.3) can be used to define the conserved charges [17]

$$
\begin{equation*}
Q[\xi]=\frac{1}{8 \pi G} \int_{S_{\rho}} d^{2} S \sqrt{-h} T_{a b} u^{a} \xi^{b} \tag{3.2.15}
\end{equation*}
$$

for any asymptotic Killing field $\xi^{a}$, where $h_{a b}$ is the induced metric on the hyperboloid $\mathcal{H}_{\rho}$ defined as a constant $\rho$ slice, $S_{\rho}$ is a Cauchy surface in $\mathcal{H}_{\rho}$ and $u^{a}$ is a timelike unit vector in $\mathcal{H}_{\rho}$ normal to $S_{\rho}$. Expanding the expression in powers of $\rho$ for rotations and boosts, one notices a potentially linearly divergent term in $\rho$. However, since $E_{a b}^{(1)}$ admits $\sigma$ as its scalar potential, the divergent term is in fact zero [8]. Then, the finite part ${ }^{2}$ of $(3.2 .15)$ reduces to $[51,45]$

$$
\begin{equation*}
Q\left[\xi_{(0)}\right]=\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h_{(0)}}\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}-\gamma_{a b}-\Delta_{a b}^{(2)}\right) \xi_{(0)}^{a} n^{b} \tag{3.2.16}
\end{equation*}
$$

where $n^{a}$ is the leading order coefficient of $u^{a}$ in the asymptotic expansion and $S$ is the unit two-sphere. It is now easy to show that $\gamma_{a b}$ does not contribute to conserved charges as

$$
\begin{equation*}
\gamma_{a b} \xi_{(0)}^{a}=D^{a}\left(\xi_{(0)}^{c} D_{[a} \kappa_{b] c}+\kappa_{c[a} D_{b]} \xi_{(0)}^{c}\right)+D^{a}\left(\sigma^{2} D_{[a} \xi_{b]}^{(0)}\right)-4 D^{a}\left(\sigma \sigma_{[a} \xi_{b]}^{(0)}\right), \tag{3.2.17}
\end{equation*}
$$

where $\kappa_{a b} \equiv T_{a b}^{(\sigma)}$, can be written as a total divergence on $S$. The tensor $\Delta_{a b}^{(2)}$ also does not contribute to conserved charges. Indeed, from our classification of SD tensors in section 2.3.2, one realizes that it can be written as

$$
\begin{equation*}
\Delta_{a b}^{(2)}=-\frac{7}{4}\left(\operatorname{curl}^{2} \kappa\right)_{a b}-\frac{3}{4}\left(\operatorname{curl}^{4} \kappa\right)_{a b} \tag{3.2.18}
\end{equation*}
$$

[^14]Imposing the linearization stability constraints stating that $\kappa_{a b}$ must be associated to trivial charges, the result immediately follows. Thus, expression (3.2.16) simply reduces to our previous expression (2.6.30)-(2.6.31)

$$
\begin{equation*}
Q\left[\xi_{(0)}\right]=\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h_{(0)}}\left(E_{a b}^{(2)}-\sigma E_{a b}^{(1)}\right) \xi_{(0)}^{a} n^{b} . \tag{3.2.19}
\end{equation*}
$$

We have thus shown that the linearization stability constraints, established in the previous chapter, are all that is needed to show the equivalence between the counter-term charges given in terms of the electric part of the Weyl tensor and the Ashtekar-Hansen charges given in terms of the magnetic part of the Weyl tensor. Note that this was expected as we proved in the previous chapter that only six non-trivial independent charges associated to Killing vectors can be defined. It would be interesting to see if the construction of a boundary stress-energy tensor can be generalized when $k_{a b}$ and/or $i_{a b}$ are non-trivial.

## Parity conditions and boundary contributions in the variational principle

In $[51,45]$, the equivalence between the counter-term charges and the Ashtekar-Hansen charges was established using the even parity condition on $\sigma$

$$
\begin{equation*}
\sigma(\tau, \theta, \phi)=\sigma(-\tau, \pi-\theta, \phi+\pi) \tag{3.2.20}
\end{equation*}
$$

We have reviewed in the two previous sections that, both in Hamiltonian framework or in covariant phase space methods, asymptotically flat spacetimes at spatial infinity have only been defined when parity conditions on the first order part of the boundary fields are imposed. We have seen that these conditions have been introduced so that Lorentz charges are finite and so that the canonical structure, or in Lagrangian formalism the covariant symplectic structure, is also finite. Now, as we have reviewed here with the Mann-Marolf construction [17], see also [61,62], it seems that asymptotically flat spacetimes at spatial infinity admit a variational principle whether or not parity conditions on the first order part of the boundary fields in the asymptotic cylindrical or hyperbolic radial expansion hold, at least when one neglects boundary terms at the past and future boundaries [61,62,17]. It is however quite intriguing that even though the action is finite, the symplectic structure and the conserved charges are infinite when parity conditions do not hold. One would like to think that the action determines the entire dynamics and therefore in particular the symplectic structure and conserved charges ${ }^{3}$. This apparent puzzle was one of the motivations of the work presented in the next section. To understand the mismatch, one has to realize that

The boundary contributions in the variational principle of Mann and Marolf [17] vanish if one imposes parity conditions but do not in general. These boundary contributions are responsible for the logarithmic divergence of the covariant symplectic structure when parity conditions are not imposed.

[^15]Although we have not stated so previously, the construction of the boundary stresstensor thus implicitly assumes that parity conditions have been imposed. To see how those boundary contributions emerge and reproduce the logarithmic divergence of the symplectic structure, we limit the domain where the variational principle is defined between an initial and a final spacelike hypersurface that we denote as $\Sigma_{ \pm}$. The spheres lying at the intersection of the boundary hyperboloid $\mathcal{H}$ with the hypersurfaces $\Sigma_{ \pm}$are denoted as $S_{ \pm}$and are defined at hyperboloid times $\tau=\tau_{ \pm}$, see Figure 3.1.


Figure 3.1: The variational principle is defined in the spacetime delimited by initial and final time slices $\Sigma_{ \pm}$and the hyperbolic cut-off $\mathcal{H}$.

Following previous discussions, we find

$$
\begin{equation*}
\delta S_{M M}=\mathcal{C}_{ \pm} \tag{3.2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{ \pm}= \pm \frac{1}{16 \pi G} \int_{\Sigma_{ \pm}}\left(d^{3} x\right)_{\mu} \Theta^{\mu}[\delta g] \tag{3.2.22}
\end{equation*}
$$

and where $\Theta^{\mu}[\delta g]\left(d^{3} x\right)_{\mu}$ is the presymplectic form. Using the asymptotic expansion of the fields and $\int_{\Sigma}\left(d^{3} x\right)_{a} \Theta^{a}=-\int^{\rho=\Lambda} d \rho \int_{S}\left(d^{2} x\right)_{a} \Theta^{a}$, we obtain that

$$
\begin{equation*}
\mathcal{C}_{ \pm}=\mp \frac{\log \Lambda}{16 \pi G} \int_{S_{ \pm}} d^{2} S \sqrt{-h_{(0)}} n_{a}\left(4 \sigma \mathcal{D}^{a} \delta \sigma+\frac{1}{2} k^{b c} \mathcal{D}^{a} \delta k_{b c}\right)+\mathcal{F}_{ \pm} \tag{3.2.23}
\end{equation*}
$$

where we denote by $\mathcal{F}_{ \pm}$the finite terms that are obtained from integrating the presymplectic form in the bulk of $\Sigma_{ \pm}$after removing the logarithmic divergences. We expect that the finite terms $\mathcal{F}_{ \pm}$might be set to zero by imposing appropriate boundary conditions on $\Sigma_{ \pm}$and by adding appropriate boundary terms to the action on $\Sigma_{ \pm}$. The derivation of the boundary conditions and boundary terms at $\Sigma_{ \pm}$would require a careful analysis that we will not perform here.

Having derived the boundary contributions to the variational principle, we see that the logarithmically divergent term in (3.2.23) cannot be set to zero for general variations $\delta \sigma$,
$\delta k_{a b}$ unless additional boundary conditions are imposed on the first order fields. If one imposes that $\sigma$ and $k_{a b}$ satisfy specific parity conditions, then these boundary conditions vanish. For generic $\sigma$ and $k_{a b}$, one could compute the contribution of these boundary terms to the symplectic structure and would actually recover the divergent part we obtained before

$$
\begin{equation*}
\left.W\left[\delta_{1} g ; \delta_{2} g\right]\right|_{\Sigma}=\frac{\log \Lambda}{4 \pi G}\left(d^{3} x\right)_{a} \sqrt{-h^{(0)}}\left(\delta_{1} \sigma \mathcal{D}^{a} \delta_{2} \sigma-\frac{1}{4} \epsilon^{a c e} \delta_{1} k_{c}^{d} \delta_{2} B_{e d}^{(1)}-(1 \leftrightarrow 2)\right)+o\left(\rho^{-1}\right) . \tag{3.2.24}
\end{equation*}
$$

To summarize, we have seen that the variational principle is actually ill-defined on future and past boundaries $\Sigma_{ \pm}$when parity conditions are not imposed. As a direct consequence of this, one sees that the contributions to the symplectic structure of the boundary terms (3.2.23) make the symplectic structure infinite. The Mann-Marolf action we have described in this section is thus only a valid variational principle, i.e. boundary contributions can be neglected so that $\delta S_{M M}=0$, if some other boundary conditions such as the parity conditions hold. We review in the next section another way to regulate these infinities without imposing parity conditions, allowing us to deal with a phase space where logarithmic and generic supertranslations satisfying $(\square+3) \omega=0$ are allowed transformations.

### 3.3 Relaxing parity conditions

Both in the usual covariant phase space and in the Hamiltonian framework, different logarithmic translation frames or generic parity supertranslation frames are not related by transformations associated with finite Hamiltonian or Lagrangian generators when one uses the standard canonical bracket or symplectic structure. There is therefore no covariant phase space or canonical space that encompasses spacetimes or initial data surfaces with such different frames. Now, either these frames are unphysical or they are physical. On the one hand, if they are unphysical, one would expect that the corresponding transformations are pure gauge (see [50] for arguments that logarithmic translations are unphysical). The fact that logarithmic translations and generic parity supertranslations are not degenerate directions of the symplectic structure - they are not allowed directions of the symplectic structure in the first place - is however in tension with the intuition that pure gauge transformations should be degenerate directions of the symplectic structure. On the other hand, if the choice of frame has some implication for the dynamics of the theory, it is important to consider those transformations and study if the infinities can be suitably regularized. If an enlarged phase space exists where both logarithmic and generic supertranslations are allowed in the first place, it would allow us to settle these questions of frame-fixing. However, there does not exist in the literature a construction of a consistent phase space where parity conditions have not been imposed.

We have just seen that this relaxation will strongly rely on the regulation of the standard covariant phase space symplectic structure. In Hamiltonian formalism, this would equivalently rely on the canonical bracket defined from the canonical fields ${ }^{3} g_{i j}$ and $\pi^{i j}$. Now, it is important to remember from chapter 1 that the definition of the canonical structure depends on what fields are considered to be canonical. We reviewed that in the work of [6], the asymptotic values for the shift and lapse functions at infinity should be considered as
additional canonical variables in addition to ${ }^{3} g_{i j}$ and $\pi^{i j}$. The consideration of additional canonical variables might then lead to a modification of the canonical structure. Also, we have seen above that the algebraic derivation of the covariant phase space symplectic structure from the bulk Lagrangian suffers from ambiguities [13, 14] and that the MannMarolf variational principle is well-defined only under the assumption that future and past boundary terms can be dealt with without affecting the analysis at spatial infinity.

In this section, we show that four-dimensional asymptotically flat spacetimes at spatial infinity can be defined from first principles without imposing parity conditions or restrictions on the Weyl tensor. In section 3.3.1, the Einstein-Hilbert action is shown to be a correct variational principle when it is supplemented by an anomalous counter-term which breaks asymptotic translation, supertranslation and logarithmic translation invariance. We also fix the ambiguity in the definition of the symplectic structure by looking at the contribution of the counterterms added to the action such that they minimally cancel the divergences that are present in the absence of parity conditions. We see in section 3.3 .2 that the contributions of those counter-terms to the charges make the Poincare transformations as well as the supertranslations and the logarithmic translations finite, conserved and nontrivial. Lorentz charges are generally non-linear functionals of the asymptotic fields but reduce to well-known linear expressions when parity conditions hold. In section 3.3.3, we discuss how those transformations represent the asymptotic symmetry group. We see that Lorentz charges as well as logarithmic translations transform anomalously under a change of regulator. Eventually, in section 3.3.4, we briefly discuss how this covariant construction can be translated into the Hamiltonian formalism.

### 3.3.1 Action principle and finite symplectic structure

As another mechanism for canceling the logarithmic divergence, without assuming that $\sigma$ or $k_{a b}$ obey parity conditions, we simply propose to add to the action the following boundary counter-term

$$
\begin{equation*}
S=S_{M M}+\frac{\log \Lambda}{4 \pi G}\left(S^{(\sigma)}+S^{(k)}\right) \tag{3.3.1}
\end{equation*}
$$

where $S^{(\sigma)}$ and $S^{(k)}$ are the actions

$$
\begin{align*}
S^{(\sigma)} & =\int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(\frac{1}{2} \sigma(\square+3) \sigma\right) \pm \frac{1}{2} \int_{S_{ \pm}}\left(d^{2} x\right)_{a} \sigma \mathcal{D}^{a} \sigma \\
& =\int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(-\frac{1}{2} \mathcal{D}_{a} \sigma \mathcal{D}^{a} \sigma+\frac{3}{2} \sigma^{2}\right) \pm \int_{S_{ \pm}}\left(d^{2} x\right)_{a} \sigma \mathcal{D}^{a} \sigma  \tag{3.3.2}\\
S^{(k)} & =\int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(\frac{1}{16} k^{a b}(\square-3) k_{a b}\right) \pm \frac{1}{16} \int_{S_{ \pm}}\left(d^{2} x\right)_{a} k^{c d} \mathcal{D}^{a} k_{c d} \\
& =\int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(\frac{1}{4} B^{(1) a b} B_{a b}^{(1)}\right) \pm \frac{1}{8} \int_{S_{ \pm}}\left(d^{2} x\right)_{a} k^{c d} \mathcal{D}^{a} k_{c d} \tag{3.3.3}
\end{align*}
$$

for the scalar $\sigma$ and the SDT tensor $k_{a b}$ defined on the hyperboloid. In the above expression, we have defined

$$
\begin{align*}
\pm \int_{S_{ \pm}}\left(d^{2} x\right)_{a} \sigma \mathcal{D}^{a} \sigma & \equiv+\int_{S_{+}}\left(d^{2} x\right)_{a} \sigma \mathcal{D}^{a} \sigma-\int_{S_{-}}\left(d^{2} x\right)_{a} \sigma \mathcal{D}^{a} \sigma \\
\pm \int_{S_{ \pm}}\left(d^{2} x\right)_{a} k^{c d} \mathcal{D}^{a} k_{c d} & \equiv+\int_{S_{+}}\left(d^{2} x\right)_{a} k^{c d} \mathcal{D}^{a} k_{c d}-\int_{S_{-}}\left(d^{2} x\right)_{a} k^{c d} \mathcal{D}^{a} k_{c d} \tag{3.3.4}
\end{align*}
$$

Note that, apart from boundary terms at $S_{ \pm}$, these are precisely the actions for the fields $\sigma$ and $k_{a b}$ we already obtained in (2.6.28) when discussing linearization stability constraints of Einstein's equations. As we have said at that time, the variations of the actions $S^{(\sigma)}$ and $S^{(k)}$ reduce on-shell to a boundary term at $S_{ \pm}$because the equations of motion for $S^{(\sigma)}$ and $S^{(k)}$ are precisely the equations obeyed by $\sigma$ and $k_{a b}$ obtained from Einstein's equations.

When parity conditions hold, the variations of the actions $S^{(\sigma)}$ and $S^{(k)}$ are identically zero off-shell. In the absence of parity conditions, when varying the action we see that the sum of the bulk and counter-term boundary terms at $S_{ \pm}$precisely cancel, for the choice of coefficients in (3.3.1) and the choice of boundary terms in the actions (3.3.2)-(3.3.3). We therefore obtained a variational principle without need for parity conditions. The terms that we added to the Mann-Marolf action at the spatial boundary are boundary terms which vanish on-shell and whose variations are also zero on-shell. In some sense, our approach is a refinement of [17] which consists in fixing the off-shell boundary value of the action at spatial infinity, which was left unfixed in [17], in order to cancel the divergences at the boundary of $\Sigma_{ \pm}$.

The action (3.3.1) explicitly breaks translation, logarithmic translation and supertranslation invariance but does not break Lorentz invariance. The presence of logarithmic counter-terms is reminiscent of the Weyl anomaly $[70,71]$ in the holographic renormalization of anti-de Sitter spacetimes in odd spacetime dimensions [72]. We will refer to the action

$$
\begin{equation*}
\mathcal{A}=\frac{1}{8 \pi G} \int_{\mathcal{H}} d^{3} x \sqrt{-h^{(0)}}\left(\sigma(\square+3) \sigma+\frac{1}{8} k^{a b}(\square-3) k_{a b}\right), \tag{3.3.5}
\end{equation*}
$$

as the (super/log-)translation anomaly. The anomaly is invariant under all symmetries that are broken. Indeed, translations do not act on the fields $\sigma$ and $k_{a b}$. Logarithmic translations act as $\delta_{H} \sigma=H$ and supertranslations as $\delta_{\omega} k_{a b}=2 \omega_{a b}+2 \omega h_{a b}^{(0)}$ but the anomaly is invariant up to boundary terms at timelike boundaries (that we neglect for this argument). Therefore, the Noether charges of the anomaly associated with the (super/log)-translation symmetries represent the algebra of (super/log)-translations. The Wess-Zumino consistency conditions [73] are therefore obeyed. Since no holographic model for asymptotically flat spacetimes is known, we unfortunately cannot try to match the flat spacetime anomaly to a QFT model.

Even though the anomaly is zero on-shell for all metrics obeying the boundary conditions, it affects the dynamics mainly because its symplectic structure is non-zero on-shell as we now review.

## A finite symplectic structure

Now that we have found another way to regulate infinities in the action in the absence of parity conditions, we propose to fix the ambiguity $[13,14]$ in the definition of the symplectic structure using the boundary terms in the action principle (3.3.1). Effectively, we fix the boundary terms in the symplectic structure in such a way that the logarithmic divergences, present when parity conditions are not imposed, cancel. The final symplectic structure that we define has the form

$$
\begin{equation*}
\Omega\left[\delta_{1} g, \delta_{2} g\right]=\Omega_{\text {bulk }}\left[\delta_{1} g, \delta_{2} g\right]+\Omega_{\text {c.t. }}\left[\delta_{1} \sigma, \delta_{1} k ; \delta_{2} \sigma, \delta_{2} k\right] \tag{3.3.6}
\end{equation*}
$$

where $\Omega_{\text {bulk }}$ is the standard bulk symplectic structure and $\Omega_{\text {c.t. }}$ is precisely the boundary symplectic structure that can be derived from the boundary action in (3.3.1). Indeed, even though the logarithmic counter-term action is zero on-shell, it has a non-vanishing boundary contribution to the symplectic structure. The free actions for $\sigma$ and $k_{a b}$ introduced in (3.3.2)(3.3.3) are zero on-shell but their symplectic structures (defined with the same conventions as in the bulk) are the Klein-Gordon norm and the symplectic norm between two traceless transverse fields given by the integral of

$$
\begin{align*}
& \omega_{(\sigma)}\left[\delta_{1} \sigma, \delta_{2} \sigma\right]=\left(d^{2} x\right)_{a} \sqrt{-h^{(0)}}\left(\delta_{1} \sigma \partial^{a} \delta_{2} \sigma-(1 \leftrightarrow 2)\right)  \tag{3.3.7}\\
& \omega_{(k)}\left[\delta_{1} k, \delta_{2} k\right]=\left(d^{2} x\right)_{a} \sqrt{-h^{(0)}}\left(\frac{1}{4} \epsilon^{a d c} \delta_{1} B_{c}^{(1) b} \delta_{2} k_{d b}-(1 \leftrightarrow 2)\right), \tag{3.3.8}
\end{align*}
$$

over the sphere which is generally non-vanishing ${ }^{4}$. The total symplectic structure is then defined as announced in (3.3.6) with

$$
\begin{equation*}
\Omega_{c . t .}\left[\delta_{1} \sigma, \delta_{1} k, \delta_{2} \sigma, \delta_{2} k\right]=\frac{\log \Lambda}{4 \pi G} \int_{S}\left(\omega^{(\sigma)}\left[\delta_{1} \sigma, \delta_{2} \sigma\right]+\omega^{(k)}\left[\delta_{1} k, \delta_{2} k\right]\right) \tag{3.3.9}
\end{equation*}
$$

The resulting prescription for fixing the boundary terms in the symplectic structure left unfixed in [58, 13, 14] amounts to the prescription argued in [74] to fix the boundary terms in the symplectic structure using the symplectic structure of the boundary terms of the action. Now, we see that this prescription is justified by the existence of a variational principle when past and future boundaries are taken into account.

### 3.3.2 Covariant phase space charges

In this section, we go back to the covariant phase space charges and look at the contributions coming from the boundary symplectic structure (3.3.9). Indeed, since the symplectic structure is finite, the conserved charges should also be finite when contributions coming from the boundary symplectic structure are taken into account. The charge one-form $\$ Q_{\xi}[g]$ is now written as

$$
\begin{equation*}
\phi Q_{\xi}[g]=\int_{S} k_{\xi}[\delta g ; g]+\frac{\log \Lambda}{4 \pi G} \int_{S}\left(\omega^{(\sigma)}\left[\delta \sigma, \delta_{\xi} \sigma\right]+\omega^{(k)}\left[\delta k, \delta_{\xi} k\right]\right) \tag{3.3.10}
\end{equation*}
$$

[^16]evaluated on the sphere $S$ at constant time $t$ and at $\rho=\Lambda$. Here, $\delta_{\xi} \sigma, \delta_{\xi} k_{a b}$ are variations of the first order fields induced by the Lie derivative of the metric along $\xi$.

In the previous section, we obtained the contribution from the bulk symplectic structure

$$
\begin{align*}
Q[\xi ; g]= & \int_{S} \int_{\gamma} k_{\xi}[\delta g ; g] \\
= & \frac{1}{16 \pi G} \int_{S} d^{2} S n_{a}\left(\log \rho\left(-2 i_{b}^{a} \hat{\xi}_{(0)}^{b}+4 H \sigma^{a}-4 \sigma H^{a}\right)\right. \\
& +4 \sigma^{a} \omega-4 \sigma \omega^{a}-4 \sigma^{a} H+4 \sigma H^{a}+k^{a b} H_{b} \\
& \left.+2 \hat{\xi}_{(0)}^{b}\left(-h_{b}^{(2) a}+\frac{1}{2} i_{b}^{a}+\frac{1}{2} k^{a c} k_{c b}+h_{b}^{(0) a}\left(8 \sigma^{2}+\sigma^{c} \sigma_{c}-\frac{1}{8} k_{a b} k^{a b}+k_{c d} \sigma^{c d}\right)\right)\right), \tag{3.3.11}
\end{align*}
$$

where we observed that logarithmic translations and Lorentz charges have a divergent part. Let us now see what happens when contributions of the boundary counter-terms are taken into account.

## Translations and supertranslations

For translations and supertranslations, one checks that the boundary counter-terms do not contribute to the charges as

$$
\begin{equation*}
\int_{S} \omega_{(\sigma)}\left[\delta \sigma, \delta_{\xi} \sigma\right]=0, \quad \int_{S} \omega_{(k)}\left[\delta k, \delta_{\xi} k\right]=0 \tag{3.3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{\xi} \sigma=0, \quad \delta_{\xi} k_{a b}=2\left(\omega_{a b}+h_{a b}^{(0)} \omega\right) \tag{3.3.13}
\end{equation*}
$$

For translations, it is relatively simple to see because $\delta_{\xi} \sigma=\delta_{\xi} k_{a b}=0$. For supertranslations, the first equality in (3.3.12) is also trivial as these transformations do not act on $\sigma$. The second one can be proven after using $\delta_{\xi} B_{a b}^{(1)}=0$, since following Lemma 1 (see also (2.3.79) and [8]) one can write $B_{a b}^{(1)} \equiv-\hat{\sigma}_{a b}-h_{a b}^{(0)} \hat{\sigma}$, where $(\square+3) \hat{\sigma}=0$, and eventually after showing that $n_{a} \epsilon^{a c e} \omega_{c}^{d} \hat{\sigma}_{e d}=n_{a} \mathcal{D}_{c}\left(\epsilon^{a c e}\left(\frac{1}{2} \omega^{d} \hat{\sigma}_{e d}-\frac{1}{2} \hat{\sigma}^{d} \omega_{e d}-\omega \hat{\sigma}_{e}\right)\right)$ is a boundary term.

The charges associated with translations and supertranslations are therefore precisely the ones which can be obtained from the bulk linearized theory

$$
\begin{gather*}
Q_{(\mu)}[g ; \bar{g}]=-\frac{1}{8 \pi G} \int_{S} d^{2} S E_{a b}^{(1)} n^{a} \mathcal{D}^{b} \zeta_{(\mu)},  \tag{3.3.14}\\
Q_{(\omega)}[g ; \bar{g}]=\frac{1}{4 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} n_{a}\left(\sigma^{a} \omega-\sigma \omega^{a}\right) . \tag{3.3.15}
\end{gather*}
$$

Let us insist here on the fact that in the absence of parity conditions, the charges associated to supertranslations satisfying $(\square+3) \omega=0$ are still conserved but do not vanish in general.

## Lorentz charges

For the Lorentz charges, we saw that in the absence of parity conditions there was a logarithmically divergent part. Following our prescription, this divergence should be exactly canceled by the counter-term contributions to the total charge (3.3.10). We have checked that the divergence indeed cancels after computing the following relationship between symplectic structures and Noether charges

$$
\begin{align*}
& \omega_{(\sigma)}\left(\delta \sigma, \mathcal{L}_{-\xi_{(0)}} \sigma\right)=\delta\left(\sqrt{-h^{(0)}} T^{(\sigma) a b} \xi_{(0) b}\left(d^{2} x\right)_{a}\right)-d^{2} S \sqrt{-h^{(0)}} n^{a} \mathcal{D}^{b}\left(2 \xi_{(0)[a} \sigma_{b]} \delta \sigma\right), \\
& \omega_{(k)}\left(\delta k, \mathcal{L}_{-\xi_{(0)}} k\right)=\delta\left(\sqrt{-h^{(0)}} T^{(k) a b} \xi_{(0) b}\left(d^{2} x\right)_{a}\right)+d^{2} S \sqrt{-h^{(0)}} n^{a} \mathcal{D}^{b} P_{[a b]}, \tag{3.3.16}
\end{align*}
$$

where $P_{a b}=P_{[a b]}$ is an anti-symmetric tensor. Following our previous results, the Lorentz charges are thus finite and can be written in the equivalent forms

$$
\begin{align*}
\mathcal{J}_{(i)} & \equiv \frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\mathrm{rot}(i)}^{a} n^{b}=-\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\text {boost }(i)}^{a} n^{b}, \\
\mathcal{K}_{(i)} & \equiv \frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(V_{a b}+2 i_{a b}\right) \xi_{\text {boost }(i)}^{a} n^{b}=\frac{1}{8 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} W_{a b} \xi_{\text {rot }(i)}^{a} n^{b}, \tag{3.3.17}
\end{align*}
$$

where $V_{a b}, W_{a b}$ are defined in (2.6.17)-(2.6.18).
When parity conditions do not hold, the Lorentz charges are non-linear functionals of the asymptotic fields and therefore differ from the standard ADM and AD formulas [5, 10]. The standard ADM and AD formulas are restored when parity conditions hold. Such asymptotic non-linearities appeared before in the context of asymptotically anti-de Sitter spacetimes. In Einstein gravity, the charges are linear functionals of field perturbations around anti-de Sitter $[10,75,76]$. However, non-linearities may appear when matter fields are present, see e.g. $[77,78,79]$.

## Logarithmic translations

If we do not assume parity conditions and introduce $i_{a b}$, logarithmic translations are allowed asymptotic transformations. Remember that they modify the first order fields as

$$
\begin{equation*}
\delta_{\xi} \sigma=H, \quad \delta_{\xi} k_{a b}=0 \tag{3.3.18}
\end{equation*}
$$

Since logarithmic translations do transform $\sigma$, the boundary terms in the symplectic structure might play a role. We find

$$
\begin{equation*}
\frac{\log \Lambda}{4 \pi G} \int_{S} \omega_{(\sigma)}\left(\delta \sigma, \delta_{H} \sigma\right)=\frac{\log \Lambda}{8 \pi G} \delta \int_{S} d^{2} S \sqrt{-h^{(0)}} E_{a b}^{(1)} H^{a} n^{b}, \tag{3.3.19}
\end{equation*}
$$

where we have used $H \sigma_{b}-H_{b} \sigma=-\frac{1}{2} E_{a b}^{(1)} H^{a}-\mathcal{D}^{a}\left(H_{[a} \sigma_{b]}\right)$ and discarded the total divergence term on the sphere. As one can see from (3.3.11), the bulk covariant phase space charge associated with a logarithmic translation is given by ${ }^{5}$

$$
\begin{equation*}
\int_{S} k_{\xi}[\delta g ; g]=-\frac{\log \Lambda}{8 \pi G} \delta \int_{S} d^{2} S \sqrt{-h^{(0)}} E_{a b}^{(1)} H^{a} n^{b}+\frac{1}{16 \pi G} \delta \int_{S} d^{2} S \sqrt{-h^{(0)}} k_{a b} n^{a} H^{b}(3 \tag{3.3.20}
\end{equation*}
$$

[^17]We find that the two divergent contributions are opposite of each other and exactly cancel. The remaining finite part is trivially integrable. Logarithmic translations are therefore associated with the non-trivial charges

$$
\begin{equation*}
\mathcal{Q}_{(H)}=\frac{1}{16 \pi G} \int_{S} d^{2} S \sqrt{-h^{(0)}} k_{a b} n^{a} H^{b} \tag{3.3.21}
\end{equation*}
$$

which are conserved thanks to the property $\mathcal{D}^{a}\left(k_{a b} H^{b}\right)=0$.
In the restricted phase space where $k_{a b}=0$, logarithmic translations are associated with zero charges or equivalently they are degenerate directions of the symplectic structure, in agreement with Ashtekar's result [50]. When parity conditions are imposed, logarithmic translations are not allowed transformations and the associated charges do not exist. The presence of non-vanishing conserved charges associated with logarithmic translations is therefore a particularity of the phase space without parity conditions and with $k_{a b} \neq 0$.

## Some comments

We have reviewed here that Poincaré charges as well as charges associated to supertranslations and logarithmic translations can be non-trivial in the generic case. To answer the question asked at the beginning of this section, this also means that logarithmic and supertranslation frames define inequivalent frames distinguished by their associated conserved charges. In this respect, the constructed phase space is bigger than the ABR phase space [57] .

No exact solution of vacuum Einstein's equations is known to us which breaks parity conditions. Such a solution would also possess twelve boundary Noether charges in addition to Poincaré, logarithmic translation and supertranslation charges. The boundary Noether charges are the Noether charges of the actions $S^{\sigma}$ and $S^{k}$ for the first order fields associated with the boundary Killing symmetries or equivalently with the bulk asymptotic Lorentz Killing vectors. A subclass of these solutions exists as an asymptotic series expansion at spatial infinity. Indeed, one can consistently set the logarithnic terms in the expansion (2.6.2) to zero and still obey Einstein's equations by fixing six linear combinations of the boundary Noether charges to zero, see section 2.4 for details. The original Beig-Schmidt expansion [44] which uses only polynomials in $\rho$ is a consistent analytic asymptotic solution of Einstein's equations at all asymptotic orders which has six boundary Noether charges. We leave the existence, or non-existence, of a regular solution in the bulk with such charges as an open question.

It is also interesting to remark at this stage that the presence of non-vanishing charges associated with supertranslations in addition to Poincaré transformations is also a feature of null infinity where supertranslations along the null direction are associated with non-trivial charges as well [37, 80, 15]. For regular asymptotic fields, one expects that supertranslation charges should be conserved at infinite past times at future null infinity or at infinite late times at past null infinity where the news tensor vanishes. Indeed, at such late or early times the expression of $[37,80,15]$ becomes conserved and proportional to the first order electric part of the Weyl tensor and matches qualitatively with our expression (3.3.15). It would be interesting to make that qualitative agreement more precise by comparing the precise definition of supertranslations.

### 3.3.3 Algebra of conserved charges

In the last section, we obtained explicit expressions for conserved charges associated with translations, Lorentz transformations, logarithmic translations and supertranslations. We obtained that all asymptotic charges are non-trivial in general in our phase space. The set of infinitesimal diffeomorphisms form a Lie algebra defined from the commutator of generators. A natural question to ask is whether or not the algebra of translations, logarithmic translations, Lorentz transformations and supertranslations is represented with the associated conserved charges.

General representation theorems are available [81, 19] but one quickly realizes that they do not take into account boundary contributions to the symplectic structure. These contributions can be dealt with as follows. Every diffeomorphism in the bulk spacetime induces a specific transformation of the boundary fields through the Beig-Schmidt asymptotic expansion that identifies boundary fields from bulk fields. Therefore, the Lie algebra of infinitesimal diffeomorphisms defined from the commutator of generators also induces a Lie algebra of transformations of the boundary fields. The Poisson bracket between two charges is then defined as

$$
\begin{equation*}
\left\{\mathcal{Q}_{\xi}[g ; \bar{g}], \mathcal{Q}_{\xi^{\prime}}[g ; \bar{g}]\right\}=-\delta_{\xi} \mathcal{Q}_{\xi^{\prime}}[g ; \bar{g}], \tag{3.3.22}
\end{equation*}
$$

where the variation $\delta_{\xi}$ acts on the bulk fields as a Lie derivative and on the boundary fields as the transformation induced on the boundary fields from the Lie derivative of the bulk fields. It would be interesting to develop a general representation theorem which takes boundary contributions into account along the lines of [82]. Here, we simply evaluate the Poisson bracket using the explicit expressions for the charges derived and taking into account the boundary field transformations.

Under an asymptotic translation $\xi=\omega(x) \partial_{\rho}+o\left(\rho^{0}\right)$ where $\mathcal{D}_{a} \mathcal{D}_{b} \omega+h_{a b}^{(0)} \omega=0$, the boundary fields transform as

$$
\begin{align*}
\delta_{\omega} \sigma & =0, & & \delta_{\omega} k_{a b}=0,  \tag{3.3.23}\\
\delta_{\omega} i_{a b} & =0, & & \delta_{\omega} V_{a b}=\mathcal{D}_{c}\left(E_{a b}^{(1)} \omega^{c}\right)+2 \epsilon_{c d(a(a} B_{b)}^{(1) c} \omega^{d}, \tag{3.3.24}
\end{align*}
$$

where $E_{a b}^{(1)}$ and $B_{a b}^{(1)}$ are the first order electric and magnetic parts of the Weyl tensor while Lorentz transformations $\xi=-\xi_{(0)}$ act on the boundary fields as a Lie derivative

$$
\begin{align*}
\delta_{-\xi_{(0)}} \sigma & =\mathcal{L}_{-\xi_{(0)}} \sigma, \quad \delta_{-\xi_{(0)}} k_{a b}=\mathcal{L}_{-\xi_{(0)}} k_{a b},  \tag{3.3.25}\\
\delta_{-\xi_{(0)}} i_{a b} & =\mathcal{L}_{-\xi_{(0)}} i_{a b}, \quad \delta_{-\xi_{(0)}} V_{a b}=\mathcal{L}_{-\xi_{(0)}} V_{a b} . \tag{3.3.26}
\end{align*}
$$

Logarithmic translations ${ }^{6}$ act as

$$
\begin{align*}
\delta_{H} \sigma & =H, \quad \delta k_{a b}=0, \quad \delta_{H} i_{a b}=-\mathcal{D}_{c}\left(E_{a b}^{(1)} H^{c}\right)-2 \epsilon_{(a}^{m n} B_{b) m}^{(1)} H_{n},  \tag{3.3.27}\\
\delta_{H} V_{a b} & =-\frac{1}{2} \mathcal{D}_{c}\left(k_{a b} H^{c}\right)+2 \mathcal{D}_{c}\left(E_{a b}^{(1)} H^{c}\right)+8 \epsilon_{(a}^{m n} B_{b) m}^{(1)} H_{n}, \tag{3.3.28}
\end{align*}
$$

[^18]and supertranslations act as
\[

$$
\begin{align*}
\delta_{\omega} \sigma= & 0, \quad \delta_{\omega} k_{a b}=2 \omega_{a b}+2 h_{a b}^{(0)} \omega, \quad \delta_{\omega} i_{a b}=0,  \tag{3.3.29}\\
\delta_{\omega} h_{a b}^{(2)}= & k_{c(a} \omega_{b)}^{c}+k_{a b} \omega+\omega^{c}\left(\mathcal{D}_{c} k_{a b}-\mathcal{D}_{(a} k_{b) c}\right) \\
& +\left(\sigma^{c} \omega_{c(a b)}-\sigma \omega_{a b}-2 \sigma \omega h_{a b}^{(0)}+\omega_{(a} \sigma_{b)}+\sigma_{c(a} \omega_{b)}^{c}+(\sigma \leftrightarrow \omega)\right) . \tag{3.3.30}
\end{align*}
$$
\]

After an explicit evaluation, we find that all asymptotic transformations are wellrepresented: the Poisson bracket is anti-symmetric and is isomorphic to the semi-direct product of the Lorentz algebra with the (super)-translation and logarithmic translation algebra. In particular, the Poisson bracket between Lorentz charges 'and (super)-translation charges is given by

$$
\begin{equation*}
\left\{\mathcal{Q}_{-\xi_{(0)}}, \mathcal{Q}_{(\omega)}\right\}=-\left\{\mathcal{Q}_{(\omega)}, \mathcal{Q}_{-\xi_{(0)}}\right\}=\mathcal{Q}_{\left(\omega^{\prime}\right)}, \quad \omega^{\prime}=\mathcal{L}_{-\xi_{(0)}} \omega . \tag{3.3.31}
\end{equation*}
$$

and the Poisson bracket between Lorentz charges and logarithmic translation charges is

$$
\begin{equation*}
\left\{\mathcal{Q}_{-\xi_{(0)}}, \mathcal{Q}_{(H)}\right\}=-\left\{\mathcal{Q}_{(H)}, \mathcal{Q}_{-\xi_{(0)}}\right\}=\mathcal{Q}_{\left(H^{\prime}\right)}, \quad H^{\prime}=\mathcal{L}_{-\xi_{(0)}} H \tag{3.3.32}
\end{equation*}
$$

Logarithmic translations and supertranslations obey the algebra

$$
\begin{equation*}
\left\{\mathcal{Q}_{(\omega)}, \mathcal{Q}_{(H)}\right\}=-\left\{\mathcal{Q}_{(H)}, \mathcal{Q}_{(\omega)}\right\}=\frac{1}{4 \pi G} \int d^{2} S \sqrt{-h^{(0)}} n_{a}\left(H^{a} \omega-H \omega^{a}\right) \tag{3.3.33}
\end{equation*}
$$

where the right-hand side depends on the generators but does not depend on the fields. In the harmonic decomposition of $\omega$ on the sphere, the Poisson bracket is zero for all harmonics $l>1$ and is a Kronecker delta for the four lowest harmonics $l \leq 1$. The algebra of asymptotic conserved charges is isomorphic to the algebra of asymptotic symmetries. No non-trivial central extension of the algebra is present. Note that in order to derive these results, we made extensive use of our classification of SD tensors and their properties, as detailed in chapter 2, to simplify intermediate expressions and we discarded boundary terms. We have also used the property described in $[8,44]$ (see also section 2.5) that regularity of $k_{a b}$ implies that the four conserved charges

$$
\begin{equation*}
\mathcal{P}_{(\mu)}=\frac{1}{8 \pi G} \int_{S} d^{2} S B_{a b}^{(1)} n^{a} \mathcal{D}^{b} \zeta_{(\mu)}, \quad \mu=0,1,2,3, \tag{3.3.34}
\end{equation*}
$$

are zero.
We obtained that all transformations: translations, logarithmic translations, Lorentz transformations and supertranslations are well-represented despite the ( $\mathrm{log} /$ super) translation anomaly. The fact that the Lorentz group is well-represented is not surprizing given that the cut-off needed to regularize the action, see (3.3.1), is invariant under asymptotic Lorentz transformations. Now, it is also important to take into account the shifts in the action when one changes the cut-off used to regulate the action. These shifts can be analyzed as follows.

Under a change of cut-off $\Lambda$, the action will be shifted by a finite piece $S_{(0)}$ proportional to the anomaly action $S^{(\sigma)}+S^{(k)}$ given in (3.3.2)-(3.3.3). The conserved charges associated
with the asymptotic Killing vector $\xi$ will then be shifted by the boundary Noether charges of the action $S^{(\sigma)}+S^{(k)}$ associated with the symmetry $\delta_{\xi}$. Using standard manipulations $\delta_{\xi} L=d K_{\xi}, \delta L=\frac{\delta L}{\delta \phi} \delta \phi+d \Theta[\delta \phi]$, the boundary Noether charges are defined as $J_{\xi}=K_{\xi}-$ $\Theta\left[\delta_{\xi} \phi\right]$. One then quickly sees that translations and supertranslations are associated with vanishing Noether charges $\int_{S} d^{2} S J_{\xi}=0$ while Noether charges associated with logarithmic translations are proportional to the four-momentum $\mathcal{Q}_{(\mu)}$ and Noether charges associated with Lorentz transformations are given by the integral of $J_{\xi^{(0)}}=2\left(T^{(\sigma) a b}+T^{(k) a b}\right) \xi_{b}^{(0)}\left(d^{2} x\right)_{a}$ where $T^{(\sigma) a b}$ and $T^{(k) a b}$ are the stress-tensors of the actions (3.3.2)-(3.3.3).

Therefore, under a change of regulator, the translations and supertranslation charges are invariant. Logarithmic translation charges get shifted with the four-momenta and the Lorentz charges get shifted as

$$
\begin{equation*}
\Delta \mathcal{Q}_{-\xi_{(0)}}[g ; \bar{g}] \sim \int_{S} d^{2} S \sqrt{-h^{(0)}}\left(T_{a b}^{(\sigma)}+T_{a b}^{(k)}\right) \xi_{(0)}^{a} n^{b} \tag{3.3.35}
\end{equation*}
$$

These shifts can be obtained similarly by varying the regulator directly into the expression for the charges associated to logarithmic translations, and rotations and boosts, before the subtraction of divergences between the bulk and the boundary. Note that these shifts agree with the analysis presented at the end of chapter 2 where it was noticed that Lorentz charges are uniquely defined for our enlarged Beig-Schmidt ansatz up to the addition of those twelve boundary charges. Four-momenta and supertranslations are finite without needing a regulator. They are therefore manifestly unchanged by the regulator.

The situation here can be contrasted to bulk infinitesimal diffeomorphisms which induce Killing symmetries and conformal Killing symmetries of asymptotically AdS spacetimes in odd dimensions as analyzed in [83,84, 82, 85]. First, the dependence of the Lorentz charges, associated with Killing vectors, upon the choice of regulator is analogous to the shift of the stress-tensor by Weyl anomalous terms [83, 84]. The expression for the conserved charges (3.3.17) indeed allows us to recognize $V_{a b}+2 i_{a b}$ as the second order part of the stress-tensor which generalizes the one given in $[51,45]$ when $k_{a b}=i_{a b}=0$. In our case, logarithmic translations are also present and they are also shifted under a change of regulator.

In anti-de Sitter, infinitesimal diffeomorphisms associated with boundary conformal Killing vectors are well-represented even though they may act non-trivially on the action [82]. Indeed, the action only varies by a c-number which depends on the boundary conditions while the dynamical phase space is preserved. The non-conservation of the associated charges is related to this c-number. In asymptotically flat spacetimes, translations are also boundary conformal Killing vectors. Four-momenta as well as supertranslations are always exactly conserved and they do not vary under a change of regulator.

That said, the anomaly in the action can also be described as follows. When the boundary conditions do not include parity conditions, logarithmic divergent integrals in the action and in the symplectic structure should be regulated by introducing a finite cutoff which breaks asymptotic (super/log)-translation invariance. If one regulates the action by pushing the cutoff to infinity, the resulting regulated action will not be invariant under asymptotic (super $/ \log$ )-translations since it would be shifted by a finite piece. Therefore, the regulated action depends on the specific (super/log)-translation frame.

Let us now try to describe how these results can be matched to the Hamiltonian for-
malism.

### 3.3.4 Revisiting the Regge-Teitelboim approach

We have seen that parity conditions on the hyperboloid are not required in order to define a consistent phase space in the hyperbolic representation of spatial infinity. Moreover, we have seen that when these conditions are relaxed, charges associated with Lorentz rotations and boosts are non-linear functionals of the first order fields and logarithnic translations and supertranslations are associated with non-trivial charges. Both these characteristics are not shared with the standard treatment of Hamiltonian charges at spatial infinity $[5,6,11]$ we reviewed in chapter 1 . There, parity conditions on the sphere are imposed in order for the rotation and Lorentz boost charges to be finite. Also, charges are linear functionals of the boundary fields, logarithmic translations are not allowed transformations and parity odd supertranslations are associated with trivial Hamiltonian generators. Let us try here to resolve this tension by proposing how the results of $[6,11]$ can be accommodated to enlarge the phase space to fields which do not obey parity conditions.

Once parity conditions are relaxed, the fall-off conditions are preserved by both parity even and parity odd supertranslations, and at first order in the asymptotic expansion of the fields ${ }^{3} g_{i j}$ and $\pi^{i j}$ by the so-called logarithmic translations which are associated to the lapse and shift functions

$$
\begin{align*}
N^{\perp} & =\log r K^{\perp}+o\left(r^{0}\right)  \tag{3.3.36}\\
N^{i} & =\log r K^{i}+o\left(r^{0}\right) \tag{3.3.37}
\end{align*}
$$

where $K^{\perp}$ and $K^{i}$ are constants. We have thus in mind that one should start by considering the phase space of metrics where the generic expansions of the fields take the form

$$
\begin{align*}
& { }^{3} g_{i j}=\delta_{i j}+\frac{1}{r} g_{i j}^{(1)}+\frac{\log r}{r^{2}} 3_{i j}^{(l n, 2)}+\frac{1}{r^{2}} g_{i j}^{(2)}+o\left(r^{-2}\right),  \tag{3.3.38}\\
& \pi^{i j}=\frac{1}{r^{2}} \pi^{(2) i j}+\frac{\log r}{r^{3}} \pi^{(l n, 3) i j}+\frac{1}{r^{3}} \pi^{(3) i j}+o\left(r^{-3}\right), \tag{3.3.39}
\end{align*}
$$

where, as in the covariant approach, the logarithmic branch is necessary in order to satisfy the constraints when parity conditions do not hold, as already noticed e.g, in [11].

Note that we do not intend to work out in detail the Hamiltonian formalism here. Instead, our approach should be seen as a first step. Following the existence of a Lagrangian variational principle, we transpose covariant boundary conditions to the Hamiltonian formalism. By "transpose", we mean that we consider a phase space where parity conditions imposed on the three-metric, its conjugated momenta and the supertranslations are relaxed, and so that logarithmic translations are also allowed, but where we do impose additional boundary conditions on the fields such that the angular supertranslations are fixed. These last conditions impose the, a priori, generic form of the fields present in (3.3.38)-(3.3.39) to be fixed in terms of their covariant counterparts as detailed in Appendix I.D. As already mentioned, it would be interesting to include mixed terms $g_{\rho a}$ in the Beig-Schmidt expansion and allow for angular supertranslations ${ }^{7}$.

[^19]The canonical two-form on the canonical phase space used in the treatments of $[5,6,11]$ is the bulk canonical two-form

$$
\begin{equation*}
\Omega\left(\delta_{1}^{3} g, \delta_{1} \pi, \delta_{2}^{3} g, \delta_{2} \pi\right)=\frac{1}{16 \pi G} \int_{\Sigma} d^{3} x\left(\delta_{1} \pi^{m n} \delta_{2}^{3} g_{m n}-\delta_{2} \pi^{m n} \delta_{1}^{3} g_{m n}\right) \tag{3.3.40}
\end{equation*}
$$

defined from the bulk canonical fields ${ }^{3} g_{m n}$ and $\pi^{m n}$ at the initial time surface $\Sigma$ at $t=0$. In the case of asymptotically flat spacetimes without parity conditions the bulk canonical twoform suffers from a logarithmic radial divergence. Using the boundary conditions (3.3.38)(3.3.39), up to first order, one can express the canonical two-form as
$\Omega\left(\delta_{1}{ }^{3} g, \delta_{1} \pi, \delta_{2}{ }^{3} g, \delta_{2} \pi\right)=($ finite $)+\frac{\log \Lambda}{16 \pi G} \int_{S} d^{2} S\left(\delta_{1} \pi^{(1) m n} \delta_{2}{ }^{3} g_{m n}^{(1)}-\delta_{2} \pi^{(1) m n} \delta_{1}{ }^{3} g_{m n}^{(1)}\right)$,
where $\Lambda$ is a large radial cut-off and $S$ is the sphere at $r=\Lambda$. Now, exactly as in the Lagrangian formalism, we propose to modify the dynamics by adding a boundary term to the canonical form. We proceed by first writing the boundary actions (3.3.2)- (3.3.3) at $t=0$ in the $2+1$ decomposition (the boundary metric becomes the real time line times the unit sphere). We then switch to the Hamiltonian formulation of the boundary action and propose to supplement the bulk canonical fields with the canonical fields of the boundary Hamiltonian. We then introduce counter-terms to the canonical form in order to minimally cancel the divergences in (3.3.41), following the Lagrangian prescription (3.3.9). The regulation breaks translation, supertranslation and logarithmic translation invariance. We interpret this breakdown as a consequence of the translation anomaly in the action, which is manifest only when fields have both parities.

Let us now discuss briefly the form of the Hamiltonian generators associated with asymptotic Poincaré transformations, logarithmic translations and supertranslations. The Hamiltonian generators contain two parts: the part coming from the bulk canonical form and the counter-term contribution that cancels the logarithmic divergences. The surface charge derived from the bulk canonical form associated with a gauge parameter $\epsilon^{A}=\left(\epsilon^{\perp}, \epsilon^{m 2}\right)$ is given, using the 2 -form $k_{\epsilon}$, by [6]

$$
\begin{equation*}
k_{\epsilon}^{[0 m]}\left[\delta^{3} g, \delta \pi ;{ }^{3} g, \pi\right]=G^{m n o p}\left(\epsilon^{\perp} \delta^{3} g_{o p \mid n}-\epsilon_{\mid n}^{\perp} \delta^{3} g_{o p}\right)+2 \epsilon^{o} \delta\left({ }^{3} g_{o n} \pi^{m n}\right)-\epsilon^{m} \delta^{3} g_{n o} \pi^{n o} \tag{3.3.42}
\end{equation*}
$$

where

$$
\begin{equation*}
G^{m n o p}=\frac{1}{2} \sqrt{{ }^{3} g}\left({ }^{3} g^{m o 3} g^{n p}+{ }^{3} g^{m p 3} g^{n o}-2^{3} g^{m n 3} g^{o p}\right) \tag{3.3.43}
\end{equation*}
$$

is the inverse De Witt supermetric. Now, one can readily obtain that this expression admits at most a logarithmic divergence when one uses our boundary conditions. Indeed, the RT linear divergences trivially cancel when one uses the explicit expressions, given in Appendix I.D, of ${ }^{3} g_{a b}$ and $\pi^{a b}$ in terms of $\sigma, k_{a b}, h_{a b}^{(2)}$ and $i_{a b}$. The logarithmic divergence is then exactly canceled by the boundary counter-term. The resulting final expressions for the charges in

[^20]Hamiltonian formalism can then be obtained by a straightforward explicit evaluation. We will not provide them here. We only note that the four-momenta are given by the usual ADM formulae, while the charges associated with rotations and boosts contain non-linear contributions in the canonical fields.

## Appendices Part I

## I.A Schwarzschild in Beig-Schmidt coordinates

In here, we would like to put the Schwarzschild solution whose metric is given by

$$
\begin{equation*}
d s^{2}=-V(r) d t^{2}+V(r)^{-1} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right), \quad V(r)=1-\frac{2 M}{r} \tag{I.A.1}
\end{equation*}
$$

in Beig-Schmidt coordinates up to second order. For the sake of simplicity, we will set it in a gauge such that $k_{a b}=0$. The strategy to implement all this goes as follows.

## 1st step

Make a change of coordinates that brings the metric (in the usual coordinates $t, r, \theta, \phi$ ) to hyperbolic coordinates

$$
\begin{align*}
r & =z \cosh \zeta, \\
t & =z \sinh \zeta, \tag{I.A.2}
\end{align*}
$$

and expand it to second order in $z$. The metric up to second order in the radial coordinate $\rho$ is completely specified given $\sigma^{(1)}, \sigma^{(2)}, A_{a}^{(1)}, A_{a}^{(2)}, h_{a b}^{(0)}, h_{a b}^{(1)}$ and $h_{a b}^{(2)}$. For the Schwarzschild solution, we find

$$
\begin{align*}
d s^{2}= & d \zeta^{2}\left[-z^{2} \cosh ^{2} \zeta+2 M z \cosh \zeta+\frac{z^{4} \sinh ^{2} \zeta \cosh ^{2} \zeta}{z^{2} \cosh ^{2} \zeta-2 M z \cosh \zeta}\right] \\
& +2 d z d \zeta\left[-z \sinh \zeta \cosh \zeta+2 M \sinh \zeta+\frac{z^{3} \sinh \zeta \cosh ^{3} \zeta}{z^{2} \cosh ^{2} \zeta-2 M z \cosh \zeta}\right] \\
& +d z^{2}\left[-\sinh ^{2} \zeta+\frac{2 M}{z} \frac{\sinh ^{2} \zeta}{\cosh \zeta}+\frac{z^{2} \cosh ^{4} \zeta}{z^{2} \cosh ^{2} \zeta-2 M z \cosh \zeta}\right] \\
& +z^{2} \cosh ^{2} \zeta\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) . \tag{I.A.3}
\end{align*}
$$

If we now expand this expression up to second order in $z$ and remember that

$$
\begin{equation*}
h_{a b}^{(0)} d \phi^{a} d \phi^{b}=-d \zeta^{2}+\cosh ^{2} \zeta\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{I.A.4}
\end{equation*}
$$

we get

$$
\begin{align*}
d s^{2}= & z^{2} d \zeta^{2}\left[-1+\frac{1}{z} \frac{2 M \cosh (2 \zeta)}{\cosh \zeta}+\frac{4 M^{2} \tanh ^{2} \zeta}{z^{2}}+O\left(1 / z^{3}\right)\right] \\
& +2 z d z d \zeta\left[4 \frac{M}{z} \sinh \zeta+4 \frac{M^{2}}{z^{2}} \tanh \zeta+O\left(1 / z^{3}\right)\right] \\
& +d z^{2}\left[1+\frac{2}{z} \frac{M \cosh (2 \zeta)}{\cosh \zeta}+4 \frac{M^{2}}{z^{2}}+O\left(1 / z^{3}\right)\right] \\
& +z^{2} \cosh ^{2} \zeta\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right), \tag{I.A.5}
\end{align*}
$$

and the metric, up to second order, is fully specified given

$$
\begin{align*}
& \sigma^{(1)}=M \frac{\cosh (2 \zeta)}{\cosh \zeta}, \quad\left(\sigma^{(1)}\right)^{2}+2 \sigma^{(2)}=4 M^{2}, \\
& \sigma^{(2)}=-\frac{M^{2}}{2}\left(-6+2 \cosh (2 \zeta)+\frac{1}{\cosh ^{2} \zeta}\right), \\
& A_{\zeta}^{(1)}=4 M \sinh \zeta, \quad A_{\zeta}^{(2)}=4 M^{2} \tanh \zeta, \\
& h_{\zeta \zeta}^{(1)}=2 \sigma^{(1)}, \quad h_{\zeta \zeta}^{(2)}=4 M^{2} \tanh ^{2} \zeta . \tag{I.A.6}
\end{align*}
$$

## 2nd step

Get rid of the $A_{a}^{(1)}$ following the Beig-Schmidt algorithm by doing the generic change of coordinates

$$
\begin{equation*}
z=y, \quad \phi^{a}=\bar{\phi}^{a}+\frac{1}{y} A_{b}^{(1)} h^{(0) a b}, \tag{I.A.7}
\end{equation*}
$$

which for the Schwarzschild solution, where only $A_{\zeta}^{(1)}$ is non-zero, is just

$$
\begin{equation*}
z=y, \quad \zeta=\psi+\frac{A_{a}^{(1)} h^{(0) a \zeta}}{y}=\psi-\frac{4 M \sinh \psi}{y}, \quad A_{\zeta}^{(1)}(\psi)=4 M \sinh \psi \tag{I.A.8}
\end{equation*}
$$

Plugging this into (I.A.3)(or equivalently (I.A.5)) and keeping only terms up to second order, we get a metric specified by

$$
\begin{array}{ll}
\sigma^{(1)}=M \frac{\cosh (2 \psi)}{\cosh \psi} \quad\left(\sigma^{(1)}\right)^{2}+2 \sigma^{(2)}=4 M^{2}\left(-1+2 \frac{1}{\cosh ^{2} \psi}\right) \\
\sigma^{(2)}=\frac{M^{2}}{4 \cosh ^{2} \psi}(11-4 \cosh (2 \psi)-\cosh (4 \psi)) \\
A_{\psi}^{(1)}=0 \quad A_{\psi}^{(2)}=-4 M^{2} \tanh \psi \\
h_{\psi \psi}^{(1)}=\frac{2 M}{\cosh \psi}(2+3 \cosh (2 \psi)) & h_{\psi \psi}^{(2)}=-\frac{2 M^{2}}{\cosh ^{2} \psi}(3+9 \cosh (2 \psi)+4 \cosh (4 \psi)) \\
h_{\theta \theta}^{(1)}=-8 M \cosh \psi \sinh ^{2} \psi & h_{\theta \theta}^{(2)}=16 M^{2} \cosh (2 \psi) \sinh ^{2} \psi \\
h_{\phi \phi}^{(1)}=h_{\theta \theta}^{(1)} \sin ^{2} \theta & h_{\phi \phi}^{(2)}=h_{\theta \theta}^{(2)} \sin ^{2} \theta . \tag{I.A.9}
\end{array}
$$

At this point, we still need to get rid of $\sigma^{(2)}$ and $A^{(2)}$. Also, we do not have

$$
\begin{equation*}
k_{a b}=0 \leftrightarrow h_{a b}^{(1)}=-2 \sigma^{(1)} h_{a b}^{(0)} . \tag{I.A.10}
\end{equation*}
$$

The last step takes care of all these issues.

## 3d step

The general idea is to do a supertranslation of the form

$$
\begin{align*}
y & =\rho+\omega\left(\hat{\phi}^{a}\right)+\frac{F^{(2)}\left(\hat{\phi}^{n}\right)}{\rho} \\
\bar{\phi}^{a} & =\hat{\phi}^{a}+\frac{1}{\rho} h^{(0) a b} \omega_{, b}+\frac{G^{(2) a}}{\rho^{2}} \tag{I.A.11}
\end{align*}
$$

where $\bar{\phi}=\{\psi, \theta, \phi\}$ and $\hat{\phi}=\{\tau, \hat{\theta}, \hat{\phi}\}$, and look at the more general solution $\omega$ such that

$$
\begin{equation*}
h_{a b}^{(1)}+2 D_{a} D_{b} \omega+2 \omega h_{a b}^{(0)}=-2 \sigma^{(1)} h_{a b}^{(0)}, \tag{I.A.12}
\end{equation*}
$$

where $h_{a b}^{(1)}$ was given in (I.A.9) for the Schwarzschild solution. Then, we will fix the functions $F_{a}^{(2)}$ and $G_{a}^{(2)}$ in such a way that $\sigma^{(2)}$ and $A^{(2)}$ are set to zero.

To solve for $\omega$, we plug in (I.A.12) a general $\omega=\omega(\tau, \bar{\theta}, \bar{\phi})$. One can see that the component $\tau \tau$ of the equation (I.A.12) is a differential equation for $\tau$ that reads $\partial_{\tau}^{2} \omega-\omega+$ $4 M \cosh (\tau)=0$. By writing $\omega(\tau, \theta, \phi)=f(\tau) g(\theta, \phi)$, the most general solution $f(\tau)$ of the previous differential equation is $f(\tau)=\left(M+C_{1}+C_{2}\right) \cosh (\tau)-\left(2 M \tau+C_{1}-C_{2}\right) \sinh (\tau)$. If we now plug this in the other components of (I.A.12), we see that $\omega$ is independent of the angular coordinates and that the only equation left to satisfy is $\sinh (\tau) \partial_{\tau} f-\cosh (\tau) f+$ $M(\cosh (2 \tau)-2)=0$. By plugging our previous solution into this last equation, we see that it is fulfilled only when $C_{1}=-2 M-C_{2}$ so that the more general non-trivial solution to the gauge fixing of supertranslations is achieved by

$$
\begin{equation*}
\omega(\tau, \theta, \phi)=M c_{1} \sinh (\tau)-M \cosh (\tau)-2 M \tau \sinh (\tau) \tag{I.A.13}
\end{equation*}
$$

where we have redefined $C_{1}-C_{2}=c_{1} M$.
Moving now to the functions appearing in the higher order terms, it is obvious after a close computer-assisted inspection that we will only need an $F^{(2)}$ which is dependent on $\tau$ to get rid of $A_{\tau}^{(2)}$ and a function $G^{(2) \tau}(\tau)$ to get rid of $\sigma^{(2)}$, so that our general change of coordinates reads

$$
\begin{equation*}
y=\rho+f(\tau)+\frac{K(\tau)}{\rho}, \quad \psi=\tau-\frac{\partial_{\tau} f(\tau)}{\rho}+\frac{n(\tau)}{\rho^{2}} \tag{I.A.14}
\end{equation*}
$$

Plugging this in the metric we see that for $\sigma^{(2)}$ to be zero, we have an algebraic equation for $K(\tau)$ which gives

$$
\begin{align*}
K(\tau)=\frac{M^{2}}{4} & {\left[5-\left(c_{1}-2 \tau\right)^{2}+\left(3-\left(c_{1}-2 \tau\right)^{2}\right) \cosh (2 \tau)\right.} \\
& \left.+\frac{2}{\cosh ^{2}(\tau)}-2\left(c_{1}-2 \tau\right) \sinh (2 \tau)\right] \tag{I.A.15}
\end{align*}
$$

Looking eventually for $A_{\tau}^{(2)}$ to be zero, we see that the equation reduces to an algebraic equation for $N(\tau)$ when using our solution for $K(\tau)$. We find

$$
\begin{align*}
N(\tau)=\frac{M^{2}}{2} & {\left[-2\left(c_{1}-2 \tau\right)-8\left(c_{1}-2 \tau\right) \cosh (2 \tau)+\left(17+(c-2 \tau)^{2}\right) \sinh (2 \tau)\right.} \\
& \left.+\left(\frac{1}{\cosh ^{2}(\tau)}-8\right) \tanh (\tau)\right] \tag{I.A.16}
\end{align*}
$$

## Conclusions

At the end of this procedure, we have obtained a metric which is written in the BeigSchmidt form and that fulfills $k_{a b}=0$. The value for $\sigma$ is given by

$$
\begin{equation*}
\sigma=M \frac{\cosh (2 \psi)}{\cosh \psi} \tag{I.A.17}
\end{equation*}
$$

while $h_{a b}^{(1)}=-2 \sigma h_{a b}^{(0)}$. We have also obtained the values of $h_{a b}^{(2)}$ altough we will not provide them here. Their expressions are in terms of $M^{2}$ quantities. It can be checked that the value of $\sigma$ is precisely $\hat{\zeta}_{(0)}^{a}$, a solution of $(\square+3) \sigma=0$ which is not one of the four solutions of $\sigma_{a b}+\sigma h_{a b}^{(0)}=0$. One can check that

$$
\begin{equation*}
Q\left[\zeta_{(0)}^{a}=\partial / \partial t\right]=-\frac{1}{8 \pi} \oint d^{2} S E_{n b}^{(1)} \zeta_{(0)}^{a} n^{b}=M \tag{I.A.18}
\end{equation*}
$$

where $E_{a b}^{(1)}=-\mathcal{D}_{a} \mathcal{D}_{b} \sigma-\sigma h_{a b}^{(0)}$.

## I.B Properties on the hyperboloid

In this small Appendix, we present results on the hyperboloid that are used throughout all this Part I. See also Appendix C of [45] and Appendix D of [51].

The unit metric on the hyperboloid is

$$
\begin{equation*}
d s^{2}=h_{a b}^{(0)} d \phi^{a} d \phi^{b}=-d \tau^{2}+\cosh ^{2} \tau\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{I.B.1}
\end{equation*}
$$

and the covariant derivative associated to $h_{a b}^{(0)}$ is $\mathcal{D}_{a}$.
The Riemann tensor of the metric $h_{a b}^{(0)}$ on the unit hyperboloid $\mathcal{H}$ is given by

$$
\begin{equation*}
\mathcal{R}_{a b c d}^{(0)}=h_{a c}^{(0)} h_{b d}^{(0)}-h_{b c}^{(0)} h_{a d}^{(0)} \tag{I.B.2}
\end{equation*}
$$

The commutator of two derivatives acting on a tensor $t_{a b}$ is

$$
\begin{equation*}
\left[\mathcal{D}_{a}, \mathcal{D}_{b}\right] t_{c}{ }^{d}=\mathcal{R}_{a b c}^{(0) e} t_{e}{ }^{d}-\mathcal{R}_{a b e}^{(0) d} t_{e}{ }^{c}, \tag{I.B.3}
\end{equation*}
$$

which implies that if $t, t_{a}, t_{a b}=t_{(a b)}$ are some arbitrary fields on the hyperboloid, then

$$
\begin{align*}
{\left[\mathcal{D}_{a}, \square\right] t } & =-2 \mathcal{D}_{a} t  \tag{I.B.4}\\
{\left[\mathcal{D}_{a}, \mathcal{D}_{b}\right] t_{c} } & =h_{a c}^{(0)} t_{b}-h_{b c}^{(0)} t_{a}  \tag{I.B.5}\\
{\left[\mathcal{D}_{a}, \square\right] t_{b} } & =2 h_{a b}^{(0)} \mathcal{D}_{c} t^{c}-4 \mathcal{D}_{(a} t_{b)}  \tag{I.B.6}\\
{\left[\mathcal{D}^{c}, \mathcal{D}_{a}\right] t_{c b} } & =3 t_{b a}-h_{a b}^{(0)} t_{c}^{c},  \tag{I.B.7}\\
{\left[\mathcal{D}_{a}, \mathcal{D}_{b}\right] t_{c d} } & =2 h_{a(c}^{(0)} t_{d) b}-2 h_{b(c}^{(0)} t_{d) a}  \tag{I.B.8}\\
{\left[\mathcal{D}_{a}, \square\right] t_{b c} } & =4 h_{a(b}^{(0)} \mathcal{D}^{d} t_{c) d}-6 \mathcal{D}_{(a} t_{b c)}  \tag{I.B.9}\\
{\left[\mathcal{D}^{b}, \square\right] t_{b c} } & =4 \mathcal{D}^{d} t_{c d}-2 \mathcal{D}_{c} t \tag{I.B.10}
\end{align*}
$$

These identities are useful for several arguments in the main text and for the proofs of the lemmae as presented in the next Appendix. Note also that upon using the equations of motion and the above identities, one can establish an infinite amount of identities for the fields $\sigma$ and $k_{a b}$. For example, we have

$$
\begin{align*}
&{\sigma_{c}{ }^{c}}=-3 \sigma  \tag{I.B.11}\\
& \sigma_{c a}^{c}=-3 \sigma_{a}  \tag{I.B.12}\\
& \sigma_{a c}^{c}=-\sigma_{a}  \tag{I.B.13}\\
& \sigma_{e} \sigma^{m e n}=\sigma_{e} \sigma^{m n e}-\sigma^{m} \sigma^{n}+\sigma_{e} \sigma^{e} h^{(0) m n} \tag{I.B.14}
\end{align*}
$$

## I.C Proofs of the Lemmas

In this section, we present the proofs of Lemmae 1 and 2 given in section 2.3.3, of the Lemma 3 presented in section 2.3.4, and the Lemmae 4 and 5 given in 2.5.1. The five lemmae have an overlapping proof. In order to establish these lemmae we need to derive the decomposition of regular symmetric, divergence-free, and traceless (SDT) tensors on the hyperboloid. We do so in the rest of this appendix.

A general regular symmetric tensor on the hyperboloid can be expressed as a linear combination of symmetric tensors built from two-dimensional spherical harmonics. A general such tensor has the form

$$
\begin{align*}
T_{\tau r}= & f_{1}(\tau) Y_{l m}(\theta, \phi)  \tag{I.C.1}\\
T_{r i}= & f_{2}(\tau) D_{i}^{(2)} Y_{l m}(\theta, \phi)+f_{3}(\tau) \epsilon_{i}{ }^{j} D_{j}^{(2)} Y_{l m}(\theta, \phi)  \tag{I.C.2}\\
T_{i j}= & f_{4}(\tau)\left(D_{i}^{(2)} D_{j}^{(2)}+\frac{l(l+1)}{2} \eta_{i j}\right) Y_{l m}(\theta, \phi)+f_{5}(\tau) \epsilon_{l i}^{k} D_{j)}^{(2)} D_{k}^{(2)} Y_{l m}(\theta, \phi) \\
& +f_{6}(\tau) \eta_{i j} Y_{l m}(\theta, \phi) \tag{I.C.3}
\end{align*}
$$

where indices $i, j, k$ run over two-sphere $(\theta, \phi), Y_{l m}(\theta, \phi)$ are scalar spherical harmonics on the two sphere with $l=0,1, \ldots$, and $m=-l, \ldots, l$, and $D_{i}^{(2)}$ is the covariant derivative
compatible with the round metric $\eta_{i j}$ on the two-sphere. In writing these expressions we have already made use of the identity

$$
\begin{equation*}
\left(D_{i}^{(2)} D_{j}^{(2)}+\frac{l(l+1)}{2} \eta_{i j}+\epsilon_{(i}^{k} \epsilon_{j)}^{l} D_{k}^{(2)} D_{l}^{(2)}\right) Y_{l m}(\theta, \phi)=0 \tag{I.C.4}
\end{equation*}
$$

in order to reabsorb the tensor structure $\epsilon_{(i}^{k} \epsilon_{j)}^{l} D_{k}^{(2)} D_{l}^{(2)} Y_{l m}$ into the definition of $f_{4}(\tau)$. The tensor is traceless if and only if

$$
\begin{equation*}
f_{1}(\tau)=2 \operatorname{sech}^{2} \tau f_{6}(\tau) \tag{I.C.5}
\end{equation*}
$$

For the case $l=0, m=0$, only $f_{6}(\tau)$ parameterizes non-zero tensors. The divergence-free condition is solved only for $f_{6} \sim \operatorname{sech} \tau$. The general tensor then reduces to

$$
\begin{equation*}
T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \hat{S}_{(0)}+h_{a b}^{(0)} \hat{\zeta}_{(0)} \tag{I.C.6}
\end{equation*}
$$

When $l=1$, we have that $\epsilon_{(i}^{k} D_{j)}^{(2)} D_{k}^{(2)} Y_{l m}(\theta, \phi)=0$. Therefore, $f_{4}$ and $f_{5}$ do not lead to non-zero tensors. The divergence-free condition fixes

$$
\begin{align*}
& f_{2}(\tau)=-\tanh \tau f_{6}(\tau)-\partial_{\tau} f_{6}(\tau)  \tag{I.C.7}\\
& f_{3}(\tau)=C_{1} \operatorname{sech}^{2} \tau  \tag{I.C.8}\\
& f_{6}(\tau)=C_{2} \operatorname{sech}^{2} \tau+C_{3} \operatorname{sech} \tau \tanh \tau \tag{I.C.9}
\end{align*}
$$

where $C_{1}, C_{2}$ and $C_{3}$ are constants. There are therefore three solutions for each value of $m=-1,0,1$, so 9 solutions in total. Three independent solutions are the tensors admitting a scalar potentials $\hat{\zeta}_{(i)}, i=1,2,3$,

$$
\begin{equation*}
T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \hat{\zeta}_{(i)}+h_{a b}^{(0)} \hat{\zeta}_{(i)} \tag{I.C.10}
\end{equation*}
$$

These tensors are curl-free and $(\square-3) T_{a b}=0$. The six other tensors can be written as a linear combination of the following two sets of three tensors,

$$
\begin{align*}
V_{(k) \tau \tau} & =2 \operatorname{sech}^{5} \tau \zeta_{(i)}, \quad V_{(k) \tau i}=\operatorname{sech}^{3} \tau \tanh \tau D_{i}^{(2)} \zeta_{(k)}, \quad V_{(k) i j}=\eta_{i j} \operatorname{sech}^{3} \tau \zeta_{(k)}, \\
W_{(k) \tau \tau} & =0, \quad W_{(k) \tau i}=\operatorname{sech}^{3} \tau \epsilon_{i}^{j} D_{j}^{(2)} \zeta_{(k)}, \quad W_{(k) i j}=0, \tag{I.C.11}
\end{align*}
$$

where $\zeta_{(k)}=\cosh \tau f_{(k)}, k=1,2,3$. These tensors are dual to each other in the sense

$$
\begin{equation*}
\epsilon_{a}^{c d} D_{c} V_{d b}=-W_{a b}, \quad \epsilon_{a}^{c d} D_{c} W_{d b}=V_{a b} . \tag{I.C.12}
\end{equation*}
$$

Since applying two times the curl operator on a traceless, divergence-free, symmetric tensor is equivalent to applying ( $\square-3$ ), we deduce that both tensors obey

$$
\begin{equation*}
(\square-2) V_{a b}=0, \quad(\square-2) W_{a b}=0 \tag{I.C.13}
\end{equation*}
$$

These tensors also obey the orthogonality properties

$$
\begin{align*}
\int_{S} V_{(k) a b} \xi_{\mathrm{rot}(l)}^{a} n^{b} d^{2} S=0, & \int_{S} W_{(k) a b} \xi_{\text {boost }(l)}^{a} n^{b} d^{2} S=0,  \tag{I.C.14}\\
\int_{S} V_{(k) a b} \xi_{\text {boost }(l)}^{a} n^{b} d^{2} S=\frac{8 \pi}{3} \delta_{(k)(l),} & \int_{S} W_{(k) a b} \xi_{\text {rot }(l)}^{a} n^{b} d^{2} S=\frac{8 \pi}{3} \delta_{(k)(l)}, \mathrm{I} . \tag{I.C.15}
\end{align*}
$$

where $C$ is a cut of the hyperboloid. Since $V_{(k) a b}$ and $W_{(k) a b}$ are divergence-free, these integrals are independent of the chosen cut of the hyperboloid.

For $l>1$, we can solve the divergence-free condition in terms of $f_{2}, f_{4}$ and $f_{5}$ as

$$
\begin{align*}
f_{2}(\tau)= & -\frac{2}{l(l+1)}\left(\tanh \tau f_{6}(\tau)+\partial_{\tau} f_{6}(\tau)\right)  \tag{I.C.16}\\
f_{4}(\tau)= & \frac{2}{(l-1) l(l+1)(l+2)}\left(\left(l+l^{2}+2 \cosh 2 \tau\right) f_{6}(\tau)\right. \\
& \left.+2 \cosh \tau\left(3 \sinh \tau \partial_{\tau} f_{6}(\tau)+\cosh \tau \partial_{\tau} \partial_{\tau} f_{6}(\tau)\right)\right)  \tag{I.C.17}\\
f_{5}(\tau)= & -\frac{2}{(l-1)(l+2)} \cosh \tau\left(2 \sinh \tau f_{3}(\tau)+\cosh \tau \partial_{\tau} f_{3}(\tau)\right) \tag{I.C.18}
\end{align*}
$$

The general tensor with harmonics $(l, m), l>1$ is a linear combination of the following two tensors depending each on an arbitrary function $f(\tau)$ of $\tau$,

$$
\begin{align*}
T_{a b}^{(I)}(f) & \equiv T_{a b}\left(f_{3}(\tau)=\frac{1}{l(l+1)} f(\tau), f_{6}(\tau)=0\right)  \tag{I.C.19}\\
T_{a b}^{(I I)}(f) & \equiv T_{a b}\left(f_{3}(\tau)=0, f_{6}(\tau)=\frac{1}{2} f(\tau)\right) \tag{I.C.20}
\end{align*}
$$

These tensors obey the remarkable properties

$$
\begin{align*}
\epsilon_{a}^{c d} \mathcal{D}_{c} T_{d b}^{(I)}(f) & =T_{a b}^{(I I)}(f)  \tag{I.C.21}\\
\epsilon_{a}^{c d} \mathcal{D}_{c} T_{d b}^{(I I)}(f) & =-T_{a b}^{(I)}(\mathcal{O} f) \tag{I.C.22}
\end{align*}
$$

where $\mathcal{O} f$ is the following differential operator acting on $f(\tau)$,

$$
\begin{equation*}
\mathcal{O} f \equiv\left(1+l(l+1) \operatorname{sech}^{2} \tau\right) f+2 \tanh \tau \partial_{\tau} f+\partial_{\tau} \partial_{\tau} f \tag{I.C.23}
\end{equation*}
$$

We deduce also the following properties

$$
\begin{align*}
(\square-3) T_{a b}^{(I)}(f) & =-T_{a b}^{(I)}(\mathcal{O} f)  \tag{I.C.24}\\
(\square-3) T_{a b}^{(I I)}(f) & =-T_{a b}^{(I I)}(\mathcal{O} f) \tag{I.C.25}
\end{align*}
$$

Using the explicit expression for the tensors and the orthogonality of spherical harmonics, we also have

$$
\begin{align*}
\int_{S} T_{a b}^{(I)}(f) \xi_{\mathrm{rot}(k)}^{a} n^{b} d^{2} S & =0, & & \int_{S} T_{a b}^{(I I)}(f) \xi_{\mathrm{rot}(k)}^{a} n^{b} d^{2} S=0  \tag{I.C.26}\\
\int_{S} T_{a b}^{(I)}(f) \xi_{\mathrm{boost}(k)}^{a} n^{b} d^{2} S & =0, & & \int_{S} T_{a b}^{(I I)}(f) \xi_{\mathrm{boost}(k)}^{a} n^{b} d^{2} S=0  \tag{I.C.27}\\
\int_{S} T_{a b}^{(I)}(f) \mathcal{D}^{a} \zeta_{(l)} n^{b} d^{2} S & =0, & & \int_{S} T_{a b}^{(I I)}(f) \zeta_{(l)}^{a} n^{b} d^{2} S=0 . \tag{I.C.28}
\end{align*}
$$

The above decomposition proves lemma 3. Indeed, one can isolate the $l=0,1$ harmonics and then all the higher harmonics can be regrouped in a tensor $J_{a b}$ that obeys $\int_{S} J_{a b} \xi_{\text {rot }}^{a} n^{b}=$ $\int_{S} J_{a b} \xi_{\text {boost }}^{a} n^{b}=0$ as a consequence of (I.C.26)-(I.C.27).

There are two special sets of two functions $f(\tau)$ : the ones for which the differential operator obeys $\mathcal{O} f_{(0)}=0$ and the others for which $\mathcal{O} f_{(1)}=f_{(1)}$. The two functions obeying $\mathcal{O} f_{(0)}=0$ define tensors $T_{a b}^{(I I)}\left(f_{(0)}\right)$ such that

$$
\begin{equation*}
\mathcal{D}_{[a} T_{b] c}^{(I I)}\left(f_{(0)}\right)=0, \quad(\square-3) T_{a b}^{(I I)}\left(f_{(0)}\right)=0 . \tag{I.C.29}
\end{equation*}
$$

The tensor $T_{a b}^{(I)}\left(f_{(0)}\right)$ is a tensor potential for $T_{a b}^{(I I)}\left(f_{(0)}\right)$ and is uniquely determined for the two solutions of $\mathcal{O} f_{(0)}=0$. From the explicit form of the tensor, we note that $T_{a b}^{(I I)}\left(f_{(0)}\right)$ can be written as

$$
\begin{equation*}
T_{a b}^{(I I)}\left(f_{(0)}\right)=\mathcal{D}_{a} \mathcal{D}_{b} \Phi+h_{a b}^{(0)} \Phi \tag{I.C.30}
\end{equation*}
$$

where $\Phi=\sum_{l} \sum_{n=-l}^{l} \Phi^{l m}(\tau) Y_{l m}(\theta, \phi)$ is a scalar that obeys $(\square+3) \Phi=0$. The two independent solutions of $\mathcal{O} f_{(0)}=0$ correspond to the two independent solutions of the equation $(\square+3) \Phi=0$ for fixed values of $l>1,-l \leq m \leq l$.

The two independent solutions for $f(\tau)$ of the differential equation $\mathcal{O} f_{(1)}=f_{(1)}$ can be used to define two pairs of dual tensors

$$
\begin{equation*}
W_{a b}=T_{a b}^{(I)}\left(f_{(1)}\right), \quad V_{a b}=T_{a b}^{(I I)}\left(f_{(1)}\right), \tag{I.C.31}
\end{equation*}
$$

which obey

$$
\begin{align*}
& \epsilon_{a}^{c l} \mathcal{D}_{c} V_{d b}=-W_{a b}, \epsilon_{a}^{c d} \mathcal{D}_{c} W_{d b}=V_{a b},  \tag{I.C.32}\\
&(\square-2) V_{a b}=0,  \tag{I.C.33}\\
&(\square-2) W_{a b}=0 .
\end{align*}
$$

Given the special role of the eigenfunction of the operator $\mathcal{O}$, it is natural to decompose the functions $f(\tau)$ in that basis. The equation

$$
\begin{equation*}
\mathcal{O} f_{(n)}=(n-1)^{2} f_{(n)} \tag{I.C.34}
\end{equation*}
$$

for each positive integer $n$ is solved by associated Legendre functions of the first and second kind,

$$
\begin{equation*}
f_{(n)}^{(1)}=\operatorname{sech} \tau P_{l}^{n}[\tanh \tau], \quad f_{(n)}^{(2)}=\operatorname{sech} \tau Q_{l}^{n}[\tanh \tau] . \tag{I.C.35}
\end{equation*}
$$

Lemma 1 is then proven as follows. A symmetric traceless divergence-free tensor obeying $(\square-3) T_{a b}=0$ can be decomposed into harmonics. The only possible tensors in harmonics $l=0,1$ have the form

$$
\begin{equation*}
T_{a b}=\mathcal{D}_{a} \mathcal{D}_{b} \Phi+h_{a b}^{(0)} \Phi, \tag{I.C.36}
\end{equation*}
$$

where $(\square+3) \Phi=0$ contains $l=0,1$ harmonics. For $l>1$, we have seen that any tensor can be decomposed as a combination of two different tensor structures $T_{a b}^{(I)}\left(f^{(I)}\right)$ and $T_{a b}^{(I I)}\left(f^{(I t)}\right)$ depending each on one function. We then see from (I.C.24)-(I.C.25) that such tensors obey $(\square-3) T_{a b}=0$ if and only if $f^{(t)}=f^{(I I)}=f_{(0)}$ where $f_{(0)}$ are the solutions of the differential equation $\mathcal{O} f_{(0)}=0$. Then, we note using (I.C.21) that $T_{a b}^{(l)}\left(f_{(0)}\right)$ is not curl-free and thus does not obey the preconditions of the lemma. The only remaining tensors have the form $T_{a b}^{(I I)}\left(f_{(0)}\right)$ and they can be written in terms of a scalar potential (I.C.30) as shown earlier.

The general solution of $(\square+3) \Phi=0$ contains $\zeta_{(i)}, \hat{\zeta}_{(i)}, i=0,1,2,3$ and the higher $l>1$ harmonics. For each value of $l>1, m$, there are two solutions for $\Phi$ that uniquely correspond to the two tensors $T_{a b}^{(I I)}\left(f_{(0)}\right)$. The four lower harmonics correspond to the tensor $T_{a b}$ built in (I.C.10). The dependence in $\zeta_{(i)}$ is arbitrary since these scalars can then be added to $\Phi$ without changing $T_{a b}$. This ends the proof of lemma 1 .

The lemma 2 is proven by noticing that by lemma 1, all tensors derived from a scalar using (I.C.36) that have $l>1$ harmonics have the form $T_{a b}^{(I I)}\left(f_{(0)}\right)$. The tensor $T_{a b}^{(I)}\left(f_{(0)}\right)$ is then the tensor potential for $T_{a b}^{(I I)}\left(f_{(0)}\right)$ by (I.C.21).

Let us now prove lemma 4. We consider an arbitrary SDT tensor $T_{a b}$. One can decompose it in $l=0, l=1$ and $l>1$ harmonics, and further the arbitrary functions $f(\tau)$ appearing in (I.C.19)-(I.C.20) can be decomposed in eigenfunctions (I.C.34) with positive integer $n$. The $l=0, l=1$ and $l>1$ harmonics with $n=1$ can be written as the sum of a tensor admitting a scalar potential and the curl of an SDT tensor. From (I.C.21)-(I.C.22), the $l>1$ harmonics with $n>1$ are explicitly the curl of an SDT tensor. Using in addition Lemma 2, we obtain that $T_{a b}$ can be written as a sum of the curl of an SDT tensor and a sum of $\mathcal{D}_{a} \mathcal{D}_{b} \hat{\zeta}_{(i)}+h_{a b}^{(0)} \hat{\zeta}_{(i)}$, which proves the lemma.

Let us finally prove lemma 5 . Note that no SDT tensor obeying ( $\left.\square+n^{2}-2 n-2\right) T_{a b}=0$ with $n>2$ integer can contain spherical harmonics $l=0$ or $l=1$. This follows from the explicit form of the $l=0$ and $l=1$ SDT harmonics presented above. Therefore, any SDT tensor obeying $\left(\square+n^{2}-2 n-2\right) T_{a b}=0$ with $n>2$ can be decomposed in the basis of tensors $T_{a b}^{(I)}(f)$ and $T_{a b}^{(I I)}(f)$ (L.C.19)-(I.C.20) for $f(\tau)$ obeying the eigenvalue equation (I.C.34). All such tensors are expanded in spherical harmonics with $l>1$. The lemma then follows from the orthogonality of spherical harmonics (I.C.26)-(I.C.28).

## I.D Comparison of $3+1$ and covariant boundary conditions

The hyperbolic and cylindrical representation of spatial infinity are valid in the limits $\rho \rightarrow \infty$ and $r \rightarrow \infty$, respectively. The key change of coordinates is the one mapping flat spacetime from the hyperbolic to the cylindrical representation of spatial infinity

$$
\begin{equation*}
\rho=r \sqrt{1-\frac{t^{2}}{r^{2}}}, \quad \tau=\operatorname{arctanh}\left(\frac{t}{r}\right) . \tag{I.D.1}
\end{equation*}
$$

The hyperbolic and cylindrical representations coincide asymptotically in the limit where ADM time is kept finite, $t / r \rightarrow 0$ which is equivalent to $\tau \rightarrow 0$. In that case, $\rho \sim r$ asymptotically.

In order to obtain the form of the metric in $r, t$ coordinates, we expand the right-hand side of $\rho_{1} \tau$ in powers of $t / r$ and we expand the Beig-Schmidt fields in Taylor series around
$\tau=0$,

$$
\begin{align*}
\sigma(\tau, \theta, \phi) & =\sigma(\theta, \phi)+\frac{t}{r} \sigma^{\pi}(\theta, \phi)+\frac{t^{2}}{2 r^{2}} \gamma(\theta, \phi)+O\left(r^{-3}\right),  \tag{I.D.2}\\
k_{a b}(\tau, \theta, \phi) & =k_{a b}(\theta, \phi)+\frac{t}{r} k_{a b}^{\pi}(\theta, \phi)+\frac{t^{2}}{2 r^{2}} \gamma_{a b}(\theta, \phi)+O\left(r^{-3}\right),  \tag{I.D.3}\\
i_{a b}(\tau, \theta, \phi) & =i_{a b}(\theta, \phi)+\frac{t}{r} i_{a b}^{\pi}(\theta, \phi)+O\left(r^{-2}\right),  \tag{I.D.4}\\
h_{a b}^{(2)}(\tau, \theta, \phi) & =h_{a b}^{(2)}(\theta, \phi)+\frac{t}{r} h_{a b}^{\pi,(2)}(\theta, \phi)+O\left(r^{-2}\right), \tag{I.D.5}
\end{align*}
$$

where we define $\sigma^{\pi}(\theta, \phi)=\partial_{\tau} \sigma(0, \theta, \phi), k_{a b}^{\pi}(\theta, \phi)=\partial_{\tau} k_{a b}(0, \theta, \phi), \gamma(\theta, \phi)=\partial_{\tau} \partial_{\tau} \sigma(0, \theta, \phi)$, $\gamma_{a b}(\theta, \phi)=\partial_{\tau} \partial_{\tau} k_{a b}(0, \theta, \phi), i_{a b}^{\pi}=\partial_{\tau} i_{a b}(0, \theta, \phi), h_{a b}^{\pi,(2)}(\theta, \phi)=\partial_{\tau} h_{a b}^{(2)}(0, \theta, \phi)$. We will keep the same notation for canonical fields in Hamiltonian formalism as fields in Lagrangian formalism

$$
\begin{array}{rr}
\sigma(0, \theta, \phi)=\sigma(\theta, \phi), & k_{a b}(0, \theta, \phi)=k_{a b}(\theta, \phi) \\
i_{a b}(0, \theta, \phi)=i_{a b}(\theta, \phi), & h_{a b}^{(2)}(0, \theta, \phi)=h_{a b}^{(2)}(\theta, \phi) \tag{L.D.6}
\end{array}
$$

The tensors decompose into scalars, vectors and two-dimensional tensors under decomposition into temporal and spatial components. The meaning of the notation should be clear in either Hamiltonian or Lagrangian context. The fields $\gamma(\theta, \phi)$ and $\gamma_{a b}(\theta, \phi)$ are determined from the equations of motion of $\sigma$ and $k_{a b}$. After a straightforward computation, we obtain

$$
\begin{align*}
& { }^{3} g_{r r}=1+\frac{2 \sigma}{r}+\frac{\sigma^{2}+2 t \sigma^{\pi}}{r^{2}}+o\left(r^{-2}\right) \\
& { }^{3} g_{r \zeta}=-\frac{t}{r} k_{\tau \zeta}-t \frac{\log r\left(i_{\tau \zeta}\right)+h_{\tau \zeta}^{(2)}+t k_{\tau \zeta}^{\pi}}{r^{2}}+o\left(r^{-2}\right)  \tag{I.D.7}\\
& { }^{3} g_{\zeta \iota}=r^{2} g_{\zeta \iota}+\left(k_{\iota \zeta}-2 \sigma g_{\zeta \iota}\right) r+\log r\left(i_{\zeta \iota}\right)+\left(h_{\zeta \iota}^{(2)}+t k_{\iota \zeta}^{\pi}-2 t \sigma^{\pi} g_{\zeta_{\iota}}\right)+o\left(r^{0}\right)
\end{align*}
$$

for the canonical fields and

$$
\begin{align*}
& \left(\operatorname{detg}_{\zeta_{\iota}}\right)^{-1 / 2} \pi^{r r}=-2 \sigma^{\pi}+\frac{1}{2} k_{\iota \zeta}^{\pi} g_{\left(S^{2}\right)}^{\iota \zeta}-D_{\left(S^{2}\right)}^{\iota} k_{\tau \iota}+\frac{\log r}{r}\left(\frac{1}{2} g^{\zeta \iota} i_{\zeta \iota}^{\pi}-D_{\left.\left(S^{2}\right)^{i}\right)^{\zeta}}\right) \\
& +\frac{1}{r}\left(\frac{1}{2} g^{\zeta \iota} h_{\zeta \iota}^{\pi,(2)}-D_{\left(S^{2}\right)}^{\zeta} h_{\tau \zeta}^{(2)}-2 t \gamma+6 t \sigma-\frac{1}{2} t k_{\iota} g_{\left(S^{2}\right)}^{\iota \zeta}+\frac{1}{2} t \gamma_{\iota \zeta} g_{\left(S^{2}\right)}^{\iota \zeta}\right. \\
& \left.+2 t k_{\tau \tau}-k_{\tau \tau} \sigma^{\pi}-t D_{\left(S^{2}\right)}^{\iota} k_{\iota}^{\pi}+(k-k \text { terms })\right)+o\left(r^{-1}\right) \text {, } \\
& \left(\operatorname{detg}_{\zeta_{\iota}}\right)^{-1 / 2} \pi^{r \iota}=-\frac{1}{2 r} k_{\tau}^{\iota}-\frac{\log r}{r^{2}}\left(i_{\tau}^{\iota}\right)+\frac{1}{r^{2}}\left(-h_{T}^{(2) \iota}+\frac{1}{2} i_{\tau}^{\iota}-2 t \partial^{\iota} \sigma\right.  \tag{I.D.8}\\
& \left.-\frac{t}{2} k_{\tau \zeta}^{\pi} g_{\left(S^{2}\right)}^{\zeta_{\imath}}-\sigma k_{\tau \zeta} g_{\left(S^{2}\right)}^{\zeta \iota}-\frac{t}{2} D_{\left(S^{2}\right)}^{\iota} k_{\tau \tau}+(k-k \text { terms })\right)+o\left(r^{-2}\right) \text {, } \\
& \left(\operatorname{detg}_{\zeta_{\iota}}\right)^{-1 / 2} \pi^{\iota \zeta}=\frac{1}{r^{2}}\left(-\frac{1}{2} k^{\pi, \iota \zeta}+D_{\left(S^{2}\right)}^{(\iota} k_{\tau}^{\zeta)}+g_{\left(S^{2}\right)}^{\iota \zeta}\left(\frac{1}{2} k_{\xi}^{\pi, \xi}-D_{\left(S^{2}\right)}^{\xi} k_{\tau \xi}\right)\right) \\
& +\frac{\log r}{r^{3}}\left(-\frac{1}{2} i^{\pi, \iota \zeta}+D_{\left(S^{2}\right)^{( } i_{\tau}^{\zeta)}}^{(\iota)} g_{\left(S^{2}\right)}^{\iota \zeta}\left(\frac{1}{2} i_{\xi}^{\pi, \xi}-D_{\left(S^{2}\right)^{i} i^{\prime} \xi}^{\xi}\right)+O\left(r^{-3}\right),\right.
\end{align*}
$$

for the conjugate fields. Here, we denote by ( $k-k$ terms) terms quadratic in $k_{a b}$ which do contribute to the finite part of the conserved Lorentz charges but that we omit here for simplicity.

Let us finally discuss how the notions of parity are related between Beig-Schmidt fields and canonical fields. A field on the hyperboloid is parity-time reversal even if it is invariant under the combined transformation of inverting the hyperboloid time $\tau \rightarrow-\tau$ and doing a parity transformation $(\theta, \phi) \rightarrow(\pi-\theta, \phi+\pi)$. Fields in canonical formalism are paritytime reversal even if their components in Cartesian coordinates do not transform under three-dimensional parity and if the components of their conjugate momentum in Cartesian coordinates transform with an overall sign under parity. From the dictionary of the BeigSchmidt asymptotic fields in $3+1$ decomposition, we see after switching from spherical to Cartesian coordinates that the even parity-time reversal conditions on $\sigma$ and $k_{a b}$ lead to parity-time reversal even first order canonical fields on the initial time slice $t=0$.

## Part II

Magnetic theory through duality

## Chapter 4

## Electromagnetic duality for Maxwell's theory

In this chapter we review the theoretical discovery of P.A.M. Dirac [87], in 1931, who showed that Maxwell's equations can be made invariant under a symmetry that exchanges electric and magnetic fields at the cost of introducing sources for the magnetic field. This symmetry is known as the electromagnetic duality and the new postulated particles bear the name "magnetic monopoles".

In section 4.1, we review this duality at the level of the equations of motion. In section 4.2 , we briefly discuss electric and magnetic charges and the Dirac string. The major importance of Dirac's work is that, even if magnetic monopoles have never been observed in Nature, the presence of at least one of them would explain the quantization of the electric charge. This is what is reviewed in section 4.3 . We eventually finish by a small discussion of some other aspects in section 4.4.

### 4.1 The electromagnetic duality

In 1861, Maxwell wrote the famous equations that bear his name and that describe, in a unified way, electricity, magnetism and optics. In the vacuum, these are

$$
\begin{array}{crr}
\vec{\nabla} \cdot \vec{E}=0, & \vec{\nabla} \cdot \vec{B}=0, \\
\vec{\nabla} \times \vec{B}=\frac{\partial \vec{E}}{\partial t}, & -\vec{\nabla} \times \vec{E}=\frac{\partial \vec{B}}{\partial t} \tag{4.1.1}
\end{array}
$$

It is easy to see that they are invariant under the so-called electromagnetic duality which interchanges electric and magnetic fields

$$
\begin{equation*}
\vec{E} \rightarrow \vec{B}, \quad \vec{B} \rightarrow-\vec{E} . \tag{4.1.2}
\end{equation*}
$$

As we said in the introduction of this thesis, Maxwell's equations were already fitted for special relativity. This can be seen by introducing an exact antisymmetric tensor, where the index $i$ goes from 1 to 3 ,

$$
\begin{equation*}
F_{0 i}=E_{i}, \quad F_{i j}=\epsilon_{i j k} B^{k} \tag{4.1.3}
\end{equation*}
$$

such that Maxwell's equations can be written in a covariant form

$$
\begin{equation*}
\partial_{\nu} F^{\mu \nu}=0, \quad \epsilon^{\mu \nu \rho \sigma} \partial_{\nu} F_{\rho \sigma}=0, \tag{4.1.4}
\end{equation*}
$$

where indices are raised and lowered with the flat metric $\eta_{\mu \nu}$ such that $F_{00}=F^{00}, F_{0 i}=$ $-F^{0 i}, \ldots$. The first equation is called the equation of motion while the second is the Bianchi identity, an identity for an antisymmetric two-form. Using differential forms, it is just

$$
\begin{equation*}
d \star F=0, \quad d F=0 . \tag{4.1.5}
\end{equation*}
$$

The second equation (Bianchi identity) states that $F$ can be obtained from a potential

$$
\begin{equation*}
F_{\mu \nu} \equiv \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{4.1.6}
\end{equation*}
$$

where $A_{\mu}$ is called a gauge field. Local transformations of the form

$$
\begin{equation*}
\delta A_{\mu}=\partial_{\mu} \Lambda(x), \tag{4.1.7}
\end{equation*}
$$

leave the field strength $F_{\mu \nu}$ invariant. The electromagnetic duality (4.1.2) is rephrased as a Hodge duality on the field strength. Alternatively stated, Maxwell's equations are invariant under

$$
\begin{equation*}
F_{\mu \nu} \rightarrow \tilde{F}_{\mu \nu}=(\star F)_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F^{\rho \sigma} . \tag{4.1.8}
\end{equation*}
$$

In the presence of electric sources, we have

$$
\begin{array}{cr}
\vec{\nabla} \cdot \vec{E}=4 \pi \rho_{e}, & \vec{\nabla} \cdot \vec{B}=0 \\
\vec{\nabla} \times \vec{B}=4 \pi \vec{j}_{c}+\frac{\partial \vec{E}}{\partial t}, & -\vec{\nabla} \times \vec{E}=\frac{\partial \vec{B}}{\partial t},
\end{array}
$$

and the equations are not invariant anymore. To restore the symmetry, the idea of Dirac was to introduce a new density of charges and a new current in the following way

$$
\begin{array}{rr}
\vec{\nabla} \cdot \vec{E}=4 \pi \rho_{e}, & \vec{\nabla} \cdot \vec{B}=4 \pi \rho_{m}, \\
\vec{\nabla} \times \vec{B}=4 \pi \vec{j}_{e}+\frac{\partial \vec{E}}{\partial t}, & -\vec{\nabla} \times \vec{E}=4 \pi \vec{j}_{m}+\frac{\partial \vec{B}}{\partial t}, \tag{4.1.10}
\end{array}
$$

or rewritten with $F_{\mu \nu}, J_{e}^{\mu}=\left(\rho_{e}, j_{e}^{i}\right)$ and $J_{m}^{\mu}=\left(\rho_{m}, j_{m}^{i}\right)$

$$
\begin{align*}
\partial_{\nu} F^{\mu \nu} & =4 \pi J_{e}^{\mu}, \\
\frac{1}{2} \epsilon^{\mu \nu \rho \sigma} \partial_{\nu} F_{\rho \sigma} & =4 \pi J_{m}^{\mu} . \tag{4.1.11}
\end{align*}
$$

By introducing a magnetic 4-current on the left hand side of the Bianchi identity, these equations are now invariant under the duality symmetry

$$
\begin{equation*}
F_{\mu \nu} \rightarrow \bar{F}_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F^{\rho \sigma}, \quad J_{e}^{\mu} \rightarrow J_{n}^{\mu}, \quad J_{m}^{\mu} \rightarrow-J_{e}^{\mu} \tag{4.1.12}
\end{equation*}
$$

This duality intertwines the equation of motion with the Bianchi identity.

### 4.2 Electric charge versus magnetic monopole

Electromagnetic duality tells us that for every "electric" field, there is a "magnetic" dual field. In the presence of sources, for every "electric" source there is a dual "magnetic" source. As we know, the electric charge is the source of the electric field. If electromagnetic duality is realized in Nature, Dirac postulated that there should exist a magnetic charge, source of the magnetic field. These particles are known as magnetic monopoles. A particle that contains both electric and magnetic charges is called a dyon.

Let us consider an electric source generating an electric field $\vec{E}=Q \frac{\vec{F}}{\vec{r}}$ such that

$$
\begin{equation*}
A_{t}=\frac{Q}{r}, \quad \quad F_{t r}=E_{r}=\frac{Q}{r^{2}} . \tag{4.2.1}
\end{equation*}
$$

After an electromagnetic duality rotation, sending $F \rightarrow \tilde{F}$ and the source $Q \rightarrow H$, we obtain the field generated by a magnetic monopole

$$
\begin{equation*}
\tilde{F}_{\theta \phi}=H \sin \theta \text {. } \tag{4.2.2}
\end{equation*}
$$

Speaking of conserved charges, the electric charge is

$$
\begin{equation*}
Q=-\frac{1}{4 \pi} \oint F^{0 i} d \Sigma_{i} \tag{4.2.3}
\end{equation*}
$$

By analogy, one would like to associate a magnetic, topological, charge to the dual field

$$
\begin{equation*}
H=\frac{1}{8 \pi} \oint \epsilon^{i j k} F_{j k} d \Sigma_{i} \tag{4.2.4}
\end{equation*}
$$

By taking the expression (4.2.2), we can actually check that the above expression does reproduce the magnetic charge $H$.

## The magnetic monopole and the Dirac string

As we have already said, in the absence of magnetic sources, the Bianchi identity $d F=0$ ensures that the field strength can be expressed as $F=d A$. Also, from Stoke's theorem, it is easy to see that if $F=d A$, we should have

$$
\begin{equation*}
H=\oint_{\Sigma} F=\oint_{\Sigma} d A=\oint_{C} A=0 \tag{4.2.5}
\end{equation*}
$$

where $C$ is a closed curve.
When we introduce the four-vector $J_{m}^{\mu}$, the magnetic charge sources the Bianchi identity and thus $F=d A$ is no longer true. To describe the pure monopole field (4.2.2), we actually need to write

$$
\begin{equation*}
F=d A+C, \quad d C=J_{m}, \tag{4.2.6}
\end{equation*}
$$

where $C$ is a singular contribution as we now review. Indeed, let us consider the gauge field

$$
\begin{equation*}
\tilde{A}=-H(\cos \theta+1) d \phi=-H \frac{1}{r(r-z)}(x d y-y d x), \tag{4.2.7}
\end{equation*}
$$

which is singular along the positive $z$-axis, the so-called Dirac string singularity. For this gauge field, we see that the electric field is trivial while the magnetic field computed with (we closely follow [88])

$$
\begin{equation*}
\vec{A}=\left(H \frac{y}{r(r-z)},-H \frac{x}{r(r-z)}, 0\right) \tag{4.2.8}
\end{equation*}
$$

gives rise to

$$
\begin{equation*}
\vec{B}=\vec{\nabla} \times \vec{A}=H \frac{\vec{r}}{r^{3}}-H \delta(x) \delta(y) \theta(z) \overrightarrow{1}_{z} \tag{4.2.9}
\end{equation*}
$$

where $\theta(z)$ is the Heaviside function which is zero for $z<0$ and one for $z \geq 0$, and $\overrightarrow{1}_{z}$ is the unit vector along the $z$-direction. Note that to obtain this last result, we used the following regularization procedure: we first set $r \rightarrow R=\sqrt{r^{2}+\epsilon^{2}}$ and obtain easily

$$
\begin{equation*}
\vec{B}_{\mathrm{reg}}=H\left(\frac{\vec{r}}{R^{3}}-\frac{\epsilon^{2}(2 R-z)}{R^{3}(R-z)^{2}} \overrightarrow{1}_{z}\right) \tag{4.2.10}
\end{equation*}
$$

We then take the limit of $\epsilon \rightarrow 0$ to recover (4.2.9).
What we have described in (4.2.9) is a modified magnetic field which has a singular contribution along the positive axis. This unwanted singular contribution actually sets the magnetic charge to zero.

To describe the pure monopole field (4.2.2), we actually need to write

$$
\begin{equation*}
F=d A+C, \quad C_{i j}=\epsilon_{i j z} H \delta(x) \delta(y) \theta(z) \tag{4.2.11}
\end{equation*}
$$

and we realize that $C$ is precisely a string singularity along the $z$-axis canceling the one coming from our naive guess (4.2.7). It is sourcing the left hand side of the Bianchi identity. One can check that under an appropriate gauge transformation, the string can be sent along the negative $z$-axis so that, for the classical theory at least, the singularity in the gauge field should be seen as an artifact as it is really the electric and magnetic fields which are the physical gauge-invariant observables.

One interesting remark, for further considerations in the next chapter, is that the integrand appearing in the surface integrals for computing the charges is the field strength $F=d A$, a gauge invariant quantity. This means that if we consider $F=d A+C$, a regular gauge transformation on $A$ does not shift the string. It can thus always be fixed so as to cancel the singular term coming from $d A$.

### 4.3 Quantization of the electric charge

As we have seen in the previous section, when one wants to deal with gauge potentials, one needs to introduce the Dirac string. However, this string is not physical classically as the electric and magnetic fields, the true observables, are regular. The fact that the string should not be visible quantum mechanically led Dirac to the first explanation of the quantization of the electric charge in units of $h$.

One way to understand this result is to consider a system of an electric charge and a magnetic monopole separated by a fixed distance. This system will possess an angular momentum

$$
\begin{equation*}
\vec{L}=\int d^{3} x \vec{x} \times(\vec{E} \times \vec{B})=\frac{Q H}{4 \pi} \vec{n} \tag{4.3.1}
\end{equation*}
$$

The fact that angular momentum is quantized in the quantum theory tells us now that the electric charge has to be quantized in units of $h$.

The importance of this result lies in the fact that the very observation of a unique magnetic monopole would explain the quantification of the electric charge.

### 4.4 Other comments

Let us comment here on some other aspects that have not been considered in the above.

## Double field formalism and the invariance of the action

Up to here, we have seen that the magnetic charge appears as a topological charge. This is due to the fact that we have described the monopole using an "electric" formulation as only the electric charge is considered to be dynamical. As we have pointed out in chapter 1, working in the Hamiltonian formalism, it is actually possible to introduce new gauge degrees of freedom. By doubling the number of gauge degrees of freedom, one can introduce two, dual, potentials. In this way, electric and magnetic parts can be set on an equal footing. This is known as the doubled field formalism.

The equations of motion are invariant under the exchange of electric and magnetic fields. However, the action

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(E^{2}-B^{2}\right), \tag{4.4.1}
\end{equation*}
$$

is obviously not invariant under such a transformation. To check that the action is invariant, it has been shown in [89], using the doubled field formalism, that one should actually consider transformations of the gauge field, which represent the true dynamical variables of the theory, instead of the field strength. Although the action can be written in a manifestly invariant way, it is no longer manifestly invariant under Lorentz transformations.

## The strong-weak duality

Electromagnetic duality is a strong-weak duality. Indeed, the electric charge is directly related to the coupling constant, the strength of the electromagnetic interaction. Under a duality rotation the electric charge is sent to the magnetic charge. The fact that the duality is a strong-weak duality can be understood from the quantization condition of the electric charge. Indeed, let us write it as

$$
\begin{equation*}
Q H=\frac{n}{2} \tag{4.4.2}
\end{equation*}
$$

From this, we see that if the electric theory is "weakly" coupled, then the magnetic theory will instead be strongly coupled.

Electromagnetic duality inspired C. Montonen and D. Olive who conjectured in [90] the presence of this symmetry inside non-abelian gauge theories. It was later shown by H . Osborn in [91] to hold as a strong-weak duality in $\mathcal{N}=4$ super Yang-Mills.

## Gravitational duality in linearized gravity

In this chapter, we review how electromagnetic duality can be transposed to general relativity. As we said at the beginning of this thesis, the main reason to believe that such a duality could be present in general relativity is the presence of the Taub-NUT solution. This solution has a mass $M$ and a parameter $N$ that play, at least in the linearized theory, the same roles as the electric and magnetic charges in electromagnetism.

Instead of providing the reader immediately with the Taub-NUT solution, we would like to take a hopefully more interesting path. In section 5.1 , we review the fact that general relativity reduced along a Killing direction has a pair of scalars which parametrize an $S L(2, R) / S O(2)$ coset. Using this, we show that the Schwarzschild metric can be mapped under an $S O(2)$ rotation, subgroup of Ehlers's $S L(2, R)$ group, to a new solution, the TaubNUT metric, of Einstein's equations. Gravitational duality is the name given to this $S O(2)$ rotation. It is an exact duality of the full theory in the presence of a Killing direction. We finish this section by discussing the Taub-NUT solution as a solution of general relativity.

In section 5.2, we review how linearized equations of motion, in four dimensions and in the presence of electric sources, are invariant under an $S O(2)$ duality rotation if one allows for the presence of a magnetic stress-energy tensor in complete analogy with the work of Dirac for electromagnetism. This duality is valid even in the absence of any Killing direction. The duality in the linearized theory in the absence of Killing directions has been proven to be a symmetry of the action using a double field formalism in [1]. This result was generalized in the presence of sources in [92]. Note that these works only deal with the linearized theory. In [26], it was proved that this duality can not be extended perturbatively to the 3 -vertex in Einstein gravity using a proof similar to the one showing that electromagnetic duality of free Maxwell theory cannot be extended to Yang-Mills theory.

In section 5.3, we give expressions for the ten Poincaré charges associated to the electric stress-energy tensor and the ten dual Poincaré charges associated to the magnetic stress-energy tensor, generalizing in a way the Abbott-Deser construction in the presence of singularities. We show that momenta and dual momenta can be expressed as surface integrals while Lorentz and dual Lorentz charges require some gauge fixing in our "electric" formulation.

Eventually, in section 5.4, we discuss several linearized solutions such as the Schwarzschild,

Kerr and Aichelburg-Sexl pp-wave and their respective dual solutions that we refer to as the pure NUT, rotating NUT and NUT-wave. Duality considerations lead us to an exotic interpretation of the source of the Kerr metric. The Aichelburg-Sexl shock pp-wave is obtained as an infinite boost of the Schwarzschild metric and its gravitational dual is also recovered by taking the infinite boost of the pure NUT metric.

### 5.1 Ehlers's symmetry and the Taub-NUT solution

In this section, we start by reviewing the discovery of J. Ehlers [93] who showed that Einstein's equations reduced on a circle possess an $S L(2, R)$ symmetry. We then see how the Taub-NUT solution can be obtained by an $S O$ (2) rotation of the Schwarzschild solution reduced on a circle, when the parameters $M$ and $N$ are seemingly rotated, and discuss some important aspects of this solution.

To illustrate this, let us first perform a Kaluza-Klein reduction of Einstein's equations along a timelike direction. Start with a four dimensional metric that can be written in the form

$$
\begin{equation*}
d s_{4}^{2}=-e^{-\phi}(d t+\mathcal{A})+e^{\phi} d s_{3}^{2} . \tag{5.1.1}
\end{equation*}
$$

Plugging this ansatz for the metric into Einstein's equations, we obtain a set of threedimensional equations: Einstein's equation for the three-dimensional metric, a Maxwell equation for the graviphoton $\mathcal{A}$ and a Klein-Gordon equation for the dilaton field $\phi$. This set of equations can be obtained from the three-dimensional Lagrangian

$$
\begin{equation*}
\mathcal{L}_{3}=\sqrt{g_{3}}\left(R_{3}-\frac{1}{2} \partial_{i} \phi \partial^{i} \phi+\frac{1}{4} e^{-2 \phi} F_{i j} F^{i j}\right) . \tag{5.1.2}
\end{equation*}
$$

This is the standard Kaluza-Klein reduction that we will not review here, but we refer the interested reader to C.N. Pope's lectures available on the internet for a crystal clear presentation of the subject [94].

In three dimensions, the dual of a vector is a scalar. As we have seen for electromagnetism, duality typically exchanges equations of motion with Bianchi identities. The usual way to implement such a duality at the level of the Lagrangian is to add a term that enforces the Bianchi identity of the field to be dualized. In our case, the term is $\frac{1}{2} F_{i j} \epsilon^{i j k} \partial_{k} \chi$ and it is a boundary term when the Bianchi identity for the field strength is enforced. With this additional term, one can also integrate out $A_{\mu}$. The equation of motion for the graviphoton is the defining duality relation. Rewriting the action with the supplemented term as

$$
\begin{align*}
\mathcal{L}_{3}+\frac{1}{2} F_{i j} \epsilon^{i j k} \partial_{k} \chi & =\sqrt{g_{3}}\left(R_{3}-\frac{1}{2}(\partial \phi)^{2}-\frac{1}{2} e^{2 \phi}(\partial \chi)^{2}\right. \\
& \left.+\frac{1}{4} e^{-2 \phi}\left(F_{i j}+\frac{1}{\sqrt{g_{3}}} \epsilon_{i j k} e^{2 \phi} \partial^{k} \chi\right)\left(F^{i j}+\frac{1}{\sqrt{g_{3}}} \epsilon^{i j l} e^{2 \phi} \partial_{l} \chi\right)\right), \tag{5.1.3}
\end{align*}
$$

and making use of the defining relation

$$
\begin{equation*}
F_{i j}+\frac{1}{\sqrt{g_{3}}} \epsilon_{i j k} e^{2 \phi} \partial^{k} \chi=0, \tag{5.1.4}
\end{equation*}
$$

the last term in the Lagrangian (5.1.3) is zero. We eventually get a theory where the dual field has now become dynamical

$$
\begin{equation*}
\mathcal{L}_{3}=\sqrt{g_{3}}\left(R_{3}-\frac{1}{2}(\partial \phi)^{2}-\frac{1}{2} e^{2 \phi}(\partial \chi)^{2}\right) \tag{5.1.5}
\end{equation*}
$$

It is by now a well-known fact that the scalar sector parameterizes an $S L(2, R) / S O(2)$ coset. One can check that the Lagrangian is invariant under the non-linear transformations of the scalar fields

$$
\begin{align*}
e^{\phi} & \rightarrow e^{\phi^{\prime}}=(c \chi+d)^{2} e^{\phi}+c^{2} e^{-\phi} \\
\chi e^{\phi} & \rightarrow \chi e^{\phi^{\prime}}=(a \chi+b)(c \chi+d) e^{\phi}+a c e^{-\phi} \tag{5.1.6}
\end{align*}
$$

where $a, b, c, d$ are the coefficients of $2 \times 2$ matrices such that $a d-b c=1$. In here, we will no longer discuss the $S L(2, R$. transformations but interest ourselves in an $S O(2)$ subgroup of it

$$
\left(\begin{array}{ll}
a & b  \tag{5.1.7}\\
c & d
\end{array}\right)=\left(\begin{array}{cc}
\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{array}\right)
$$

Let us now see what happens if we apply a rotation $\psi$ to the Schwarzschild metric

$$
\begin{equation*}
d s_{4}^{2}=-\frac{\left(r^{2}-2 M r\right)}{r^{2}} d t^{2}+\frac{r^{2}}{r^{2}-2 M r} d r^{2}+r^{2} d \Omega_{2}^{2} \tag{5.1.8}
\end{equation*}
$$

One starts by performing the change of coordinates $r \rightarrow r+M$ to cast it into the form

$$
\begin{align*}
d s_{4}^{2} & =-\frac{\left(r^{2}-M^{2}\right)}{(r+M)^{2}} d t^{2}+\frac{(r+M)^{2}}{r^{2}-M^{2}} d s_{3}^{2}  \tag{5.1.9}\\
d s_{3}^{2} & =d r^{2}+\left(r^{2}-M^{2}\right) d \Omega_{2}^{2} \tag{5.1.10}
\end{align*}
$$

with

$$
\begin{equation*}
\chi=0, \quad e^{\phi}=\frac{(r+M)^{2}}{r^{2}-M^{2}}=\frac{r+M}{r-M} \tag{5.1.11}
\end{equation*}
$$

Under a rotation of angle $\psi$, we get

$$
\begin{equation*}
e^{\phi^{\prime}}=\frac{r^{2}+M^{2}+2 M r \cos (2 \psi)}{r^{2}-M^{2}}, \quad \chi^{\prime}=-\frac{2 M r \sin (2 \psi)}{r^{2}+M^{2}+2 M r \cos (2 \psi)} . \tag{5.1.12}
\end{equation*}
$$

Now, one should also rotate the charges. We see that by defining

$$
\begin{equation*}
M^{\prime}=M \cos (2 \psi), \quad N^{\prime}=M \sin (2 \psi) \tag{5.1.13}
\end{equation*}
$$

we have

$$
\begin{align*}
e^{\phi^{\prime}} & =\frac{\left(r+M^{\prime}\right)^{2}+N^{\prime 2}}{r^{2}-M^{\prime 2}-N^{\prime 2}}, \quad \chi^{\prime}=-\frac{2 N^{\prime} r}{\left(r+M^{\prime}\right)^{2}+N^{\prime 2}} \\
d s_{3}^{2} & =d r^{2}+\left(r^{2}-M^{\prime 2}-N^{\prime 2}\right) d \Omega_{2}^{2} \tag{5.1.14}
\end{align*}
$$

Using (5.1.4) and the above information, the graviphoton is

$$
\begin{equation*}
\mathcal{A}=2 N^{\prime} \cos \theta d \phi \tag{5.1.15}
\end{equation*}
$$

Upon uplifting to four dimensions, the four-dimensional metric is

$$
\begin{align*}
d s_{4}^{2}=- & \frac{r^{2}-M^{\prime 2}-N^{\prime 2}}{\left(r+M^{\prime}\right)^{2}+N^{\prime 2}}\left(d t+2 N^{\prime} \cos \theta d \phi\right) \\
& \quad+\frac{\left(r+M^{\prime}\right)^{2}+N^{\prime 2}}{r^{2}-M^{\prime 2}-N^{\prime 2}}\left(d r^{2}+\left(r^{2}-M^{\prime 2}-N^{\prime 2}\right) d \Omega_{2}^{2}\right) \tag{5.1.16}
\end{align*}
$$

Now, by making $r \rightarrow r-M^{\prime}$, we find

$$
\begin{equation*}
d s^{2}=-\frac{\lambda}{R^{2}}(d t+2 N \cos \theta d \phi)^{2}+\frac{R^{2}}{\lambda} d r^{2}+R^{2} d \Omega^{2} \tag{5.1.17}
\end{equation*}
$$

where $\lambda=r^{2}-N^{2}-2 M r, R^{2}=r^{2}+N^{2}, d \Omega^{2}$ is the metric on the unit two-sphere and where we have removed the primes on the charges for simplicity.

This new solution of Einstein's equations is the so-called Taub-NUT metric, name given to the solution found by A.H. Taub in [95] and E. Newman, L. Tamburino and T. Unti in [96]. The Taub-NUT metric was studied by C. Misner in [97]. This metric reduces to the Schwarzschild metric (5.1.8) when $N=0$ and to the metric

$$
\begin{equation*}
d s_{4}^{2}=-\frac{\left(r^{2}-N^{2}\right)}{\left(r^{2}+N^{2}\right)}(d t+2 N \cos \theta d \phi)+\frac{r^{2}+N^{2}}{r^{2}-N^{2}} d r^{2}+\left(r^{2}+N^{2}\right) d \Omega_{2}^{2} \tag{5.1.18}
\end{equation*}
$$

when $M=0$. In the following, we will refer to this last metric as the pure NUT metric.
Let us now discuss some relevant aspects of the Taub-NUT metric. The first important thing to notice about the Taub-NUT metric is that

$$
\begin{equation*}
g_{t \phi} \sim 2 N \cos \theta d \phi \tag{5.1.19}
\end{equation*}
$$

This resemblance with the gauge field of the magnetic monopole presented in the previous chapter (remember we had $A=H \cos \theta d \phi$ ) is the reason why Taub-NUT could be interpreted as a gravitational dyon, see for example [21], [98], [99].

As we have seen for electromagnetism, the potential is singular along the $z$-axis. This singularity for the Taub-NUT metric is known as the (Dirac)-Misner string. In [97], it was stated that the singularity has to be removed because "If one is given a manifold and on it a metric which does not at all points satisfy the necessary differentiability requirements, one simply throws away all the points of singularity". Misner showed that the singularity is a coordinate singularity (just like $r=2 M$ is for the Schwarzschild black hole) and that it can be removed. Let us see how this works.

As in the electromagnetic case, the singularity can be set on the positive or negative axis by an appropriate gauge transformation. In here, it is implemented by a change of the $\phi$ coordinate. Starting from the metric (5.1.17), one can make the change of coordinate

$$
\begin{equation*}
t \rightarrow t^{S}+2 N \phi \tag{5.1.20}
\end{equation*}
$$

so that the string singularity is along the positive $z$-axis or

$$
\begin{equation*}
t \rightarrow t^{N}-2 N \phi \tag{5.1.21}
\end{equation*}
$$

and the string will then be along the negative $z$-axis. In the coordinate system (5.1.20), the metric is regular around the South pole and with (5.1.21) around the North pole. For consistency, we should impose that both regular metrics are equivalent on the equator. This is just

$$
\begin{equation*}
t^{N}=t^{S}+4 N \phi . \tag{5.1.22}
\end{equation*}
$$

Because $\phi$ is periodic with period $2 \pi$, the singularity is cured if one imposes $t$ to be periodic with period $8 \pi N$ as stated in [97]. The drawback of identifying time is that it introduces closed timelike curves, another undesirable feature of general relativity.

In the rest of this thesis we will not consider this identification but rather deal with the metric (5.1.17). The main reason is that we want to deal with linearized gravity where there is an exact duality [1] that rotates the linearized Taub-NUT metric onto itself (when the mass and the NUT charge are also rotated). Also, Taub-NUT metric is asymptotically Hat (at least locally) following Regge-Teitelboim, see [27]. As one can check from Part I, remark that the metric fulfills the parity conditions, even if $k_{a b}$ is now singular along the $z$-axis. Considerations about the existence of a variational principle in the presence of NUT charge can be found in [27], [17] and [48].

### 5.2 Gravitational duality for linearized gravity

In this section, we would like to review how gravitational duality works for linearized general relativity in the absence of Killing directions. We will re-derive the duality invariant form of the Einstein equations, cyclic and Bianchi identities, following the lines of [27]. In the rest of this thesis, we will work in vielbein formalism. This was first motivated by the study of solutions of supersymmetric theories as we detail in Part III. However, we will see that it also has its utility in the rest of this chapter.

Linearized general relativity seems to have a lot in common with electromagnetism, as they are for example both linear theories and possess both a duality symmetry. However, if one wants to generalize the electromagnetic duality to linearized gravity, there are subtleties that need to be taken care of.

The first difference with electromagnetism comes from the fact that the duality is a Hodge duality on the Riemann tensor, a tensor that has two pairs of antisymmetric indices (the Lorentz and the form indices, respectively, in reference to the spin connection). Therefore, one is free, in the linearized theory, to pick the Lorentz indices, the form indices, or even a linear combination of these two. We argue in the following that gravitational duality is best understood when dualization is performed on Lorentz indices.

In comparison with electromagnetism, the second subtelty arises from the existence of three different "objects" in general relativity. Indeed, we have a vielbein $e^{a}{ }_{\mu}$, a connection $\omega_{\mu}^{a b}$, and a curvature $R_{a b \mu \nu}$. Because the singularity appears in the vielbein, one could
reasonably wonder why the connection could not be used, instead of the Riemann tensor, to play the same role as does the field strength $F$ in electromagnetism. We show that the choice of dualization on Lorentz indices permits to lower the duality relation between Riemann tensors to a duality between spin connections. The important difference we point out is that the spin connection is a gauge-variant quantity while the field strength $F$ is not. We show however that, by duality, a gauge choice can always be made such that the dual spin connection is regular. We eventually give an expression of the spin connection in terms of the vielbein and a three index object, first introduced in [27], that contains the magnetic information of the solution. Since we linearize around flat Minkowski space in cartesian coordinates, there will be no distinction between curved and flat indices in the following.

Linearizing around flat space $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, the Einstein equations, cyclic and Bianchi identities, in the absence of magnetic charges, are just

$$
\begin{align*}
& G_{\mu \nu}=8 \pi G T_{\mu \nu} \\
& R_{\mu[\nu \alpha \beta]}=\frac{1}{3}\left(R_{\mu \nu \alpha \beta}+R_{\mu \beta \nu \alpha}+R_{\mu \alpha \beta \nu}\right)=0 \\
& \partial_{[\alpha} R_{[\rho \sigma \mid \beta \gamma]}=\frac{1}{3}\left(\partial_{\alpha} R_{\rho \sigma \beta \gamma}+\partial_{\gamma} R_{\rho \sigma \alpha \beta}+\partial_{\beta} R_{\rho \sigma \gamma \alpha}\right)=0 \tag{5.2.1}
\end{align*}
$$

where $R_{\rho \sigma \gamma \alpha}$ is the linearized Riemann tensor. The Bianchi identities are solved by expressing the Riemann tensor in terms of a spin connection. In turn, the cyclic identity is solved when the spin connection is expressed in terms of a vielbein or, when the local Lorentz gauge freedom is fixed, in terms of a (linearized) metric.

In the absence of sources, gravitational duality tells us that for every metric there exists a dual metric such that their respective Riemann tensors are Hodge dual to each other, in complete parallel with the Hodge duality in electromagnetism. As explained above, we will prefer here a dualization on the Lorentz indices, the first two indices in our conventions, as is clear from the Bianchi identities above. We write the duality in the absence of sources as

$$
\begin{equation*}
R_{\mu \nu \rho \sigma} \rightarrow \tilde{R}_{\mu \nu \rho \sigma}=\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} R_{\rho \sigma}^{\alpha \beta}, \quad \tilde{R}_{\mu \nu \rho \sigma} \rightarrow-R_{\mu \nu \rho \sigma}=-\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} \tilde{R}_{\rho \sigma}^{\alpha \beta} \tag{5.2.2}
\end{equation*}
$$

where $\tilde{R}_{\mu \nu \rho \sigma}$ denotes the magnetic or dual Riemann tensor. To check that linearized Einstein's equations are invariant under this duality and also to generalize the duality in the presence of electric sources, it is useful to remark that the magnetic cyclic identity in the presence of electric sources can be written as

$$
\begin{align*}
\left(\tilde{R}_{\mu \nu \alpha \beta}+\tilde{R}_{\mu \beta \nu \alpha}+\tilde{R}_{\mu \alpha \beta \nu}\right) & =3 \delta_{[\nu \alpha \beta]}^{\rho \sigma \kappa} \tilde{R}_{\mu \rho \sigma \kappa}=-\frac{1}{2} \varepsilon_{\gamma \nu \alpha \beta}\left(\varepsilon^{\gamma \rho \sigma \kappa} \tilde{R}_{\mu \rho \sigma \kappa}\right) \\
& =-\frac{1}{2} \varepsilon_{\gamma \nu \alpha \beta}\left(2 R_{\mu}^{\gamma}-\delta_{\mu}^{\gamma} R .\right)=8 \pi G \varepsilon_{\nu \alpha \beta \gamma} T_{\mu}^{\gamma} \tag{5.2.3}
\end{align*}
$$

The electric stress-energy tensor appears at the right hand side of this last equation. Transposing Dirac's idea for electromagnetism to linearized gravity, we will add a magnetic stress-energy tensor $\Theta_{\mu \nu}$ on the right hand side of the "electric" cyclic identity. Under a gravitational duality rotation in the presence of both electric and magnetic sources, we have schematically

$$
\begin{array}{ll}
R_{\mu \nu \rho \sigma} \rightarrow \bar{R}_{\mu \nu \rho \sigma}, & \tilde{R}_{\mu \nu \rho \sigma} \rightarrow-R_{\mu \nu \rho \sigma} \\
T_{\mu \nu} \rightarrow \Theta_{\mu \nu}, & \Theta_{\mu \nu} \rightarrow-T_{\mu \nu} \tag{5.2.4}
\end{array}
$$

We write the full set of electric and magnetic equations respectively as

$$
\begin{align*}
& G_{\mu \nu}=8 \pi G T_{\mu \nu}, \\
& R_{\mu \nu \alpha \beta}+R_{\mu \beta \nu \alpha}+R_{\mu \alpha \beta \nu}=-8 \pi G \varepsilon_{\nu \alpha \beta \gamma} \Theta_{\mu}^{\gamma}, \\
& \partial_{\epsilon} R_{\gamma \delta \alpha \beta}+\partial_{\alpha} R_{\gamma \delta \beta \epsilon}+\partial_{\beta} R_{\gamma \delta \epsilon \alpha}=0, \\
& \tilde{G}_{\mu \nu}=8 \pi G \Theta_{\mu \nu}, \\
& \tilde{R}_{\mu \nu \alpha \beta}+\tilde{R}_{\mu \beta \nu \alpha}+\tilde{R}_{\mu \alpha \beta \nu}=8 \pi G \varepsilon_{\nu \alpha \beta \gamma} T_{\mu}^{\gamma}, \\
& \partial_{\epsilon} \tilde{R}_{\gamma \delta \alpha \beta}+\partial_{\alpha} \tilde{R}_{\gamma \delta \beta \epsilon}+\partial_{\beta} \tilde{R}_{\gamma \delta \epsilon \alpha}=0 . \tag{5.2.5}
\end{align*}
$$

From these equations, the duality is manifest as soon as we write the electric and magnetic cyclic identities, by means of (5.2.3), as

$$
\begin{equation*}
\tilde{G}_{\mu \nu}=8 \pi G \Theta_{\mu \nu}, \quad G_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{5.2.6}
\end{equation*}
$$

One advantage of dualizing on Lorentz indices, as compared to a dualization on form indices, is that we do not need to modify the Bianchi identity because

$$
\begin{equation*}
\partial_{[\alpha} \tilde{R}_{[\mu \nu \mid \beta \gamma]}=\frac{1}{2} \varepsilon_{\mu \nu}{ }^{\rho \sigma} \partial_{[\alpha} R_{[\rho \sigma \mid \beta \gamma]} . \tag{5.2.7}
\end{equation*}
$$

Note that the vanishing of the Bianchi identity is consistent with the cyclic identity having a non-trivial source term if and only if the magnetic stress-energy tensor is conserved, $\partial_{\mu} \Theta^{\mu \nu}=0$, just as the ordinary stress-energy tensor. This is obviously an important property as we will construct charges from this quantity in the next section.

As already mentioned previously, the Riemann tensor can only be defined in terms of a metric when both the cyclic and Bianchi identities have a trivial right-hand side. To deal with the introduction of magnetic sources we introduce, as in [27], a three-index object $\Phi^{\mu \nu}{ }_{\rho}$ such that

$$
\begin{align*}
& \partial_{\alpha} \Phi^{\alpha \beta}=-16 \pi G \Theta_{\gamma}^{\beta}, \quad \Phi_{\gamma}^{\alpha \beta}=-\Phi_{\gamma}^{\beta \alpha}  \tag{5.2.8}\\
& \bar{\Phi}^{\rho \sigma}{ }_{\alpha}=\Phi^{\rho \sigma}{ }_{\alpha}+\frac{1}{2}\left(\delta_{\alpha}^{\rho} \Phi^{\sigma}-\delta_{\alpha}^{\sigma}{ }_{\alpha} \Phi^{\rho}\right), \quad \Phi^{\rho}=\Phi^{\rho \alpha}{ }_{\alpha^{*}} \tag{5.2.9}
\end{align*}
$$

The Riemann tensor that is solution of the set of equations (5.2.5) when making use of (5.2.8) is

$$
\begin{equation*}
R_{\alpha \beta \lambda \mu}=r_{\alpha \beta \lambda \mu}+\frac{1}{4} \epsilon_{\alpha \beta \rho \sigma}\left(\partial_{\lambda} \bar{\Phi}_{\mu}^{\rho \sigma}-\partial_{\mu} \bar{\Phi}_{\lambda}^{\rho \sigma}\right) \tag{5.2.10}
\end{equation*}
$$

where $r_{\alpha \beta \lambda \mu}$ is the usual Riemann tensor verifying the usual cyclic and Bianchi identities with no magnetic stress-energy tensor. This means that $r_{\alpha \beta \lambda \mu}=r_{\lambda \mu \alpha \beta}$ and that it can be derived from a potential: $r_{\alpha \beta \lambda \mu}=2 \partial_{[\alpha} h_{\beta 3][\lambda, \mu]}$.

Another advantage of the dualization on Lorentz indices comes directly from the vanishing right hand side of the Bianchi identity. Indeed, as compared to the results presented in [27], our dualization gives us the right to express the linearized Riemann tensor in terms of a spin connection by

$$
\begin{equation*}
R_{\mu \nu \rho \sigma}=\partial_{\rho} \omega_{\mu \nu \sigma}-\partial_{\sigma} \omega_{\mu \nu \rho \rho} \tag{5.2.11}
\end{equation*}
$$

This allows to lower the duality relation between Riemann tensors to a duality between spin connections. With the help of (5.2.2) and (5.2.11) the gravitational duality relation becomes

$$
\begin{equation*}
\bar{\omega}_{\mu \nu \sigma}=\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} \omega_{\sigma}^{\alpha \beta}, \tag{5.2.12}
\end{equation*}
$$

where this relation is true up to a gauge transformation as the spin connection is a gaugevariant object.

The linearized vielbein and the spin connection for the Riemann tensor $r_{\mu \nu \alpha \beta}$ are defined as

$$
\begin{align*}
r_{\mu \nu \rho \sigma} & =\partial_{\rho} \Omega_{\mu \nu \sigma}-\partial_{\sigma} \Omega_{\mu \nu \rho} \\
e^{\mu} & =d x^{\mu}+\frac{1}{2} \eta^{\mu \nu}\left(h_{\nu \rho}+v_{\nu \rho}\right) d x^{\rho} \\
\Omega_{\mu \nu} & =\Omega_{\mu \nu \rho} e^{\rho}, \quad \Omega_{\mu \nu \rho}=\frac{1}{2}\left(\partial_{\nu} h_{\mu \rho}-\partial_{\mu} h_{\nu \rho}+\partial_{\rho} v_{\nu \mu}\right) \tag{5.2.13}
\end{align*}
$$

where $h_{\mu \nu}=h_{\nu \mu}$ is the linearized metric and $v_{\mu \nu}=-v_{\nu \mu}$. Using this together with relations (5.2.11) and (5.2.12), one obtains the spin connection in terms of the vielbein and the threeindex object $\Phi_{\mu \nu \rho}$

$$
\begin{align*}
\omega_{\mu \nu \rho} & =\Omega_{\mu \nu \rho}+\frac{1}{4} \varepsilon_{\mu \nu \gamma \delta} \bar{\Phi}_{\rho}^{\gamma \delta} \\
& =\frac{1}{2}\left(\partial_{\nu} h_{\mu \rho}-\partial_{\mu} h_{\nu \rho}+\partial_{\rho} v_{\nu \mu}\right)+\frac{1}{4} \varepsilon_{\mu \nu \gamma \delta} \bar{\Phi}^{\gamma \delta}{ }_{\rho}: \tag{5.2.14}
\end{align*}
$$

From (5.2.12), it is clear that there always exists a "regular" (with respect to string singularities on the two-sphere at spatial infitinity) spin connection even when magnetic sources are present. From the expression above this can be achieved for a specific choice of $v_{\mu \nu}$ that cancels string contributions coming from $\Phi_{\mu \nu \rho}$. One also easily sees that

$$
\begin{equation*}
\tilde{\omega}_{\mu \nu \sigma}=\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} \omega_{\sigma}^{\alpha \beta}=-\frac{1}{4}\left[\varepsilon_{\mu \nu \alpha \beta}\left(2 \partial^{\alpha} h_{\sigma}^{\beta}+\partial_{\sigma} v^{\alpha \beta}\right)+2 \bar{\Phi}_{\mu \nu \sigma}\right] . \tag{5.2.15}
\end{equation*}
$$

### 5.3 Charges and dual charges

Now that we have looked into more details how the duality works at the linearized level, we would like to deal with the definition of charges in the linearized theory. Since we have an electric and a magnetic stress-energy tensor, one should be able to define the usual 10 Poincaré charges associated to $T_{\mu \nu}$, as we presented in chapter 1 , but also 10 other topological, dual, Poincaré charges associated to the dual stress-energy tensor $\Theta_{\mu \nu}$. This is what we explore in this section. We start by giving the generalized expressions for the ADM momenta and dual ADM momenta. We give a full treatment of the singular string contributions, obtaining gauge-independent expressions for the surface integrals ${ }^{1}$. We eventually apply the same ideas to derive general expressions for the Lorentz charges

[^21]and their duals. However, we will show that there is no possibility in this formalism to express these charges as surface integrals without partially fixing the gauge. Two copies of the Poincaré charges, expressed as surface integrals, have also been derived by G. Barnich and C. Troessaert in [92] using a doubled (Hamiltonian) formalism. This gauge fixing is an artifact of our Lagrangian approach which is more "electric" in spirit as the magnetic charges are topological. The charges obtained in [92] should however be completely equivalent to ours.

### 5.3.1 The momenta and dual momenta

The generalized ADM momenta and dual ADM momenta are

$$
\begin{align*}
P_{\mu} & =\int T_{0 \mu} d^{3} x=\frac{1}{8 \pi G} \int G_{0 \mu} d^{3} x  \tag{5.3.1}\\
K_{\mu} & =\int \Theta_{0 \mu} d^{3} x=\frac{1}{8 \pi G} \int \tilde{G}_{0 \mu} d^{3} x \tag{5.3.2}
\end{align*}
$$

Given the definition of the Riemann tensor in (5.2.11), one easily obtains

$$
\begin{align*}
G_{00} & =\frac{1}{2} R_{i j i j}=\partial_{i} \omega_{i j j}  \tag{5.3.3}\\
G_{0 i} & =R_{0 j i j}=\partial_{i} \omega_{0 j j}-\partial_{j} \omega_{0 j i} \tag{5.3.4}
\end{align*}
$$

The dual Ricci tensor is

$$
\begin{equation*}
\bar{R}_{\mu \rho}=\eta^{\nu \sigma} \tilde{R}_{\mu \nu \rho \sigma}=\frac{1}{2} \eta^{\nu \sigma} \varepsilon_{\mu \nu \alpha \beta} R_{\rho \sigma}^{\alpha \beta} . \tag{5.3.5}
\end{equation*}
$$

The dual Ricci scalar and dual Einstein tensor are defined just as $\tilde{R}=\eta^{\mu \rho} \bar{R}_{\mu \rho}$ and $\tilde{G}_{\mu \rho}=$ $\tilde{R}_{\mu \rho}-\frac{1}{2} \eta_{\mu \rho} \bar{R}$. We thus have the following expressions

$$
\begin{align*}
\tilde{G}_{00} & =-\frac{1}{2} \varepsilon_{i j k} R_{0 i j k}=\varepsilon_{i j k} \partial_{i} \omega_{0 j k}  \tag{5.3.6}\\
\bar{G}_{0 i} & =\frac{1}{2} \varepsilon_{j k l} R_{k l i j}=\frac{1}{2} \varepsilon_{j k l}\left(\partial_{i} \omega_{k l j}-\partial_{j} \omega_{k l i}\right)=\varepsilon_{j k l} \partial_{l} \omega_{i j k} \tag{5.3.7}
\end{align*}
$$

In the last equality of (5.3.7) we have used the identity $\partial_{[i \omega} \omega_{j k l]}=0$. Note also that $\tilde{G}_{0 i} \neq \tilde{G}_{i 0}$ for an arbitrary (i.e. off-shell) spin connection.

Eventually, we can express the electric and magnetic Einstein tensors in the more compact form

$$
\begin{align*}
G_{0 \mu} & =\partial_{i}\left(\omega^{0 i}{ }_{\mu}+\delta_{\mu}^{0} \omega^{i \rho}{ }_{\rho}-\delta_{\mu}^{i} \omega^{0 \rho}{ }_{\rho}\right), \\
\tilde{G}_{0 \mu} & =\varepsilon^{i j k} \partial_{i} \omega_{\mu j k} . \tag{5.3.8}
\end{align*}
$$

This enables us to formulate the momenta as surface integrals

$$
\begin{align*}
P_{\mu} & =\frac{1}{8 \pi G} \oint\left[\omega_{\mu}^{0 l}+\delta_{\mu}^{0} \omega_{\rho}^{l \rho}-\delta_{\mu}^{l} \omega^{0 \rho}{ }_{\rho}\right] d \Sigma_{l,}  \tag{5.3.9}\\
K_{\mu} & =\frac{1}{8 \pi G} \oint \varepsilon^{l j k} \omega_{\mu j k} d \Sigma_{l} . \tag{5.3.10}
\end{align*}
$$

With the help of (5.2.14), we have

$$
\begin{align*}
P_{0}= & \frac{1}{16 \pi G} \oint\left[\partial_{i} h^{l i}-\partial^{l} h_{i}^{i}+\partial_{i} v^{i l}+\varepsilon^{l j k} \Phi_{0 j k}\right] d \Sigma_{l}  \tag{5.3.11}\\
P_{k}= & \frac{1}{16 \pi G} \oint\left[\partial_{0} h_{k}^{l}-\partial^{l} h_{0 k}+\delta_{k}^{l} \partial^{i} h_{0 i}-\delta_{k}^{l} \partial_{0} h_{i}^{i}+\partial_{k} v_{0}^{l}+\delta_{k}^{l} \partial^{i} v_{i 0}\right. \\
& \left.-\frac{1}{2} \varepsilon^{l i j}\left[\Phi_{i j k}+\delta_{i k} \Phi_{j 0}{ }^{0}+\delta_{i k} \Phi_{j m}^{m}\right]+\frac{1}{2} \delta_{k}^{l} \varepsilon^{i j m} \Phi_{i j m}\right] d \Sigma_{l},  \tag{5.3.12}\\
K_{0}= & \frac{1}{16 \pi G} \oint\left[\varepsilon^{l i j}\left[\partial_{i} h_{0 j}+\partial_{j} v_{i 0}\right]+\Phi_{0}^{l 0}\right] d \Sigma_{l}  \tag{5.3.13}\\
K_{k}= & \frac{1}{16 \pi G} \oint\left[\varepsilon^{l i j}\left[\partial_{i} h_{k j}+\partial_{j} v_{i k}\right]+\Phi^{l 0}{ }_{k}\right] d \Sigma_{l} . \tag{5.3.14}
\end{align*}
$$

When there are no magnetic charges, $\Theta_{\mu \nu}$ is zero and thus $K_{\mu}$ and $\Phi_{\mu \nu \rho}$ also by definition. Then, setting ourselves in the gauge where $v_{\mu \nu}=0$, one easily recognizes the ADM momenta $P_{\mu}$. Remember that in electromagnetism the contribution of the Dirac string was always equal to the opposite of the string contribution coming from the regularized connection as $F$ is a gauge-independent quantity. Even if our charges are obviously gauge invariant, the important difference with electromagnetism is that here the surface integrals for calculating the charges depend on the spin connection, a gauge-variant object. If we want to cancel the string contributions in the expressions (5.3.11), we need the additional gauge freedom of the vielbein to be fixed in the right gauge. As we have seen in the previous section, this trick can always be used as the duality can always be lowered to a duality between spin connections. For each electric solution with a regular spin connection, there exists a regular spin connection for the dual magnetic solution. Note that computations can also be made using our expressions (5.3.9)-(5.3.11) or even the volume integrals (5.3.1)-(5.3.2).

### 5.3.2 Electric and magnetic Lorentz charges

In the same spirit, the general expression for the Lorentz charges and their duals are as follows ${ }^{2}$

$$
\begin{align*}
L^{\mu \nu} & =\int\left(x^{\mu} T^{0 \nu}-x^{\nu} T^{0 \mu}\right) d^{3} x=\frac{1}{8 \pi G} \int\left(x^{\mu} G^{0 \nu}-x^{\nu} G^{0 \mu}\right) d^{3} x \\
\tilde{L}^{\mu \nu} & =\int\left(x^{\mu} \Theta^{0 \nu}-x^{\nu} \Theta^{0 \mu}\right) d^{3} x=\frac{1}{8 \pi G} \int\left(x^{\mu} \tilde{G}^{0 \nu}-x^{\nu} \tilde{G}^{0 \mu}\right) d^{3} x \tag{5.3.15}
\end{align*}
$$

Plugging the expression (5.3.8) into the definition of the electric Lorentz charges leads

[^22]us to
\[

$$
\begin{align*}
L^{i j} & =\frac{1}{8 \pi G} \int\left(x^{i} G^{0 j}-x^{j} G^{0 i}\right) d^{3} x \\
& =\frac{1}{8 \pi G} \oint\left[x^{j}\left[\omega^{0 l i}-\delta^{l i} \omega^{0 k}{ }_{k}\right]-x^{i}\left[\omega^{0 l j}-\delta^{l j} \omega^{0 k}{ }_{k}\right]\right] d \Sigma_{l}+\frac{1}{8 \pi G} \int\left[\omega^{0 i j}-\omega^{0 j i}\right] d^{3} x \\
L^{0 i} & =\frac{1}{8 \pi G} \int\left(t G^{0 i}-x^{i} G^{00}\right) d^{3} x \\
& =\frac{1}{8 \pi G} \oint\left[-t\left[\omega^{0 l i}-\delta^{l i} \omega^{0 k}{ }_{k}\right]-x^{i} \omega^{l j}{ }_{j}\right] d \Sigma_{l}+\frac{1}{8 \pi G} \int \omega^{i j}{ }_{j} d^{3} x . \tag{5.3.16}
\end{align*}
$$
\]

We see that in the presence of non-trivial $\Phi_{\mu \nu \rho}$, we have a priori no way to express the charges as surface integrals. However, we know that the charges are independent of the choice of $v_{\mu \nu}$. We can thus try to choose a gauge, an appropriate $v_{\mu \nu}$, such as to cancel the $\Phi_{\mu \nu \rho}$ contributions present in the volume integrals. Expanding the volume integrals in the above expressions

$$
\begin{align*}
\int 2\left[\omega^{0 i j}-\omega^{0 j i}\right] d^{3} x & =\int\left[\partial^{i} h^{0 j}-\partial^{j} h^{0 i}+\partial^{j} v^{i 0}-\partial^{i} v^{j 0}-\varepsilon^{i j k} \Phi_{k 0}{ }^{0}\right] d^{3} x, \\
\int 2 \omega^{i j}{ }_{j} d^{3} x & =\int\left[\partial_{j} h^{i j}-\partial^{i} h_{j}^{j}+\partial_{j} v^{j i}+\varepsilon^{i j k} \Phi_{0 j k}\right] d^{3} x \tag{5.3.17}
\end{align*}
$$

where we simplified the last equation using the relation $\varepsilon^{l k[i} \bar{\Phi}_{l k}{ }^{j]}=\varepsilon^{i j k} \Phi_{k 0}{ }^{0}$, we see that we can absorb the $\Phi_{\mu \nu \rho}$ by choosing the $v_{i j}$ and the $v_{0 i}$ such that

$$
\begin{align*}
\int \partial_{j} v^{i j} d^{3} x & =\int \varepsilon^{i j k} \Phi_{0 j k} d^{3} x  \tag{5.3.18}\\
\int\left[\partial^{j} v^{i 0}-\partial^{i} v^{j 0}\right] d^{3} x & =\int \varepsilon^{i j k} \Phi_{k: 0}^{0} d^{3} x \tag{5.3.19}
\end{align*}
$$

Actually, these gauge choices do not fix completely the local Lorentz gauge, and hence $v_{\mu \nu}$. Rather, they restrict the gauge to a choice satisfying the above integral relations. Of course this can be done in the simplest way by choosing a $v_{\mu \nu}$ that locally compensates the singularity contained in $\Phi_{\mu \nu \rho}$.

Picking a gauge such that (5.3.18) and (5.3.19) are fulfilled, we obtain

$$
\begin{align*}
L^{i j} & =\frac{1}{8 \pi G} \oint\left[x^{j}\left[\omega^{0 l i}-\delta^{l i} \omega^{0 k}{ }_{k}\right]-x^{i}\left[\omega^{0 l j}-\delta^{l j} \omega^{0 k}{ }_{k}\right]+\frac{1}{2}\left[\delta^{i l} h^{0 j}-\delta^{j l} h^{0 i}\right]\right] d \Sigma_{l} \\
L^{0 i} & =\frac{1}{8 \pi G} \oint\left[-t\left[\omega^{0 t i}-\delta^{l i} \omega^{0 k}{ }_{k}\right]-x^{i} \omega^{l j}{ }_{j}+\frac{1}{2}\left[h^{i l}-\delta^{i l} h\right]\right] d \Sigma_{l} . \tag{5.3.20}
\end{align*}
$$

If we look at the dual Lorentz charges, we have

$$
\begin{align*}
\tilde{L}^{0 i} & =\frac{1}{8 \pi G} \int\left(t \tilde{G}^{0 i}-x^{i} \tilde{G}^{00}\right) d^{3} x \\
& =\frac{1}{8 \pi G} \oint-\varepsilon^{l j k}\left[t \omega_{j k}^{i}+x^{i} \omega_{0 j k}\right] d \Sigma_{l}+\frac{1}{16 \pi G} \int \varepsilon^{i k l}\left[\omega_{0 k l}-\omega_{0 l k}\right] d^{3} x \\
\tilde{L}^{i j} & =\frac{1}{8 \pi G} \int\left(x^{i} \tilde{G}^{0 j}-x^{j} \tilde{G}^{0 i}\right) d^{3} x \\
& =\frac{1}{8 \pi G} \oint \varepsilon^{l k m}\left[x^{j} \omega_{k m}^{i}-x^{i} \omega_{k m}\right] d \Sigma_{l}+\frac{1}{8 \pi G} \int \varepsilon^{i j k} \omega_{k}^{l} d^{3} x \tag{5.3.21}
\end{align*}
$$

where in the last equality we used $\varepsilon^{i k m} \omega_{k m}^{j}-\varepsilon^{j k m} \omega_{k m}^{i}=\varepsilon^{i j k} \omega_{k}^{l} l$.
It is amusing to observe that the pieces in $L_{\mu \nu}$ and $\tilde{L}_{\mu \nu}$ that cannot be expressed as surface integrals actually enjoy a duality relation, $\tilde{L}_{\mu \nu}^{\text {bulk }}=\frac{1}{2} \varepsilon_{\mu \nu \rho \sigma} L_{\text {bulk }}^{\rho \sigma}$. This surprising property cannot of course be extended to the full charges, as is obvious from their definition in terms of the stress-energy tensor and its dual. However, a consequence of this observation is that with the previous choice of gauge, we can also express the dual charges as surface integrals

$$
\begin{align*}
\tilde{L}^{0 i} & =\frac{1}{8 \pi G} \oint\left[-\varepsilon^{l j k}\left[t \omega_{j k}^{i}+x^{i} \omega_{0 j k}\right]+\frac{1}{2} \varepsilon^{i l k} h_{0 k}\right] d \Sigma_{l} \\
\tilde{L}^{i j} & =\frac{1}{8 \pi G} \oint\left[\varepsilon^{l k m}\left[x^{j} \omega_{k m}^{i}-x^{i} \omega_{k m}\right]+\frac{1}{2} \varepsilon^{i j k}\left[h_{k}^{l}-\delta_{k}^{l} h\right]\right] d \Sigma_{l} . \tag{5.3.22}
\end{align*}
$$

The expressions derived here for the electric and magnetic Lorentz charges are thus valid in whatever gauge when expressed as volume integrals like in (5.3.16) and (5.3.21). Moreover, we have shown that there exists a gauge choice valid for the Lorentz charges and their duals that permits to eliminate the $\Phi_{\mu \nu \rho}$ and express the charges in terms of surface integrals. Note that if all $\Phi_{\mu \nu \rho}$ are zero, any gauge is obviously fine and the charges reduce to the ADM expressions.

In the next section, we will consider several different solutions and their dual counterparts. Instead of applying these formulas explicitly, it will prove more efficient to work out the sources of the solutions, encoded in $T_{\mu \nu}$ and $\Theta_{\mu \nu}$, and compute the charges from their original definitions (5.3.1) and (5.3.15). One is ensured, following the above arguments, that the surface integrals, with a correct choice of gauge, will yield the same results.

### 5.4 Examples illustrating the duality

In this section, we review various linearized "electric" solutions and their "magnetic" counterparts. For each of them, we illustrate how the duality works and what are their associated charges. The solutions that we will consider are the Taub-NUT metric, its infinitely boosted limit, and its rotating version called the Kerr-NUT.

### 5.4.1 The Taub-NUT solution

The metric for the Taub-NUT solution is

$$
\begin{equation*}
d s^{2}=-\frac{\lambda}{R^{2}}(d t+2 N(k+\cos \theta) d \phi)^{2}+\frac{R^{2}}{\lambda} d r^{2}+R^{2} d \Omega^{2} \tag{5.4.1}
\end{equation*}
$$

where $\lambda=r^{2}-N^{2}-2 M r, R^{2}=r^{2}+N^{2}, d \Omega^{2}$ is the metric on the unit two-sphere, and $k$ is a parameter. Here, we have introduced a parameter $k$ such that for $k=1$, respectively $k=-1$, the string is along the positive, respectively negative, $z$-direction. For any other value of $k$, the metric has a singularity all along the $z$-axis. As already stated, it is easy to see that the value of $k$ can be mapped to $k+c$ if one performs the coordinate change $t \rightarrow t+2 N c \phi$.

Here, we would like to review the duality that maps the linearized Schwarzschild to the linearized pure NUT solution. We show that, by gravitational duality, the string singularity determines a magnetic stress-energy tensor and is thus non-physical in an "electric" theory; it is a topological charge. It is also called the magnetic mass $N$. For the sake of completeness, we eventually consider what would happen if we do not consider this singular contribution. One can easily realize that the magnetic stress-energy tensor is zero, as it is clear from its definition. The pure NUT solution is then described as a semi-infinite massless source of angular momentum $N$. This is Bonnor's interpretation [101] of the pure NUT solution where the string is considered as a physical singularity in the "electric" theory.

## Linearized Schwarzschild solution

The non-trivial fluctuations of the linearized metric and spin connection for the Schwarzschild metric are

$$
\begin{align*}
h_{t t} & =\frac{2 M}{r}, \quad h_{i j}=\frac{2 M}{r^{3}} x_{i} x_{j} \\
\omega_{0 i 0} & =\frac{1}{2} \partial_{i} h_{00}=-M \frac{x_{i}}{r^{3}} \\
\omega_{i j k} & =\frac{1}{2}\left(\partial_{j} h_{i k}-\partial_{i} h_{j k}\right)=\frac{M}{r^{3}}\left(\delta_{j k} x_{i}-\delta_{i k} x_{j}\right) \tag{5.4.2}
\end{align*}
$$

The non-trivial components of the linearized Riemann tensor are

$$
\begin{align*}
R_{0 i 0 j}= & -\partial_{j} \omega_{0 i 0}=M\left(-\frac{3 x_{i} x_{j}}{r^{5}}+\frac{\delta_{i j}}{r^{3}}+\frac{4 \pi}{3} \delta_{i j} \delta(\mathbf{x})\right) \\
R_{i j k l}= & \partial_{k} \omega_{i j l}-\partial_{l} \omega_{i j k} \\
= & \left(\frac{2 M}{r^{3}}+\frac{8 \pi M}{3} \delta(\mathbf{x})\right)\left(\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}\right) \\
& -\frac{3 M}{r^{5}}\left(\delta_{i k} x_{j} x_{l}-\delta_{j k} x_{i} x_{l}-\delta_{i l} x_{j} x_{k}+\delta_{j l} x_{i} x_{k}\right) \tag{5.4.3}
\end{align*}
$$

where we used

$$
\begin{equation*}
\partial_{j} \frac{x_{k}}{r^{3}}=\frac{\delta_{j k}}{r^{3}}-\frac{3 x_{k} x_{j}}{r^{5}}+\frac{4 \pi}{3} \delta_{j k} \delta(\mathbf{x}) . \tag{5.4.4}
\end{equation*}
$$

We eventually see that the Ricci tensor and Ricci scalar are

$$
\begin{equation*}
R_{00}=4 \pi M \delta(\mathrm{x}), \quad R_{i j}=4 \pi M \delta_{i j} \delta(\mathrm{x}), \quad R=8 \pi M \delta(\mathrm{x}) \tag{5.4.5}
\end{equation*}
$$

This also means that

$$
\begin{equation*}
G_{00}=8 \pi T_{00}=8 \pi M \delta(\mathbf{x}), \quad G_{i j}=T_{i j}=0, \quad G_{0 j}=T_{0 j}=0 \tag{5.4.6}
\end{equation*}
$$

The source for the linearized Schwarzschild solution is a point of mass $M$.

## The NUT solution from the dual Schwarzschild

To obtain the "electric" spin connection for the NUT metric, we use the duality relation

$$
\begin{equation*}
\omega_{\mu \nu \sigma}=-\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} \bar{\omega}_{\sigma}^{\alpha \beta}, \tag{5.4.7}
\end{equation*}
$$

where $\bar{\omega}$ is the spin connection for the linearized Schwarzschild after we applied the duality rotation $\omega \rightarrow \bar{\omega}$ and $M \rightarrow N$. In this way we obtain a regular spin connection. It is given by

$$
\begin{equation*}
\omega_{i j 0}=\varepsilon_{i j k} \bar{\omega}_{0 k 0}=-N \varepsilon_{i j k} \frac{x_{k}}{r^{3}}, \quad \omega_{0 i j}=-\frac{1}{2} \varepsilon_{i k l} \tilde{\omega}_{k l j}=N \varepsilon_{i j k} \frac{x_{k}}{r^{3}} . \tag{5.4.8}
\end{equation*}
$$

One can now compute the non-trivial components of the Riemann tensor

$$
\begin{align*}
R_{0 i 0 j} & =0, \quad R_{i j k l}=0 \\
R_{i j 0 k} & =N \varepsilon_{i j l} \partial_{k}\left(\frac{x^{l}}{r^{3}}\right)=N \varepsilon_{i j l}\left(\frac{\delta_{k l}}{r^{3}}-\frac{3 x_{k} x_{l}}{r^{5}}+\frac{4 \pi}{3} \delta_{k l} \delta(\mathbf{x})\right), \\
R_{0 i j k} & =\partial_{j} \omega_{0 i k}-\partial_{k} \omega_{0 i j} \\
& =-2 N \varepsilon_{i j k}\left(\frac{1}{r^{3}}+\frac{4 \pi}{3} \delta(\mathbf{x})\right)+3 N\left(\varepsilon_{i j l} \frac{x_{k} x_{l}}{r^{5}}-\varepsilon_{i k l} \frac{x_{j} x_{l}}{r^{5}}\right) . \tag{5.4.9}
\end{align*}
$$

Einstein's equations are trivially satisfied as $R_{00}=R_{i j}=0$ and $R_{0 i}=R_{i 0}=0$, meaning that $T_{\mu \nu}=0$. However, plugging the above expressions in the cyclic identity, we obtain

$$
\begin{align*}
R_{0 i j k}+R_{0 k i j}+R_{0 j k i} & =-8 \pi \varepsilon_{i j k} \Theta^{00} \\
& =-2 N \varepsilon_{i j k}\left(\frac{3}{r^{3}}+4 \pi \delta(\mathbf{x})\right)+6 N\left(\varepsilon_{i j l} \frac{x_{k} x_{l}}{r^{5}}-\varepsilon_{i k l} \frac{x_{j} x_{l}}{r^{5}}-\varepsilon_{k j l} \frac{x_{i} x_{l}}{r^{5}}\right), \\
R_{00 i j}+R_{0 j 0 i}+R_{0 i j 0} & =-8 \pi \varepsilon_{i j k} \Theta_{0,}^{k} \\
R_{i 0 j k}+R_{i k 0 j}+R_{i j k 0} & =-\partial_{j}\left(\omega_{0 i k}+\omega_{i k 0}\right)+\partial_{k}\left(\omega_{0 i j}+\omega_{i j 0}\right)=-8 \pi \varepsilon_{j k l} \Theta_{i}^{l} . \tag{5.4.10}
\end{align*}
$$

This implies that the dual solution is characterized by

$$
\begin{equation*}
\Theta^{00}=N \delta(\mathrm{x}), \quad \Theta^{0 k}=0, \quad \Theta^{l i}=0 \tag{5.4.11}
\end{equation*}
$$

Let us now remark that for a solution to describe such a magnetic particle of mass $N$, and thus a magnetic stress-energy tensor $\Theta^{00}=N \delta(\mathbf{x})$, we need, as one can see from (5.2.8),

$$
\begin{equation*}
\Phi^{0 z}{ }_{0}=-16 \pi N \delta(x) \delta(y) \vartheta(z) . \tag{5.4.12}
\end{equation*}
$$

From (5.2.14), we see that the previous non-trivial components of the spin connection can be readily expressed as

$$
\begin{gather*}
\omega_{i j 0}=\frac{1}{2}\left(\partial_{j} h_{0 i}-\partial_{i} h_{0 j}\right)+\frac{1}{4} \varepsilon_{i j 0 k} \Phi_{0}^{0 k_{0}} \\
\omega_{0 i j}=\frac{1}{2}\left(\partial_{i} h_{0 j}+\partial_{j} v_{i 0}\right)-\frac{1}{4} \varepsilon_{0 i j k} \Phi_{0}^{0 k} \tag{5.4.13}
\end{gather*}
$$

where we only assumed that the linearized vielbein is independent on time. As we have established that the regular spin connection is such that $\omega_{i j 0}=-\omega_{0 i j}$, we immediately see that the right gauge fixing will be $h_{0 i}=-v_{i 0}$. The previous spin connections are recovered with

$$
\begin{equation*}
h_{0 x}=v_{0 x}=2 N \frac{y}{r(r-z)}, \quad v_{0 y}=h_{0 y}=-2 N \frac{x}{r(r-z)}, \tag{5.4.14}
\end{equation*}
$$

where the metric has a singularity on the positive $z$-axis, in agreement with the form of the $\Phi_{z 00}$ term. To check that this is the right result, one can go through the same standard regularization procedure as we used for electromagnetism (see e.g. [88]). We set

$$
\begin{align*}
\vec{A} & =\left(h_{0 x}, h_{0 y}, h_{0 z}\right) \\
\vec{B} & =\vec{\nabla} \times \vec{A}=2 N \frac{\vec{r}}{r^{3}}-8 \pi N \delta(x) \delta(y) \vartheta(z) \hat{z} \tag{5.4.15}
\end{align*}
$$

where $\hat{z}$ is the unit vector along the $z$-axis and we obtain

$$
\begin{equation*}
\partial_{\jmath} h_{0 i}-\partial_{\mathbf{i}} h_{0 j}=-2 N \varepsilon_{i j k} \frac{x^{k}}{r^{3}}+\varepsilon_{z i j} 8 \pi N \delta(x) \delta(y) \vartheta(z) \tag{5.4.16}
\end{equation*}
$$

Note that the non-trivial contribution to the linearized metric in spherical coordinates is

$$
\begin{equation*}
h_{0 \phi}=-2 N(1+\cos \theta), \tag{5.4.17}
\end{equation*}
$$

which is also the only non-trivial component for the linearized pure NUT metric as one can directly obtain from (5.4.1) with $k=1$.

Here, we interpret the singularity at $\theta=0$ as non-physical in an "electric" way. However, it contributes to the magnetic stress-energy tensor. The solution describes thus a particle of magnetic mass $N$.

## The NUT solution without the string

To recover Bonnor's interpretation, we set to zero the $\Phi^{\prime \nu \nu}{ }_{\rho}$. Then, we obviously have $\Theta_{\mu \nu}=0$. With the previous choice of $v_{\mu \nu}$, the non-trivial components of the spin connections are now

$$
\begin{gather*}
\omega_{i j 0}=-N \varepsilon_{i j k} \frac{x_{k}}{r^{3}}+\varepsilon_{z i j} 4 \pi N \delta(x) \delta(y) \vartheta(z) \\
\omega_{0 i j}=N \varepsilon_{i j k} \frac{x_{k}}{r^{3}}-\varepsilon_{z i j} 4 \pi N \delta(x) \delta(y) \vartheta(z) . \tag{5.4.18}
\end{gather*}
$$

Note that we still have $\omega_{i j 0}=-\omega_{0 i j}$ so that from (5.4.10) we still have $\Theta^{i l}=\Theta^{0 i}=0$. Now, we can also check that $\Theta^{00}=0$ as it should be.

The non-trivial components for the Einstein tensor are

$$
\begin{equation*}
G_{i 0}=-\partial_{j}\left(\varepsilon_{z i j} 4 \pi N \delta(x) \delta(y) \vartheta(z)\right), \tag{5.4.19}
\end{equation*}
$$

giving non-trivial contributions to $T_{\mu \nu}$

$$
\begin{equation*}
T_{x 0}=-\frac{N}{2} \delta(x) \delta^{\prime}(y) \vartheta(z), \quad T_{y 0}=\frac{N}{2} \delta^{\prime}(x) \delta(y) \vartheta(z) \tag{5.4.20}
\end{equation*}
$$

Note that such $T_{\mu \nu}$ is conserved.
Given this, we see that $P_{\mu}=0$ and $\Delta L^{x y} / \Delta z=N$ all along the singularity. This agrees with Bonnor's interpretation of the NUT solution as a massless source of angular momentum at the singularity $\theta=0$.

### 5.4.2 The Kerr and the rotating NUT

There exists in the literature a generalization of the Taub-NUT metric with three parameters, the ADM mass $M$, the NUT charge $N$, and a rotation parameter $a$. This solution is known as the Kerr-NUT metric. It is a particular case of the general Petrov type D solution found in [102]. It is given by

$$
\begin{align*}
d s^{2}= & -\frac{\lambda^{2}}{R^{2}}\left[d t-\left(a \sin ^{2} \theta-2 N \cos \theta\right) d \phi\right]^{2}+\frac{\sin ^{2} \theta}{R^{2}}\left[\left(r^{2}+a^{2}+N^{2}\right) d \phi-a d t\right]^{2} \\
& +\frac{R^{2}}{\lambda^{2}} d r^{2}+R^{2} d \theta^{2}, \tag{5.4.21}
\end{align*}
$$

where $\lambda^{2}=r^{2}-2 M r+a^{2}-N^{2}$ and $R^{2}=r^{2}+(N+a \cos \theta)^{2}$.
If we set $a=0$ in the above solution, we recover the Taub-NUT solution (5.4.1) with $k=0$. If we set $N=0$ in the metric (5.4.21), we recover the Kerr metric in Boyer-Lindquist coordinates

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 M r}{\Sigma}\right) d t^{2}-\frac{4 M a r}{\Sigma} \sin ^{2} \theta d t d \phi+\frac{\Sigma}{\Delta} d r^{2}+\Sigma d \theta^{2}+\frac{B}{\Sigma} \sin ^{2} \theta d \phi^{2}, \tag{5.4.22}
\end{equation*}
$$

where $\Delta \equiv \lambda^{2}(N=0)=r^{2}-2 M r+a^{2}, \Sigma \equiv R^{2}(N=0)=r^{2}+a^{2} \cos ^{2} \theta$, and $B=$ $\left(r^{2}+a^{2}\right)^{2}-\Delta a^{2} \sin ^{2} \theta$. One can linearize this metric at first order in the charges, meaning we only keep terms in $M$ and $M a$ and obtain

$$
\begin{equation*}
h_{00}=\frac{2 M}{r}, \quad h_{i j}=\frac{2 M}{r^{3}} x_{i} x_{j}, \quad h_{0 i}=\frac{2 M a}{r^{3}} \varepsilon_{z i j} x^{j} . \tag{5.4.23}
\end{equation*}
$$

We will review rapidly hereafter that the source for this solution is a rotating mass $M$ with angular momentum $J_{z}=L^{x y}=M a$. A more interesting metric is the one where we set $M$ to zero in (5.4.21). This is what we refer to as the rotating NUT metric. The linearized contributions of the metric are

$$
\begin{equation*}
\tilde{h}_{t x}=\frac{2 N y z}{r\left(x^{2}+y^{2}\right)}, \quad \tilde{h}_{t y}=\frac{-2 N x z}{r\left(x^{2}+y^{2}\right)}, \quad \bar{h}_{\mu \mu}=\frac{2 N a z}{r^{3}} . \tag{5.4.24}
\end{equation*}
$$

We will see that this linearized metric (after we set the string along the positive $z$-axis) supplemented with the $\Phi_{\mu \nu \rho}$ contributions

$$
\begin{align*}
& \Phi^{0 z}=-16 \pi N \delta(x) \delta(y) \vartheta(z)  \tag{5.4.25}\\
& \Phi^{0 y}{ }_{x}=-\Phi^{0 x}=-\Phi^{x y}{ }_{0}=\Phi^{y x}{ }_{0}=8 \pi N a \delta(\mathbf{x}) \tag{5.4.26}
\end{align*}
$$

where $\vartheta$ is the usual Heaviside function, describes the dual solution to the linearized Kerr. The rotating NUT solution is understood as a point of magnetic mass $N$ and a magnetic angular momentum $\tilde{L}^{x y}=N a$.

As we have seen for the Taub-NUT case, taking or not taking into account singularities contributions from $\Phi_{\mu \nu \rho}$ lead to different interpretations of the "dual" metric and thus to different interpretations of its sources. As an example, we have just discussed Bonnor's interpretation of the Taub-NUT metric. Here, we will discuss what happens if one does not include the singular delta contributions (5.4.26) for the rotating NUT solution. In the last part, we see that by duality the Kerr metric could be given an exotic interpretation if singular contributions of this type were added.

In the following, we only present the additional information not contained in the previous Taub-NUT example as the non-trivial contributions of the linearized Kerr-NUT metric split into contributions that were already present in the Taub-NUT case and additional contributions in Ma or Na .

## Kerr metric

The additional (with respect to the Schwarzschild metric) non-trivial components of the linearized metric and linearized spin connection are

$$
\begin{align*}
h_{0 i} & =\frac{2 M a}{r^{3}} \varepsilon_{z i j} x^{j}, \\
\omega_{0 i j} & =\frac{1}{2} \partial_{i} h_{0 j}=-M a \varepsilon_{z i j}\left(\frac{1}{r^{3}}+\frac{4 \pi}{3} \delta(\mathbf{x})\right)-\frac{3 M a}{r^{5}} \varepsilon_{z j l} x_{i} x^{l}, \\
\omega_{i j 0} & =\frac{1}{2}\left(\partial_{j} h_{i 0}-\partial_{i} h_{j 0}\right)=\omega_{0 j i}-\omega_{0 i j} \\
& =M a \varepsilon_{z i j}\left(\frac{2}{r^{3}}+\frac{8 \pi}{3} \delta(\mathbf{x})\right)-\frac{3 M a x^{l}}{r^{5}}\left(\varepsilon_{z i l} x_{j}-\varepsilon_{z j l} x_{i}\right) . \tag{5.4.27}
\end{align*}
$$

The additional non-trivial components of the linearized Riemann tensor are

$$
\begin{align*}
& R_{0 i j k}=-M a \varepsilon_{z k l}\left(\partial_{j} \partial_{i} \partial_{l} \frac{1}{r}\right)+M a \varepsilon_{z j l}\left(\partial_{k} \partial_{i} \partial_{l} \frac{1}{r}\right) \\
& R_{i j 0 k}=-M a \varepsilon_{z j l}\left(\partial_{k} \partial_{i} \partial_{l} \frac{1}{r}\right)+\operatorname{Ma\varepsilon }_{z i l}\left(\partial_{k} \partial_{j} \partial_{l} \frac{1}{r}\right) \tag{5.4.28}
\end{align*}
$$

where one can show that

$$
\begin{align*}
\partial_{i} \partial_{j} \partial_{k} \frac{1}{r}= & -15 \frac{x_{i} x_{j} x_{k}}{r^{7}}+\frac{3}{r^{5}}\left(\delta_{i j} x_{k}+\delta_{k i} x_{j}+\delta_{j k} x_{i}\right) \\
& -\frac{4 \pi}{5}\left(\delta_{i j} \partial_{k} \delta(\mathbf{r})+\delta_{k i} \partial_{j} \delta(\mathbf{r})+\delta_{j k} \partial_{i} \delta(\mathbf{r})\right) \tag{5.4.29}
\end{align*}
$$

Combining these results with the ones obtained for Schwarzschild, we easily find

$$
\begin{align*}
& R_{j 0}=R_{0 j}=R_{0 i j}^{i}=M a \varepsilon_{z j l}\left(\partial_{l} \Delta \frac{1}{r}\right)=-4 \pi M a \varepsilon_{z j l} \partial_{l} \delta(\mathbf{x}), \\
& R_{00}=4 \pi M \delta(\mathbf{x}), \quad R_{i j}=4 \pi M \delta_{i j} \delta(\mathbf{x}), \quad R=4 \pi M \delta(\mathbf{x}) . \tag{5.4.30}
\end{align*}
$$

Eventually, we get

$$
\begin{align*}
& G_{00}=8 \pi T_{00}=8 \pi M \delta(\mathbf{x}), \quad G_{i j}=T_{i j}=0,  \tag{5.4.31}\\
& G_{0 j}=R_{0 j}=8 \pi T_{0 j}=-4 \pi M a \varepsilon_{z j l} \partial_{l} \delta(\mathbf{x}) . \tag{5.4.32}
\end{align*}
$$

This solution describes a point of electric mass $M$ with an electric angular momentum $L^{x y}=M a$.

## The rotating NUT solution from the dual Kerr

As for the dual of linearized Schwarzschild, by duality rotation we obtain the additional components of the spin connection of the dual Kerr metric

$$
\begin{align*}
& \omega_{0 i 0}=-\frac{1}{2} \varepsilon_{i j k} \tilde{\omega}_{j k 0}=N a \frac{\delta_{z i}}{r^{3}}-\frac{8}{3} \pi N a \delta_{z i} \delta(\mathbf{x})-3 N a \frac{z x_{i}}{r^{5}} \\
& \begin{aligned}
\omega_{i j k}= & \epsilon_{i j l} \tilde{\omega}_{0 l k}
\end{aligned}=N a\left(\delta_{z i} \delta_{k j}-\delta_{z j} \delta_{k i}\right)\left(-\frac{2}{r^{3}}+\frac{4 \pi}{3} \delta(\mathbf{x})\right) \\
& \quad+\frac{3 N a}{r^{5}}\left(x_{k}\left(x_{j} \delta_{z i}-x_{i} \delta_{z j}\right)+z\left(x_{i} \delta_{k j}-x_{j} \delta_{k i}\right)\right), \tag{5.4.33}
\end{align*}
$$

where we used $\varepsilon_{i j k} \varepsilon^{z j k}=2 \delta_{i}^{z}$ and $\varepsilon_{i j k} \varepsilon^{z j l}=\delta_{z}^{i} \delta_{l}^{k}-\delta_{z}^{k} \delta_{l}^{i}$. Following the same reasoning as before, one can easily derive the Einstein tensor and find that this solution corresponds to a magnetic point of mass $N$ with a magnetic angular momentum $\tilde{L}^{x y}=N a$. This is the gravitational dual of the Kerr solution where $\Theta_{\mu \nu}$ has a structure equal to the stress-energy tensor for Kerr, meaning

$$
\begin{equation*}
\Theta^{00}=N \delta(\mathbf{x}), \quad \Theta^{0 x}=\frac{N a}{2} \partial_{y} \delta(\mathbf{x}), \quad \Theta^{0 y}=-\frac{N a}{2} \partial_{x} \delta(\mathbf{x}) . \tag{5.4.34}
\end{equation*}
$$

From this last result, we see that the non-trivial components for $\Phi_{\mu \nu \rho}$ are

$$
\begin{align*}
& \Phi^{0 z}=-16 \pi N \delta(x) \delta(y) \vartheta(z) \\
& \Phi^{0 y}{ }_{x}=-\Phi^{0 x}{ }_{y}=-\Phi^{x y}{ }_{0}=\Phi^{y x}{ }_{0}=8 \pi N a \delta(\mathbf{x}) . \tag{5.4.35}
\end{align*}
$$

We also have

$$
\begin{align*}
& \omega_{0 i 0}=\frac{1}{2} \partial_{i} h_{00}+\frac{1}{4} \varepsilon_{0 i j k} \Phi_{0}^{j k}=\frac{1}{2} \partial_{i} h_{00}+\frac{1}{2} \delta_{i z} \Phi^{x y} \\
& \omega_{i j k}=\frac{1}{2}\left(\partial_{j} h_{i k}-\partial_{i} h_{j k}+\partial_{k} v_{j i}\right)+\frac{1}{2} \varepsilon_{i j 0 l} \bar{\Phi}^{0 l}{ }_{k}, \tag{5.4.36}
\end{align*}
$$

where for our choice of $\Phi_{\mu \nu \rho}$, we find

$$
\begin{equation*}
\frac{1}{2} \varepsilon_{i j 0 l} \bar{\Phi}_{k}^{0 l}=\frac{1}{2} \varepsilon_{i j 0 l} \Phi^{0 t}{ }_{k}=\left(\delta_{i z} \delta_{j k}-\delta_{j z} \delta_{i k}\right) \Phi^{0 y}{ }_{x} \tag{5.4.37}
\end{equation*}
$$

We then easily obtain ${ }^{3}$

$$
\begin{equation*}
h_{00}=\frac{2 N a z}{r^{3}}, \quad h_{i j}=\frac{2 N a z}{r^{3}} \delta_{i j}, \quad v_{i j}=\frac{2 N a}{r^{3}}\left(\delta_{z i} x_{j}-\delta_{z j} x_{i}\right) . \tag{5.4.38}
\end{equation*}
$$

The non-trivial components of the linearized metric in spherical coordinates are then

$$
\begin{equation*}
h_{\mu \mu}=\frac{2 N a z}{r^{3}}, \quad h_{0 \phi}=2 N(1+\cos \theta) . \tag{5.4.39}
\end{equation*}
$$

These are the non-trivial components of the linearized rotating NUT metric, where the string is along the positive $z$-axis.

## The rotating NUT without the delta contributions

If we set $\Phi^{0 y}=-\Phi^{0 x}{ }_{y}=-\Phi^{x y} y_{0}=\Phi^{y \cdot x_{0}}=0$, the difference with the previous case appears for

$$
\begin{align*}
& \omega_{0 i 0}=-N a \partial_{i} \partial_{z}\left(\frac{1}{r}\right), \\
& \omega_{i j k}=-N a\left[\delta_{i k} \partial_{j} \partial_{z}\left(\frac{1}{r}\right)-\delta_{j k} \partial_{i} \partial_{z}\left(\frac{1}{r}\right)+\frac{1}{2} \delta_{z i} \partial_{k} \partial_{j}\left(\frac{1}{r}\right)-\frac{1}{2} \delta_{z j} \partial_{k} \partial_{i}\left(\frac{1}{r}\right)\right] . \tag{5.4.40}
\end{align*}
$$

This means that

$$
\begin{equation*}
R_{00}=-4 \pi N a \delta(x) \delta(y) \delta^{\prime}(z), \quad R_{i j}=-4 \pi N a \delta_{i j} \delta(x) \delta(y) \delta^{\prime}(z), \tag{5.4.41}
\end{equation*}
$$

and the electric Einstein tensor has now a non-trivial component

$$
G_{00}=-8 \pi N a \delta(x) \delta(y) \delta^{\prime}(z) .
$$

The solution has associated charges $K_{0}=N$ and $L^{0 z}=-N a$, describing a point magnetic mass $N$ with in addition a "boost mass" $-N u$ which can be understood as a dipole of electric masses $M$ and $-M$ separated by a distance $\epsilon$ in the limit where $\epsilon \rightarrow 0$ and $L_{0 z}=N a=M \epsilon$ is kept constant. Positivity of energy in general relativity tells us that this interpretation should however be discarded.

The interested reader could eventually wonder about different combinations of the previous considerations. One could for example try to interpret the rotating NUT solution with only the delta contributions and no string contribution (or respectively no $\Phi_{\mu \nu \rho}$ contributions at all). Following our analysis this only partially matches the proposal of J.G. Miller in [103] to interpret the Kerr-NUT metric as a Kerr black hole and an infinite source of angular momentum along the singularity. Indeed, our calculations show that it should also be supplemented with a magnetic angular momentum when delta contributions are included (respectively with a dipole of electric masses in the same limit as previously discussed).

[^23]
## Comments about duality of the Kerr metric

We have seen that the string singularity input from $\Phi_{\mu \nu \rho}$ in the case of the Taub-NUT solution found its meaning in the existence of an unphysical string singularity in the linearized metric. This is also justified by considering the Schwarzschild metric as electric and imposing gravitational duality. From this perspective, Bonnor's proposal seems rather unphysical.

However, in the case of the Kerr-NUT solution, we have seen that some $\Phi_{\mu \nu \rho}$ terms are only singular in $r=0$. Besides duality, we do not have any a priori argument in favor of adding these delta contributions to the rotating NUT solution. As we just described, one could think of the linearized rotating NUT with only the string contribution $\Phi^{0 z_{0}}$ as another physical solution. This interpretation is however to be rejected on physical grounds because of the presence of a negative mass in the compound.

Let us amuse ourselves by contemplating the dual situation, i.e. the usual Kerr solution, where we insert a non-trivial magnetic stress-energy tensor so that the non-trivial charges become $P_{0}=M$ and $\vec{L}_{0 z}=M a$. The sources for this solution are

$$
\begin{equation*}
T_{00}=M \delta(\mathbf{x}), \quad \Theta_{00}=M a \delta(x) \delta(y) \delta^{\prime}(z) \tag{5.4.42}
\end{equation*}
$$

an electric point of mass $M$ and a di-NUT, a dipole of NUT charges $+N$ and $-N$, separated by a distance $\epsilon$ when we take the limit $\epsilon \rightarrow 0$ and $N \rightarrow \infty$ but with the product $N \epsilon$ constant and equal to $\tilde{L}_{0 z}=N \epsilon=M a$ such that

$$
\begin{align*}
\Theta_{00} & =\lim _{\epsilon \rightarrow 0}[N \delta(x) \delta(y) \delta(z+\epsilon / 2)-N \delta(x) \delta(y) \delta(z-\epsilon / 2)] \\
& =\operatorname{Ma\delta }(x) \delta(y) \delta^{\prime}(z) \tag{5.4.43}
\end{align*}
$$

This situation is physical since there is no obstruction in having negative NUT charges. Indeed, the Taub-NUT metrics with opposite signs of $N$ are just related by a flip of the sign of the $\phi$ variable. We should however note that this leads seemingly to a clash between the statement of gravitational duality and positivity of the mass for the Schwarzschild solution. In other words, according to the above arguments the gravitational dual of a physical situation is not necessarily physical. It would be nice to understand this issue better, with the use for instance of positive energy theorems.

Concerning the euclidean Kerr black hole, this interpretation had already been noticed a long time ago in [104]. For the Lorentzian signature, it has recently been observed in [105] that the Kerr metric could be reproduced by a non-linear superposition of two Taub-NUT black holes of opposite NUT charges. ${ }^{4}$ Here, we have clarified that if this is indeed true from the perspective of the metrics, there is nevertheless a difference depending on whether the $\delta^{\prime}$ singularities find themselves in the $T_{0 i}$ components of the ordinary stress-energy tensor or in the $\Theta_{00}$ component of the magnetic, dual, stress-energy tensor. The difference is encoded in the tensor $\Phi_{\mu \nu \rho}$ and is reflected on which Lorentz charges are non-trivial, the electric or the magnetic ones. We suggest to identify the Kerr metric as a di-NUT only in the case where there is a non-trivial $\Theta_{00}$.

[^24]
### 5.4.3 Shock pp-waves

Pp-waves, or plane-fronted waves with parallel rays, were first introduced by Brinkmann in 1925 as metrics on Lorentzian manifolds. They are described by

$$
\begin{equation*}
d s^{2}=H(u, x, y) d u^{2}-d u d v+d x^{2}+d y^{2} \tag{5.4.44}
\end{equation*}
$$

where $H$ is a smooth function. Moreover, if the function $H$ is harmonic in $x$ and $y$ then it is a solution of Einstein's equations. Here we will consider shock pp-waves, a particular case where the function $H$ factorizes its $u$ dependence in a delta function such that $H(u, x, y)=$ $F(x, y) \delta(u)$ and $F(x, y)$ is a harmonic function.

To start with, we review the result of P. C. Aichelburg and R. U. Sexl in [106] where the infinite boost of the Schwarzschild metric was considered and shown to be of the form of a shock pp-wave. It is now referred to as the Aichelburg-Sexl solution. This shock pp-wave was later re-discovered by T. Dray and G. 't Hooft in [107] and understood as the gravitational radiation of a particle traveling at the velocity of light measured by an observer at rest. The method of Aichelburg and Sexl was generalized in [108] and used, for example, to compute the infinite boost of the Reissner-Nordström black hole. This more general analysis was then used in [109] for the infinite boost of the Kerr black hole where the Aichelburg-Sexl metric is shown to be recovered in a certain limit.

Inspired by these generalized methods we describe, in a second part, the infinite boost of the pure NUT metric $(M=0)$ and obtain the NUT-wave, another shock pp-wave.

In the last part, we show that the gravitational dual of the Aichelburg-Sexl pp-wave is precisely the NUT-wave, the infinitely boosted NUT wave. More generally, we establish that any pp-wave solution described by a function $F(x, y)$ of Einstein's equations possess a dual pp-wave which is characterized by the harmonic conjugate of $F(x, y)$, which we denote as $\dot{F}(x, y)$.

## The Aichelburg-Sexl shock pp-wave

In here, we reproduce the results ${ }^{5}$ presented in [106]. Let us start with the usual metric of Schwarzschild in the so-called Schwarzschild coordinates

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 M}{R}\right) d t^{2}+\left(1-\frac{2 M}{R}\right)^{-1} d R^{2}+R^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{5.4.45}
\end{equation*}
$$

and make the change of variables

$$
\begin{equation*}
R=r\left(1+\frac{M}{2 r}\right)^{2} \tag{5.4.46}
\end{equation*}
$$

to obtain the metric in isotropic coordinates

$$
\begin{equation*}
d s^{2}=-\frac{(1-A)^{2}}{(1+A)^{2}} d t^{2}+(1+A)^{4}\left(d x^{2}+d y^{2}+d z^{2}\right) \tag{5.4.47}
\end{equation*}
$$

[^25]where $A \equiv M / 2 r$ and $d x^{2}+d y^{2}+d z^{2}=d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)$. Let us now apply a boost along the $z$-direction
\[

$$
\begin{align*}
& t=\gamma(\bar{t}-\beta \tilde{z}) \\
& z=\gamma(\tilde{z}-\beta \tilde{t}) \tag{5.4.48}
\end{align*}
$$
\]

where $\gamma=1 / \sqrt{1-\beta^{2}}$, and obtain

$$
\begin{align*}
d s^{2}= & -\frac{(1-A)^{2}}{(1+A)^{2}} \gamma^{2}(d \bar{t}-\beta d \bar{z})^{2}+(1+A)^{4}\left(d \bar{x}^{2}+d \bar{y}^{2}+\gamma^{2}(d \tilde{z}-\beta d \bar{t})^{2}\right) \\
= & (1+A)^{4}\left(-d \bar{t}^{2}+d \bar{x}^{2}+d \tilde{y}^{2}+d \bar{z}^{2}\right) \\
& +\left[(1+A)^{4}-\frac{(1-A)^{2}}{(1+A)^{2}}\right] \gamma^{2}(d \bar{t}-\beta d \tilde{z})^{2}, \tag{5.4.49}
\end{align*}
$$

where $A$ is now $A=M / 2 \sqrt{x^{2}+y^{2}+\gamma^{2}(z-\beta t)^{2}}$ and where in the last equality we made use of

$$
\begin{equation*}
\gamma^{2}(d \tilde{z}-\beta d \tilde{t})^{2}=-d \tilde{t}^{2}+d \tilde{z}^{2}+\gamma^{2}(d \tilde{t}-\beta d \tilde{z})^{2} \tag{5.4.50}
\end{equation*}
$$

We now want to consider the infinite boost limit where $\beta \rightarrow 1, M \rightarrow 0$ but where we keep $M \gamma=p, p$ being a constant. From its definition, we see that $A$ is going to zero, so that we can linearize the metric in $A$ and rewrite (5.4.49) as

$$
\begin{equation*}
d s^{2}=(1+4 A)\left(-d \tilde{t}^{2}+d \tilde{x}^{2}+d \tilde{y}^{2}+d \tilde{z}^{2}\right)+8 A \gamma^{2}(d \tilde{t}-\beta d \tilde{z})^{2} \tag{5.4.51}
\end{equation*}
$$

Immediately performing the infinite boost would mean that we only keep terms in $\gamma^{2} A$ because

$$
\begin{equation*}
A \gamma^{2}=\frac{M \gamma}{2 \sqrt{\gamma^{-2} \bar{\rho}^{2}+(\tilde{z}-\beta \bar{t})^{2}}} \rightarrow \frac{p}{2|\tilde{z}-\tilde{t}|} \tag{5.4.52}
\end{equation*}
$$

where $\bar{\rho}^{2}=\bar{x}^{2}+\bar{y}^{2}$. The metric would be

$$
\begin{equation*}
d s^{2}=-d \bar{t}^{2}+d \tilde{x}^{2}+d \bar{y}^{2}+d \tilde{z}^{2}+4 p \frac{1}{|\tilde{z}-\tilde{t}|}(d \tilde{t}-d \bar{z})^{2} . \tag{5.4.53}
\end{equation*}
$$

However, this metric is only valid for $t \neq z$. If we want to carry the limit $\beta \rightarrow 1$ for points where $t=z$, we need to make the "awkward" change of coordinates (singular in $\tilde{t}=\bar{z}$ when $\beta=1$ )

$$
\begin{array}{ll}
T(v): & z^{\prime}-\beta t^{\prime}=\bar{z}-\beta \bar{t} \\
& z^{\prime}+\beta t^{\prime}=\bar{z}+\beta \bar{t}-4 p \ln \left[\sqrt{(\bar{z}-\beta \bar{t})^{2}+\gamma^{-2}}-(\bar{z}-\bar{t})\right] \tag{5.4.54}
\end{array}
$$

To apply this change of coordinates, we first start by re-writing (5.4.51) as

$$
\begin{align*}
d s^{2}= & (1+4 A)\left[d \bar{x}^{2}+d \tilde{y}^{2}+(d \tilde{z}-\beta d \bar{t})(d \tilde{z}+\beta d \bar{t})-\left(1-\beta^{2}\right) d \bar{t}^{2}\right] \\
& +8 A \gamma^{2}\left[(d \tilde{z}-\beta d \bar{t})^{2}-\left(1-\beta^{2}\right) d \bar{z}^{2}+\left(1-\beta^{2}\right) d \bar{t}^{2}\right] \tag{5.4.55}
\end{align*}
$$

Moreover, we see that only terms in $A \gamma^{2}$ will contribute. Indeed, the contributions in $\left(1-\beta^{2}\right)$ will drop in the infinite boost limit. Prior to any change of coordinates, we write the metric as

$$
\begin{equation*}
d s^{2}=d \bar{x}^{2}+d \tilde{y}^{2}+(d \tilde{z}-\beta d \bar{t})(d \tilde{z}+\beta d \bar{t})+8 A \gamma^{2}(d \tilde{z}-\beta d \bar{t})^{2} \tag{5.4.56}
\end{equation*}
$$

Now, as one can see from (5.4.54), the change of coordinates is trivial for $d \tilde{z}-\beta d \bar{t}=$ $d z^{\prime}-\beta d t^{\prime}$ and also

$$
\begin{equation*}
d \bar{z}+\beta d \tilde{t}=d z^{\prime}+\beta d t^{\prime}+4 p \frac{\left[\frac{(\tilde{z}-\beta \hat{t})(d \bar{z}-\beta d \bar{l})}{\sqrt{(\bar{z}-\beta t)^{2}+\gamma^{-2}}}-(d \bar{z}-d \tilde{t})\right]}{\sqrt{(\bar{z}-\beta \tilde{t})^{2}+\gamma^{-2}}-(\bar{z}-\tilde{t})} \tag{5.4.57}
\end{equation*}
$$

which we could rewrite as

$$
\begin{align*}
d \tilde{z}+\beta d \tilde{t}= & d z^{\prime}+\beta d t^{\prime}+4 p \frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2}}-(\tilde{z}-\beta \tilde{t})+(1-\beta) \tilde{t}} \\
& {\left[\frac{\left(z^{\prime}-\beta t^{\prime}\right)\left(d z^{\prime}-\beta d t^{\prime}\right)}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2}}}-(d \tilde{z}-\beta d \bar{t})+(1-\beta) d \tilde{t}\right] } \tag{5.4.58}
\end{align*}
$$

If we now again drop the contributions in $(1-\beta)$, we get

$$
\begin{equation*}
d \tilde{z}+\beta d \tilde{t}=d z^{\prime}+\beta d t^{\prime}-4 p \frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2}}}\left(d z^{\prime}-\beta d t^{\prime}\right) \tag{5.4.59}
\end{equation*}
$$

By plugging this in (5.4.56) and taking the limit $\beta \rightarrow 1$, we get

$$
\begin{align*}
d s^{2}= & -d t^{\prime 2}+d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2}+ \\
& 4 p \lim _{\beta \rightarrow 1}\left[\frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2} \rho^{\prime 2}}}-\frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2}}}\right]\left(d t^{\prime}-d z^{\prime}\right)^{2} . \tag{5.4.60}
\end{align*}
$$

To take this limit, we use the fact that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} f(z / \epsilon)=\delta(z) \tag{5.4.61}
\end{equation*}
$$

for a function $f$ such that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f(z) d z=1 \tag{5.4.62}
\end{equation*}
$$

In our case, if we write $Z=z^{\prime}-\beta t^{\prime}$ and $\gamma^{-1}=\epsilon$, we see that

$$
\begin{align*}
g(Z / \epsilon) & =g\left(\gamma\left(z^{\prime}-\beta t^{\prime}\right)\right)=\frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2} \rho^{\prime 2}}}-\frac{1}{\sqrt{\left(z^{\prime}-\beta t^{\prime}\right)^{2}+\gamma^{-2}}} \\
& =\frac{1}{\epsilon} f(Z / \epsilon) \tag{5.4.63}
\end{align*}
$$

where

$$
\begin{equation*}
f(Z / \epsilon)=\frac{1}{\sqrt{(Z / \epsilon)^{2}+\rho^{\prime 2}}}-\frac{1}{\sqrt{(Z / \epsilon)^{2}+1}} \tag{5.4.64}
\end{equation*}
$$

However, one can see that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f(Z / \epsilon)=-\ln \left(\rho^{\prime 2}\right) \tag{5.4.65}
\end{equation*}
$$

such that using (5.4.61) the limit for the function $g(Z / \epsilon)$ is

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} g(Z / \epsilon)=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} f(Z / \epsilon)=-\ln \left(\rho^{\prime 2}\right) \delta(Z) \tag{5.4.66}
\end{equation*}
$$

Using this result in (5.4.60), we recover the result of Aichelburg and Sexl

$$
\begin{align*}
d s^{2}= & -d t^{\prime 2}+d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2} \\
& -4 p \ln \left(x^{\prime 2}+y^{\prime 2}\right) \delta\left(t^{\prime}-z^{\prime}\right)\left(d t^{\prime}-d z^{\prime}\right)^{2} \tag{5.4.67}
\end{align*}
$$

We have thus recovered the fact that the infinitely boosted Schwarzschild metric is a shock pp-wave with function $H(u, x, y)=-4 \ln \left(x^{2}+y^{2}\right) \delta(u)$, where $F(x, y)=\ln \left(x^{2}+y^{2}\right)$ is an harmonic function as it verifies $\partial_{x}^{2} F+\partial_{y}^{2} F=0$. Note that, for $t \neq z$, this result only coincides with (5.4.53) after we implement the inverse of the change of coordinates (5.4.54) such as explained in [106].

Another procedure to perform such limits was proposed in [108] and applied to the Schwarzschild black hole in [109]. The idea is to look at the Schwarzschild solution as a perturbation of flat space, perturbation which we linearize before taking the limit in the sense of the distribution as explained here above. We refer the reader to the original paper for this derivation. However, we will illustrate this method now by applying it to the pure NUT metric.

## The infinitely boosted NUT metric

We want to perform the infinite boost of the pure NUT solution. Instead of finding an equivalent awkward change of coordinates, let us write the metric as

$$
\begin{equation*}
d s^{2}=-d \bar{t}^{2}+d \bar{x}^{2}+d \bar{y}^{2}+d \bar{z}^{2}+d s_{d e f}^{2} \tag{5.4.68}
\end{equation*}
$$

and only consider the linearized part of the deformation which writes

$$
\begin{equation*}
d s_{\text {def }}^{2}=-4 N \cos \bar{\theta} d \bar{t} d \bar{\phi} \tag{5.4.69}
\end{equation*}
$$

Here, for convenience, we will take the Misner string along the $x$ direction (namely interchanging $\bar{x}$ and $\bar{z}$ in (5.4.69)) and boost along the $\bar{z}$ direction. At leading order in $\gamma$, we
find

$$
\begin{align*}
\bar{t} & \rightarrow \gamma u, \\
\bar{z} & \rightarrow-\gamma u, \\
\bar{r}^{2} & \rightarrow \gamma^{2} u^{2}+\left(x^{2}+y^{2}\right), \\
\cos \bar{\theta}=\frac{\bar{x}}{\bar{r}} & \rightarrow x / \sqrt{\gamma^{2} u^{2}+\left(x^{2}+y^{2}\right)}, \\
d \bar{\phi} & \rightarrow \frac{1}{\gamma} \frac{y d u}{u^{2}+\gamma^{-2} y^{2}}, \tag{5.4.70}
\end{align*}
$$

where $\tan \bar{\phi}=\bar{y} / \bar{z}$. Also, we defined $u=t-\beta z$ and by leading order we mean that $\bar{z} \rightarrow \gamma(z-\beta t)=-\gamma u+\gamma(1-\beta)(z+t) \sim-\gamma u$. Note that we can also drop in $d \bar{\phi}$ the second term in $u d y$ as we will see that a contribution appears only at $u=0$, when the infinite boost limit is considered. The deformed part of the metric becomes

$$
\begin{equation*}
d s_{d e f}^{2}=-4 N \frac{x}{\sqrt{\gamma^{2} u^{2}+\left(x^{2}+y^{2}\right)}} \gamma d u \frac{1}{\gamma} \frac{y d u}{u^{2}+\gamma^{-2} y^{2}} . \tag{5.4.71}
\end{equation*}
$$

In the limit of infinite boost, we take $\gamma \rightarrow \infty$ and $N \rightarrow 0$ while keeping $N \gamma=k$. This means we have

$$
\begin{equation*}
d s_{d e f}^{2}=-8 k \lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \frac{A d u^{2}}{2 \sqrt{(u / \epsilon)^{2}+\left(1+A^{2}\right)}\left((u / \epsilon)^{2}+A^{2}\right)} \tag{5.4.72}
\end{equation*}
$$

where we wrote $\epsilon=\gamma^{-1} x$ and $A=y / x$. Following the same limiting procedure described for the infinitely boosted Schwarzschild metric, we find

$$
\begin{equation*}
d s_{\text {def }}^{2}=-8 k \arctan (1 / A) \delta(u) d u^{2}=-8 k \arctan (x / y) \delta(u) d u^{2} \tag{5.4.73}
\end{equation*}
$$

and the metric of the infinitely boosted pure NUT metric is just

$$
\begin{equation*}
d s^{2}=-d t^{2}+d x^{2}+d y^{2}+d z^{2}-8 k \arctan (x / y) \delta(t-z)(d t-d z)^{2} \tag{5.4.74}
\end{equation*}
$$

The above metric is obviously also a shock pp-wave as it has a function $H(u, x, y)$ of the required form and $\arctan (x / y)$ is an harmonic function. In the following, we refer to it as the NUT-wave.

## Charges of shock pp-waves

Using previous results, one can straightforwardly consider a finite boost of the Taub-NUT metric and obtain the charges

$$
\begin{equation*}
P_{0}=\gamma M, \quad P_{i}=-\gamma \beta M, \quad K_{0}=\gamma N, \quad K_{i}=-\gamma \beta N . \tag{5.4.75}
\end{equation*}
$$

To show this for the pure NUT metric, we can directly work with the linearized pure NUT solution

$$
\begin{equation*}
d s_{\text {Lin }}^{2}=-d \bar{t}^{2}-4 N \cos \bar{\theta} d \bar{\phi} d \bar{t}+d \bar{r}^{2}+\bar{r}^{2}\left(d \bar{\theta}^{2}+\sin ^{2} \bar{\theta} d \bar{\phi}^{2}\right) \tag{5.4.76}
\end{equation*}
$$

which can be written in cartesian coordinates as

$$
\begin{equation*}
d s_{\operatorname{Lin}}^{2}=-d \bar{t}^{2}-4 N \frac{\bar{z}}{\bar{r}} \frac{1}{\rho^{2}}(\bar{x} d \bar{y}-\bar{y} d \bar{x}) d \bar{t}+d \bar{x}^{2}+d \bar{y}^{2}+d \bar{z}^{2} \tag{5.4.77}
\end{equation*}
$$

where $\rho^{2}=\bar{x}^{2}+\bar{y}^{2}$. If we now perform a boost in the $z$-direction

$$
\begin{array}{llrl}
\bar{t} & =\gamma(t-\beta z), & & \bar{z}=\gamma(z-\beta t) \\
\bar{x} & =x, & & \bar{y}=y \tag{5.4.78}
\end{array}
$$

we get

$$
\begin{align*}
d s^{2}= & -d t^{2}+d x^{2}+d y^{2}+d z^{2} \\
& -4 N \frac{\gamma^{2}(z-\beta t)}{\bar{r} \rho^{2}}(d t-\beta d z)(x d y-y d x) . \tag{5.4.79}
\end{align*}
$$

One should be careful while treating the coordinate $\bar{r}$ as the large radius limit is really $r \equiv\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2} \rightarrow \infty$ and thus

$$
\begin{align*}
\frac{1}{\bar{r}} & \equiv\left[x^{2}+y^{2}+\gamma^{2}(z-\beta t)^{2}\right]^{-1 / 2} \\
& =\frac{1}{r}\left[\left(\sin ^{2} \theta+\gamma^{2} \cos ^{2} \theta\right)+\gamma^{2} \beta^{2}\left(t^{2} / r^{2}\right)-2 \gamma^{2} \beta \cos \theta(t / r)\right]^{-1 / 2} \\
& \sim \frac{1}{r B}+O\left(1 / r^{2}\right) \tag{5.4.80}
\end{align*}
$$

where we defined $B=\sqrt{\sin ^{2} \theta+\gamma^{2} \cos ^{2} \theta}$. Our choice for the vielbein is

$$
\begin{align*}
& e^{0}=d t-2 N \frac{\gamma^{2}(z-\beta t)}{\bar{r} \rho^{2}}(y d x-x d y)^{\prime} \\
& e^{1}=d x \\
& e^{2}=d y \\
& e^{3}=-2 N \frac{\gamma^{2} \beta(z-\beta t)}{\bar{r} \rho^{2}}(y d x-x d y)+d z \tag{5.4.81}
\end{align*}
$$

where it can be checked that the spin connection is regular so that we can directly use our expressions for the charges without taking care of the singularities. Note that our choice is precisely the triangular vielbein $e_{\bar{\mu}}^{\bar{m}}$ for the linearized static pure NUT metric transformed under the boost to $e_{\mu}^{m}=\Lambda_{\bar{n}}^{m} \Lambda_{\mu}^{\bar{\nu}} e_{\nu}^{\bar{\pi}}=\delta_{\mu}^{m}+\frac{1}{2} \eta^{m \nu}\left(h_{\nu \mu}+v_{\nu \mu}\right)$. Looking at (5.4.79), the linear perturbations are

$$
\begin{align*}
& h_{x z}=-\beta h_{t x}=-2 N \gamma^{2} \beta \frac{(z-\beta t)}{\bar{r}} \frac{y}{x^{2}+y^{2}} \\
& h_{y z}=-\beta h_{t y}=2 N \gamma^{2} \beta \frac{(z-\beta t)}{\bar{r}} \frac{x}{x^{2}+y^{2}} \tag{5.4.82}
\end{align*}
$$

As we can directly see from (5.4.81), we have $v_{t a}=h_{t a}$ and $v_{z a}=h_{z a}$ for $a=x, y$. We can now easily proceed to the calculation of $K_{0}$

$$
\begin{align*}
K_{0} & =\frac{1}{16 \pi} \oint \epsilon^{l i j}\left(\partial_{i} h_{0 j}+\partial_{j} v_{i 0}\right) d \hat{\Sigma}_{l}=\frac{1}{8 \pi} \oint \epsilon^{l i j} \partial_{i} h_{0 j} d \hat{\Sigma}_{l} \\
& =\frac{N}{4 \pi} \gamma^{2} \oint_{S} \frac{\sin \theta}{B^{3}} d \theta d \phi \\
& =\gamma N . \tag{5.4.83}
\end{align*}
$$

Note also that the time dependence in the integrand (5.4.83) is subleading and tends to zero when $r \rightarrow \infty$. The calculation for $K_{z}$ is readily the same and we find

$$
\begin{equation*}
K_{z}=-\frac{\beta}{8 \pi} \oint \epsilon^{l i j} \partial_{i} h_{0 j} d \hat{\Sigma}_{l}=-\beta K_{0}=-\gamma \beta N \tag{5.4.84}
\end{equation*}
$$

while $K_{x}=K_{y}=0$.
With this knowledge, it is also easy to see that the charges associated to the AichelburgSexl pp-wave are just $P_{0}=-P_{z}=p$ and for our NUT-wave $K_{0}=-K_{z}=k$. For the Aichelburg-Sexl pp-wave, this was done in [110]. For the NUT-wave, one can use the symmetric vielbein

$$
\begin{equation*}
e^{0}=d t-\frac{F}{2}(d t-d z), \quad e^{1}=d x, \quad e^{2}=d y, \quad e^{3}=d z-\frac{F}{2}(d t-d z), \tag{5.4.85}
\end{equation*}
$$

where $F$ is an harmonic function, so that $v_{\mu \nu}=0$ and the spin connection is regular. We eventually obtain

$$
\begin{align*}
K_{0} & =\frac{1}{16 \pi} \oint \epsilon^{l i j} \partial_{i} h_{0 j} d \Sigma_{l}=-\frac{k}{2 \pi} \oint \frac{1}{r} \delta(t-z) d \Sigma_{r} \\
& =k \oint r \sin \theta \delta(t-r \cos \theta) d \theta=k \oint \delta(t-r \cos \theta) d(r \cos \theta) \\
& =k \tag{5.4.86}
\end{align*}
$$

Again, the calculation for $K_{z}$ is readily the same and gives $-k$.
Let us now check that the NUT-wave is the metric one obtains by acting with a gravitational duality rotation on the Aichelburg-Sexl pp-wave.

## Duality among shock pp-waves

It is easy to see that the NUT-wave is the gravitational dual of the Aichelburg-Sexl pp-wave. The non-trivial fluctuations for the Aichelburg-Sexl pp-wave are

$$
\begin{equation*}
h_{t t}=h_{z z}=-h_{t z}=-8 p \ln \left(\sqrt{x^{2}+y^{2}}\right) . \tag{5.4.87}
\end{equation*}
$$

The non-trivial components of the linearized Riemann tensor defined by $R_{\alpha \beta \gamma \delta}=2 \partial_{[\alpha} h_{\beta][\gamma, \delta]}$ for the Aichelburg-Sexl metric are

$$
\begin{equation*}
R_{t a t b}=-\frac{1}{2} \partial_{a} \partial_{b} h_{t t}, \quad R_{t a z b}=-\frac{1}{2} \partial_{a} \partial_{b} h_{t z}, \quad R_{z a z b}=-\frac{1}{2} \partial_{a} \partial_{b} h_{z z} \tag{5.4.88}
\end{equation*}
$$

for $a, b=x, y$. The NUT-wave has non-trivial fluctuations

$$
\begin{equation*}
\tilde{h}_{t \ell}=\tilde{h}_{z z}=-\tilde{h}_{t z}=-8 k \arctan (x / y) \tag{5.4.89}
\end{equation*}
$$

where $\tilde{h}_{\mu \nu}$ refers to the dual metric. The non-trivial components of the Riemann tensor write in the same way as in (5.4.88) but with $h_{\mu \nu}$ replaced by $\bar{h}_{\mu \nu}$.

A small computation permits to show that the duality relation is satisfied

$$
\begin{equation*}
\tilde{R}_{\alpha \beta \lambda \mu}=\frac{1}{2} \epsilon_{\alpha \beta \gamma \delta} R_{\lambda \mu}^{\gamma \delta} \tag{5.4.90}
\end{equation*}
$$

Doing so, one checks that the gravitational dual of the Aichelburg-Sexl pp-wave is the NUT wave. From (5.4.88) and (5.4.90), it is easy to see that the function $\bar{F}$ for the NUTwave is the harmonic conjugate of the function $F$ describing the Aichelburg-Sexl pp-wave. By definition, this implies we can construct a complex variable $\zeta=y+i x$ whose logarithm is $\ln \zeta=\ln \sqrt{x^{2}+y^{2}}+i \arctan (x / y)$ and attribute the real part of this logarithm to the Aichelburg-Sexl metric and the imaginary part to the dual pp-wave. This last fact can be generalized to any solution (5.4.44), where $H(u, x, y)=F(x, y) \delta(u)$ and $F(x, y)$ is a harmonic function. The gravitational dual solution is characterized by $H(u, x, y)=\bar{F}(x, y) \delta(u)$ where $\bar{F}$ is the harmonic conjugate function of $F$ (namely $\mathcal{F}(\zeta)=F+i \bar{F}$ is an holomorphic function of $\zeta$ ). The holomorphic nature of $\mathcal{F}(\zeta)$ is reminiscent of the holomorphic nature of the complex Ernst potential for BPS solutions (see for instance Section 3.4 of [111]).

Part III
Gravitational Duality and Supersymmetry

## Chapter 6

## A short introduction to Supergravity

As for now, we have mainly been concerned with the Poincare group which is the symmetry group of Minkowski spacetime. In the 60 's, along with the understanding of the importance of internal symmetries, physicists started wondering if a larger, external, symmetry group containing the Poincaré group could be of any interest to describe the Nature we observe.

The first important result in this direction is the no-go theorem of S. Coleman and J. Mandula who proved in [112] "the impossibility of combining space-time and internal symmetries in any but a trivial way". Without going into technical details, what they actually showed is that any symmetry group of the S-matrix, that would not lead to trivial physics, should be a direct product of an internal symmetry group and the Poincaré group, up to additional $U(1)$ 's. This result describes the fact that any non-trivial mixing would bring in additional conserved quantities, and thus quantum numbers in the quantum theory, which are not observed experimentally (see also [113] for concrete examples).

No-go theorems are based on assumptions and they can a priori always be bypassed if some of these assumptions are relaxed. Independently from these considerations, Y.A. Golfand and E.S. Likhtman achieved in [114] a non-trivial mixing of the Poincaré symmetry with a new type of symmetries by enlarging the concept of Lie algebra. They constructed the so-called superalgebras. The superalgebras are generalizations of the Lie algebras where one is allowed to introduce charges verifying anti-commutation relations. Following the spinstatistics theorem, these charges have half-integer spin, and are called fermionic or odd charges, as compared to integer-spin charges which are called bosonic or even charges. This is the basic ingredient that we will need to recover the so-called supersymmetry algebra.

Actually, the work [114] remained unnoticed for a long time. The real birth of supersymmetry is to be found, some years later, in the study of two-dimensional models (see [115], [116], [117]) where supersymmetry on the two-dimensional world-sheet was observed. Referring to these works, J. Wess an B. Zumino generalized the idea to four dimensions and proposed in [118] the first example where supersymmetry is linearly realized in four dimensions. In a subsequent paper [119], the same authors pointed out that "the supergauge transformations evade the Coleman-Mandula no-go theorem because their algebra is not a ordinary Lie algebra". See eventually $[120]$ for more details on the birth of supersymmetry.

Nowadays, supersymmetry is the name given to a type of symmetry that relates bosons
and fermions, elementary particles of different quantum nature. Under this symmetry, and because the transformation parameter has spin $1 / 2$, a particle of $\operatorname{spin} s$ is mapped to its so-called superpartner particle which differs by half a unit of spin. To each known boson of integer spin, respectively known fermion of half-integer spin, there corresponds a supersymmetric partner which is a fermion, respectively a boson. For example, the supersymmetric partner of the photon of spin 1 is a spin $1 / 2$ particle called the photino and to each quark of spin $1 / 2$ there corresponds a bosonic particle of spin 0 called the s-quark.

On one side, it seems that the main reasons why physicists started considering such symmetries was that these were bringing cancellations such as in the computation of radiative corrections to the mass of the Higgs boson. Because supercharges commute with the generator of translations, each known particle in a supermultiplet, a representation of the supersymmetry group, should have the same mass. This means that all known particles should have superpartners with the same mass. As these particles have not been observed experimentally, even if supersymmetry was part of our lives, supersymmetry must be broken. Nowadays, there exists a plethora of models to explain how supersymmetry can be broken. These models can be classified following that the breaking is explicit or spontaneous. Explicit breaking for the MSSM has been considered by adding all possible soft terms to its Lagrangian. However, a spontaneous breaking, explaining the origin of the breaking and fixing by construction the form of the soft terms, is more desirable. Due to constraints coming from experimental facts such as flavor changing neutral currents or constraints coming from supersymmetry itself such as non-renormalization properties (see for example [121]), models to describe supersymmetry breaking are somehow constrained. For a fresh start into more experimental facts about supersymmetry, and a general introduction to supersymmetry and its breakings, see the detailed review of S. Martin [122].

On another side, even if we know that supersymmetry must be broken in Nature, supersymmetry is a beautiful theoretical framework which brings in many new features. It is thus interesting to study supersymmetric theories as they are often more tractable than non-supersymmetric ones. If gravitational duality has anything to do with the non-linear sector of Einstein's theory, we believe that the study of supersymmetric generalizations of gravity theories could help in understanding this duality.

This chapter is intended as a review of the material needed to deal with supergravity, i.e. supersymmetric extensions of gravity theories, and some of its specific solutions as we will be concerned with in the last chapter of this thesis. In section 6.1 , we start by reviewing the global supersymmetry algebra. We then illustrate in section 6.2 how a global symmetry is turned into a local one by means of Noether's procedure. Based on this procedure, in section 6.3 , we briefly comment on how a local supersymmetric theory, where the parameter of transformation is required to be local, is a theory of gravity. In section 6.4, we provide the reader with the so-called $\mathcal{N}=1$ and $\mathcal{N}=2$ supergravities we will be interested in. We sketch how these theories are invariant under local supersymmetry transformations. We eventually recall some facts, in section 6.5 , about the search for bosonic solutions of these supergravities and discuss the integrability conditions, necessary conditions for the existence of Killing spinors, that lead to the BPS bound. We finish this chapter by discussing, in section 6.6, two methods for solving specific Killing spinor equations.

### 6.1 The supersymmetry algebra

The Poincaré group $P$ is generated by the translations $P_{\mu}$ and the Lorentz transformations $M_{\mu \nu}$ that satisfy the relations

$$
\begin{align*}
& {\left[P_{\mu}, P_{\nu}\right]=0, \quad\left[P_{\mu}, M_{\nu \rho}\right]=\eta_{\mu \nu} P_{\rho}-\eta_{\mu \rho} P_{\nu},} \\
& {\left[M_{\mu \nu}, M_{\rho \lambda}\right]=\eta_{\mu \lambda} M_{\nu \rho}+\eta_{\nu \rho} M_{\mu \lambda}-(\rho \leftrightarrow \lambda),} \tag{6.1.1}
\end{align*}
$$

where $\eta_{\mu \nu}$ is the flat metric. As we have just discussed, the Coleman-Mandula theorem shows that there exists no extension of the Poincaré algebra which presents a non-trivial mixing with the Lorentz generators if we want a non-trivial S-matrix. In mathematical language, what they state is that any symmetry group made ont of the Poincaré group and a symmetry group $G$ with generators $T_{a}$ such that

$$
\begin{equation*}
\left[T_{a}, T_{b}\right]=f_{a b}{ }^{c} T_{c}, \quad\left[P_{\mu}, T_{a}\right]=0 \tag{6.1.2}
\end{equation*}
$$

must actually be a direct product of $P$ and $G$, meaning that we should also impose

$$
\begin{equation*}
\left[M_{\mu \nu}, T_{a}\right]=0 \tag{6.1.3}
\end{equation*}
$$

In modern language, this is just the statement that only internal (global or local) symmetries can be considered under their hypothesis. This conclusion can be bypassed if one allows the introduction of "odd" generators $\mathcal{Q}$ satisfying anti-commutations relations. We will require the algebra to have a $Z_{2}$ graded structure

$$
\begin{aligned}
& {[\text { even, even }]=\text { even, }} \\
& \{\text { odd }, \text { odd }\}=\text { even } \\
& {[\text { even }, \text { odd }]=\text { odd }}
\end{aligned}
$$

If one imposes the generalized Jacobi identities (as detailed for example in [113]), one can construct the so-called $\mathcal{N}=1$ super-Poincaré algebra whose algebra is given by (6.1.1) in addition with

$$
\begin{align*}
& {\left[P_{\mu}, \mathcal{Q}_{\alpha}\right]=0, \quad\left[\mathcal{Q}_{\alpha}, M_{\mu \nu}\right]=\frac{1}{2}\left(\gamma_{\mu \nu}\right)_{\alpha}^{\beta} \mathcal{Q}_{\beta}}  \tag{6.1.4}\\
& \left\{\mathcal{Q}_{\alpha}, \mathcal{Q}_{\beta}\right\}=\left(\gamma^{\mu} C\right)_{\alpha \beta} P_{\mu} \tag{6.1.5}
\end{align*}
$$

where the last anticommutator is referred in the following as the superalgebra, the algebra of anticommuting charges. Note that we have chosen four-component real Majorana supercharges and $C$ is the charge conjugation matrix, which we take here to be $C \equiv \gamma_{0}$. In our conventions, gamma matrices are also real, see Appendix A. Actually, when considering a number $\mathcal{N}$ of supercharges that we denote $\mathcal{Q}^{I}$, the superalgebra can be centrally extended, i.e. one can add Lorentz scalars to the superalgebras. The so-called extended superalgebras where obtained by R. Haag, J. Lopuszanski and M. Sohnius in [123]

$$
\begin{equation*}
\left\{\mathcal{Q}^{I}, \mathcal{Q}^{J}\right\}=\gamma^{\mu} C P_{\mu} \delta^{I J}+C U^{I J}+\gamma_{5} C V^{I J} \tag{6.1.6}
\end{equation*}
$$

where $U^{I J}=-U^{J I}$ and $V^{I J}=-V^{J I}$ commute with all generators. Let us remark that, to be precise, in [123], only point-like particles interactions were considered. With the
apparition of p-branes, more general extensions with Lorentz-tensor central charges, or brane charges, have also been considered (see for example [124], [125]). In these works, such extensions are permitted as the hypothesis of locality (point-like interactions) of the Coleman-Mandula theorem is relaxed.

### 6.2 From global to local symmetry: Noether's procedure

In this section, we would like to review the standard procedure that is used to turn a global theory into a local one, i.e. where the symmetry parameter is made dependent on the space-time coordinates. This procedure is often shortcut by saying that it amounts to a replacement of the standard partial derivatives into covariant derivatives, where the so-called "compensating" field has been introduced to make the action invariant under the local symmetry. In here, we would like to review the Noether procedure and re-derive this standard textbook result by applying the procedure to a simple example. This will turn out to be quite useful if one wants to understand why gravity appears when dealing with local supersymmetry, or how supersymmetric theories of gravity have been firstly constructed.

As a starting point, let us pick a generic theory whose field content is denoted by the collection of fields $\Phi_{i}$ and the Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}\left(\Phi_{i}, \partial_{\mu} \Phi_{i}\right) \tag{6.2.1}
\end{equation*}
$$

Let us also assume that the theory is invariant under a global symmetry and denote the constant parameter of the transformation by $\Lambda$. In general, the variation of the Lagrangian is a total derivative

$$
\begin{equation*}
\delta \mathcal{L}=\partial_{\mu} K^{\mu} \tag{6.2.2}
\end{equation*}
$$

If we want to make the symmetry local, we allow the transformation parameter to depend on the spacetime coordinates and set $\Lambda \rightarrow \Lambda(x)$. One can easily realize that the variation of the action will now be of the form

$$
\begin{equation*}
\delta \mathcal{L}=\partial_{\mu} K^{\mu}+\left(\partial_{\mu} \Lambda\right) S^{\mu} \tag{6.2.3}
\end{equation*}
$$

where one can check that $S^{\mu}$ is actually the Noether current $J^{\mu}$. Indeed, a generic variation of the Lagrangian

$$
\begin{align*}
\delta \mathcal{L} & =\frac{\partial \mathcal{L}}{\partial \Phi_{i}} \delta \Phi_{i}+\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi_{i}\right)} \delta \partial_{\mu} \Phi_{i} \\
& =\left(\frac{\partial \mathcal{L}}{\partial \Phi_{i}}-\partial_{\mu} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi_{i}\right)}\right) \delta \Phi_{i}+\partial_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi_{i}\right)} \delta \Phi_{i}\right) \tag{6.2.4}
\end{align*}
$$

tells us that, when considering (6.2.2) and (6.2.4), the Noether current is given by

$$
\begin{equation*}
\Lambda J^{\mu}=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi_{i}\right)} \delta \Phi_{i}-K^{\mu} \tag{6.2.5}
\end{equation*}
$$

Comparing both expressions (6.2.3) and (6.2.4), where (6.2.5) is taken into account, we find

$$
\begin{equation*}
\left(\frac{\partial \mathcal{L}}{\partial \Phi_{i}}-\partial_{\mu} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi_{i}\right)}\right) \delta \Phi_{i}=\partial_{\mu} \Lambda\left(S^{\mu}-J^{\mu}\right)-\Lambda \partial_{\mu} J^{\mu} . \tag{6.2.6}
\end{equation*}
$$

Since the left-hand side does not depend on $\partial_{\mu} \Lambda$, we must have $S^{\mu}=J^{\mu}$.
This last result is the starting point of the Noether procedure which consists, in a first step, of replacing the original Lagrangian by

$$
\begin{equation*}
\mathcal{L}^{\prime}=\mathcal{L}-g X_{\mu} J^{\mu} \tag{6.2.7}
\end{equation*}
$$

where $g$ is a coupling constant and $X_{\mu}$ denotes the compensating field, and demand that

$$
\begin{equation*}
\delta X_{\mu}=\frac{1}{g} \partial_{\mu} \Lambda \tag{6.2.8}
\end{equation*}
$$

We will also consider the addition of a kinetic term for the compensating field. The usual next step is to vary the new action (6.2.7)

$$
\begin{equation*}
\delta \mathcal{L}^{\prime}=-g X_{\mu} \delta J^{\mu} \tag{6.2.9}
\end{equation*}
$$

and compute explicitly the variation of the Noether current. What the first implementation (6.2.7) does is actually to make the Lagrangian invariant up to order one in the coupling constant $g$. In the second step, we will add terms in $g^{2}$. One can thus start an iterative procedure in powers of $g$ to make the action invariant up to all orders in $g$.

To illustrate this procedure, let us consider the theory of a complex scalar field

$$
\begin{equation*}
\mathcal{L}=\partial_{\mu} \phi \partial^{\mu} \bar{\phi} \tag{6.2.10}
\end{equation*}
$$

This theory is invariant under a global $U(1)$ symmetry because the action is invariant when the fields transform as

$$
\begin{equation*}
\phi(x) \rightarrow e^{i \Lambda} \phi(x), \quad \bar{\phi}(x) \rightarrow e^{-i \Lambda} \bar{\phi}(x), \tag{6.2.11}
\end{equation*}
$$

or as infinitesimal transformations

$$
\begin{equation*}
\delta \phi=+i \Lambda \phi, \quad \delta \bar{\phi}=-i \Lambda \bar{\phi}, \tag{6.2.12}
\end{equation*}
$$

where $\Lambda$ is a constant parameter. If we consider the variation of this action by allowing the parameter $\Lambda$ to depend on the spacetime coordinates, we find on-shell

$$
\begin{equation*}
\delta \mathcal{L}=\left(\partial_{\mu} \Lambda\right)\left(i \phi \partial^{\mu} \bar{\phi}-i \bar{\phi} \partial^{\prime \mu} \phi\right) \equiv\left(\partial_{\mu} \Lambda\right) S^{\mu} \tag{6.2.13}
\end{equation*}
$$

One can check that $S^{\mu}$ is just the Noether current

$$
\begin{equation*}
\Lambda J^{\mu} \equiv \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \delta \phi+\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \bar{\phi}\right)} \delta \bar{\phi} \tag{6.2.14}
\end{equation*}
$$

Following Noether's procedure, we must introduce a gatge field $A_{\mu}$, the compensating field, by modifying the Lagrangian as

$$
\begin{equation*}
\mathcal{L}^{\prime}=\mathcal{L}-g A_{\mu} J^{\mu} \tag{6.2.15}
\end{equation*}
$$

and impose

$$
\begin{equation*}
\delta A_{\mu}=\frac{1}{g} \partial_{\mu} \Lambda . \tag{6.2.16}
\end{equation*}
$$

Then, we compute the variation of $\mathcal{L}^{\prime}$ and find

$$
\begin{align*}
\delta \mathcal{L}^{\prime} & =-g A_{\mu} \delta J^{\mu} \\
& =-2 g A_{\mu} \phi \bar{\phi} \partial^{\mu} \Lambda \tag{6.2.17}
\end{align*}
$$

Now, one can check that this last varied term can be exactly canceled by adding the term $g^{2} A_{\mu} A^{\mu} \phi \bar{\phi}$ to the Lagrangian. We have thus completed the procedure as our theory is now invariant under the local symmetry up to any order in $g$. The final Lagrangian, where we have added a kinetic term for the gauge field, reads

$$
\begin{align*}
\mathcal{L} & =F_{\mu \nu} F^{\mu \nu}+\partial_{\mu} \phi \partial^{\mu} \bar{\phi}-g A_{\mu} J^{\mu}+g^{2} A_{\mu} A^{\mu} \phi \bar{\phi} \\
& =F_{\mu \nu} F^{\mu \nu}+D_{\mu} \phi D^{\mu} \bar{\phi} \tag{6.2.18}
\end{align*}
$$

where in the last equation $D_{\mu} \equiv \partial_{\mu}-i g A_{\mu}$ is the covariant derivative. Starting from a theory that is invariant under some global symmetry, one can make it invariant under a local symmetry by allowing the symmetry parameter to depend on the space-time coordinates and replacing partial derivatives by covariant derivatives. In standard language, this is the so-called minimal coupling.

One other enlightening example of this procedure is the construction of the Yang-Mills theories. To construct these theories, one starts with a collection of $N$ abelian gauge fields, i.e. each invariant under a local $U(1)$, that transforms under some global symmetry. Making this last symmetry local through the Noether procedure, one obtains a local Yang-Mills theory.

In Part II, we have been dealing with electromagnetic, respectively gravitational, duality which is a global symmetry of electromagnetism, respectively linearized gravity. One could then wonder if these duality symmetries can be gauged. It is just recently that this computation has been considered for the electromagnetic duality by M. Henneaux and C. Bunster in [126] (see also the work of S. Deser for an Hamiltonian version [127]). Following the Noether procedure, it is shown that such a gauging is impossible. In their words "the fact of being electric or magnetic does not seem to be a space-time dependent concept". In [128], A. Diffon and H. Samtleben and M. Trigiante have considered gaugings of this type but at the cost of losing a Lagrangian description.

The Noether procedure to gauge a global supersymmetry is the subject of the next section.

### 6.3 Local supersymmetry is supergravity

The question we would like to answer here is: what happens if one considers a theory which is invariant under global supersymmetry and tries to make the spinorial parameter $\epsilon$ of the transformation dependent on the space-time coordinates? As we said, starting from
a theory invariant under global supersymmetry and following the Noether procedure, one sees that the variation of the Lagrangian, when the parameter is made local, will be of the generic form

$$
\begin{equation*}
\delta \mathcal{L}=\partial_{\mu} K^{\mu}+\left(\partial_{\mu} \bar{\epsilon}\right) S^{\mu} \tag{6.3.1}
\end{equation*}
$$

where $\epsilon$ is the parameter of global supersymmetry transformations. To restore the symmetry, one modifies the Lagrangian by adding

$$
\begin{equation*}
-\kappa \bar{\psi}_{\mu} J^{\mu} \tag{6.3.2}
\end{equation*}
$$

where $J^{\mu}$ is the Noether current associated to the global supersymmetry invariance of the initial theory, and imposes the variation

$$
\begin{equation*}
\delta \psi_{\mu} \sim \kappa^{-1} \partial_{\mu} \epsilon \tag{6.3.3}
\end{equation*}
$$

For global supersymmetry, the compensating field $\psi_{\mu}$ must have a vector and a spinor index. It is a spin $3 / 2$ field. If one goes on with the procedure by computing explicitly the variation of the Noether current $J^{\mu}$, the stress tensors associated to the matter fields of our initial theory appear. These can only be cancelled by the introduction of a new Noether coupling, the metric $g_{\mu \nu}$, which is a spin 2 field. The spin $3 / 2$ field is the supersymmetric partner of the spin 2 field and it is in this respect that it is called the gravitino. See the excellent review [129] of supergravity by P. Van Nieuwenhuizen for more details.

The first supergravity theories, or supersymmetric theories of gravity, have been constructed using the Noether procedure. After that, some theories were constructed by dimensional reduction of known supergravities. Indeed, the standard Kaluza-Klein reduction preserves supersymmetry. One should remember that Noether's procedure is an iterative procedure. Although in the simple example presented in the last section, this procedure stops at second order, it is often not the case for supergravity. This is why most supergravities constructed by the Noether procedure are only dealt with up to a certain order in the fermions.

In the next chapter, we will be dealing with the so-called $\mathcal{N}=1$ and $\mathcal{N}=2$ supergravities in four dimensions which are exactly invariant under local transformations when including quartic interactions. In the next section, instead of going through the Noether procedure to construct such theories, we will just present them and check that they are invariant under local supersymmetric variations.

### 6.4 The $\mathcal{N}=1$ and $\mathcal{N}=2$ supergravities

General relativity is a theory for a spin 2 field, known as the graviton. In its simplest supersymmetric version, we will couple it to a spin $3 / 2$ particle known as the gravitino. Those fields form the $\mathcal{N}=1$ supergravity multiplet. The $(3 / 2,2)$-theory is known as the $\mathcal{N}=1$ supergravity. The action is invariant under local supersymmetry where the parameter of transformation is allowed to depend on the space-time coordinates. This $\mathcal{N}=1$ supergravity was constructed first in [130] (see also [131]) by applying Noether's
procedure (and a lot of intuition) to the sum of the free actions of Einstein-Hilbert and Rarita-Schwinger, describing respectively the spin 2 and spin $3 / 2$ free fields. In this way, an interacting theory invariant under local supersymmetry was found. As we explain below, it can be written as [132] ${ }^{1}$

$$
\begin{equation*}
e^{-1} \mathcal{L}=-\frac{1}{4} R+\frac{1}{2} \bar{\psi}_{\mu} \gamma^{\mu \nu \rho} \hat{D}_{\nu} \psi_{\rho} \tag{6.4.1}
\end{equation*}
$$

where $\hat{D}_{\mu} \equiv \partial_{\mu}+\frac{1}{4} \hat{\omega}_{\mu}^{a b} \gamma_{a b}$ and where the spin connection is fixed by its own equation of motion

$$
\begin{gather*}
\hat{\omega}_{\mu a b}=\Omega_{\mu a b}-\Omega_{\mu b a}-\Omega_{a b \mu}  \tag{6.4.2}\\
\Omega_{\mu \nu}^{a}=\partial_{[\mu} e_{\nu]}^{a}-\frac{1}{2} \bar{\psi}_{\mu} \gamma^{a} \psi_{\nu} \tag{6.4.3}
\end{gather*}
$$

Note that the "hat" for spin connection or covariant derivative is used in the presence of fermions. It is invariant under the supersymmetry transformations

$$
\begin{equation*}
\delta e_{\mu}^{a}=\bar{\epsilon} \gamma^{a} \psi_{\mu}, \quad \delta \psi_{\mu}=\hat{D}_{\mu} \epsilon \tag{6.4.4}
\end{equation*}
$$

We also have $\delta e_{a}{ }^{\mu}=-\bar{\epsilon} \gamma^{\mu} \psi_{a}$. In the original work [130], the independent fields are the vielbein and the gravitino. The disadvantage of their method is that the computations are quite involved: "A term in fifth power of the gravitino field has been shown to vanish by a computer calculation". Their method is referred to as the second order formalism because the Einstein-Hilbert Lagrangian depends on the metric, actually the vielbein, and provide second order equations of motion. In [131], they considered the spin connection as an independent field. This is a first order formalism. For general relativity, the first order formalism is known as the Palatini formalism. Instead of considering the Einstein-Hilbert Lagrangian, one considers the action

$$
\begin{equation*}
\mathcal{L}_{P}=-\frac{1}{4}|e| e_{a}^{\mu} e_{b}^{\nu} R_{\mu \nu}^{a b}[\omega], \quad R_{\mu \nu}^{a b}=2 \partial_{[\mu t} \omega_{\nu]}^{a b}+2 \omega_{[\mu}^{a c} \omega_{\nu] c}^{b} \tag{6.4.5}
\end{equation*}
$$

which depends on both independent quantities $e$ and $\omega$. By varying this action, one finds

$$
\begin{equation*}
\delta \mathcal{L}_{P}=-\frac{1}{2}|e|\left(R_{\mu}{ }^{a}-\frac{1}{2} e_{\mu}{ }^{a} R\right) \delta e_{a}^{\mu}-\frac{3}{2}|c|\left(D_{\mu} e_{\nu}{ }^{a}\right) e_{[a}^{\mu} e_{b}{ }^{\nu} e_{c]}{ }^{\sigma} \delta \omega_{\sigma}{ }^{b c}, \tag{6.4.6}
\end{equation*}
$$

upon using $\delta R_{\mu \nu}^{a b}=2 D_{[\mu} \omega_{\nu]}{ }^{a b}$. The equations of motion are thus

$$
\begin{align*}
& R_{\mu}^{a}[\omega]-\frac{1}{2} e_{\mu}^{a} R=0  \tag{6.4.7}\\
& D_{[\mu} e_{\nu]}^{a}=0 \rightarrow \omega=\omega[e] \tag{6.4.8}
\end{align*}
$$

This is a set of two first order equations. Upon implementing the defining equation for the spin connection into the first equation, we go back to the second order Einstein equations. First and second order formalisms are thus equivalent on-shell. This first order formalism,

[^26]where the vielbein and the spin connections are taken as independent fields, was used in [131] to construct the $\mathcal{N}=1$ supergravity. One disadvantage of this method is that it requires the appropriate variation of the spin connection, as it is considered to be an independent field, under local supersymmetry.

In (6.4.1), we have provided the reader with an action that combines benefits from both methods and simplifies a lot the verification of its invariance under local supersymmetry. This is referred as the 1.5 order formalism. We will start by considering that the vielbein and spin connections are independent fields just as in the first order formalism. However, while varying the action, we implement the fact that the spin connection is not completely an independent field but can be solved in terms of the vielbein and the gravitino. Indeed, one can check that the variation of the spin connection in the action

$$
\begin{equation*}
e^{-1} \mathcal{L}=-\frac{1}{4} R+\frac{1}{2} \bar{\psi}_{\mu} \gamma^{\mu \nu \rho} D_{\nu} \psi_{\rho}=-\frac{1}{4} R+\frac{1}{2} \epsilon^{\mu \nu \rho \sigma} \bar{\psi}_{\mu} \gamma_{\nu} \gamma_{5} D_{\rho} \psi_{\sigma} \tag{6.4.9}
\end{equation*}
$$

yields its defining equation in terms of the vielbein and the gravitino

$$
\begin{equation*}
\frac{\delta \mathcal{L}}{\delta \omega}=0 \quad \rightarrow \quad D_{[\mu} e_{\nu]}^{a}=\frac{1}{2} \bar{\psi}_{\mu} \gamma^{a} \psi_{\nu} \quad \rightarrow \quad \omega=\omega[e, \psi] \tag{6.4.10}
\end{equation*}
$$

Pay attention to the fact that the action (6.4.9) has a non-hatted covariant derivative.
Following the 1.5 order formalism, let us check that we have an action invariant under the local supersymmetry transformations (6.4.4). As we look at the variation of our supergravity action and implement $\omega=\omega[e, \psi]$, we see that

$$
\begin{align*}
\delta \mathcal{L} & =\left.\frac{\delta L}{\delta e}\right|_{\omega=\hat{\omega}[e, \psi]}+\left.\frac{\delta L}{\delta \psi}\right|_{\omega=\bar{\omega} \mid e, \psi]}+\left.\frac{\delta L}{\delta \omega}\right|_{\omega=\hat{\omega} \mid e, \psi]}\left(\frac{\delta \hat{\omega}}{\delta e} \delta e+\frac{\delta \hat{\omega}}{\delta \psi} \delta \psi\right) \\
& =\left.\frac{\delta L}{\delta e}\right|_{\omega=\hat{\omega}[e, \psi]}+\left.\frac{\delta L}{\delta \hat{\psi}}\right|_{\omega=\hat{\omega}[e, \psi]} . \tag{6.4.11}
\end{align*}
$$

This method is thus much easier as one does not need to provide the variation of the spin connection, such as in the first order formalism, or vary it when checking invariance under supersymmetry as in the second order formalism, only variations with respect to the vielbein and the gravitino are needed.

Variation of the Einstein-Hilbert term, with respect to the vielbein, was already provided in (6.4.6) and is just

$$
\begin{equation*}
\delta \mathcal{L}_{E H}=-\frac{1}{2}|e|\left(R_{\mu}^{a}-\frac{1}{2} e_{\mu}^{a} R\right) \delta_{\epsilon} e_{a}^{\mu}=\frac{1}{2}|e|\left(R_{\mu}^{a}-\frac{1}{2} e_{\mu}^{a} R\right) \bar{\epsilon} \gamma^{\mu} \psi_{a} \tag{6.4.12}
\end{equation*}
$$

The variation of the Rarita-Schwinger term is a bit more involved but we find, up to quartic order in fermions, that it is precisely of the form

$$
\begin{equation*}
\delta \mathcal{L}_{R S}=-\delta \mathcal{L}_{E H} \tag{6.4.13}
\end{equation*}
$$

One can also rapidly obtain the quartic order terms and chek, using a Fierz-identity, that they cancel. This concludes our verification.

Although we will quickly consider the $\mathcal{N}=1$ theory to study supersymmetric pp-waves, we will mostly focus on $\mathcal{N}=2$ supergravity. From representation theory, one sees that the
content of the gravity multiplet is a metric $g_{\mu \nu}$, a pair of real gravitini and a Maxwell field. It can also be understood as the coupling of the $\mathcal{N}=1$ gravitino multiplet, composed of a gauge field and a gravitino, to the $\mathcal{N}=1$ supergravity just described. One can rapidly imagine that the construction of this supergravity in [133] through Noether's procedure has been a real nightmare.

The pure $\mathcal{N}=2$ supergravity lagrangian is given in 1.5 formalism by [132]

$$
\begin{equation*}
e^{-1} \mathcal{L}=-\frac{1}{4} R+\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} \bar{\psi}_{\mu} \gamma^{\mu \nu \rho} \hat{\nabla}_{\nu} \psi_{\rho}+\frac{i}{8}(F+\hat{F})^{\mu \nu} \bar{\psi}_{\sigma} \gamma_{[\mu} \gamma^{\sigma \kappa} \gamma_{\nu]} \psi_{\kappa}, \tag{6.4.14}
\end{equation*}
$$

where $\psi_{\mu}=(1 / \sqrt{2})\left(\psi_{\mu}^{1}+i \psi_{\mu}^{2}\right)$ is a complex gravitino, $\hat{\nabla}_{\mu} \equiv \hat{D}+\frac{i}{4} \hat{F}_{a b} \gamma^{a b} \gamma_{\mu}$ is called the super-covariant derivative, $F_{\mu \nu} \equiv 2 \partial_{[\mu} A_{\nu]}$ and $\hat{F}_{\mu \nu} \equiv F_{\mu \nu}-\operatorname{Im}\left(\bar{\psi}_{\mu} \psi_{\nu}\right)$. The spin connection is defined just as for the $\mathcal{N}=1$ supergravity but with $\Omega_{\mu \nu}{ }^{a}=\partial_{[\mu \nu} e_{\nu]}^{a}-\frac{1}{2} \operatorname{Re}\left(\bar{\psi}_{\mu} \gamma^{a} \psi_{\nu}\right)$. The lagrangian is invariant under

$$
\begin{equation*}
\delta e_{\mu}^{a}=\operatorname{Re}\left(\bar{\epsilon} \gamma^{a} \psi_{\mu}\right), \quad \delta \psi_{\mu}=\hat{\nabla}_{\mu} \epsilon, \quad \delta A_{\mu}=\operatorname{Im}\left(\bar{\epsilon} \psi_{\mu}\right), \tag{6.4.15}
\end{equation*}
$$

where now $\epsilon$ is a complex spinor, as one can check following an equivalent procedure as the one described for the $\mathcal{N}=1$ case.

### 6.5 Bosonic solutions of supergravities

When looking at supersymmetric solutions of supergravity theories, one is often only interested in bosonic solutions where all fermions have been set to zero. In this case, variations of the bosons are trivial. However, for consistency, we should impose that variations of the fermions do not introduce bosons. Schematically, we need to set

$$
\begin{equation*}
\delta(\text { fermions })=0 \tag{6.5.1}
\end{equation*}
$$

In this thesis, we will not discuss the classification of the solutions but pay attention to particular solutions. Let us consider only the $\mathcal{N}=2$ supergravity. The results for $\mathcal{N}=1$ are obtained by setting the Maxwell field, and one gravitino, to zero. In the $\mathcal{N}=2$ case, the requirement (6.5.1) is just

$$
\begin{equation*}
\delta \psi_{\mu}=\left(\partial_{\mu}+\frac{1}{4} \omega_{\mu}^{a b} \gamma_{a b}+\frac{i}{4} F_{a b} \gamma^{a b} \gamma_{\mu}\right) \epsilon=0 . \tag{6.5.2}
\end{equation*}
$$

This equation is known as the Killing spinor equation. When we say that a bosonic solution (of the equations of motion of the supergravity theory) is supersymmetric, or more exactly preserves some supersymmetry, we mean that one can find non-trivial solutions to the Killing spinor equations. Remark that if one starts by finding a configuration of bosonic fields that solves the Killing spinor equation such that non-trivial Killing spinors exist, one still needs to check that it is a solution of the equations of motion. Killing spinor identities, developed in [134], have however been useful to show that most of the equations of motion will be trivially fulfilled in this case, see also [135]. This, and the use of G-structures, has enabled the classification of all supersymmetric solutions of various supergravities (see for
example the illuminating work of J. Gauntlett, J. Gutowski, C. Hull, S. Pakis and H. Reall in [136] where they deal with the minimal supergravity in five-dimensions).

Coming back to the Killing spinor equations, consistency conditions for the existence of such Killing spinors is of the general form

$$
\begin{equation*}
\left[\nabla_{\mu}, \nabla_{\nu}\right] \epsilon=0 \tag{6.5.3}
\end{equation*}
$$

where $\left.\nabla_{\mu} \equiv \hat{\nabla}_{\mu}\right|_{\psi=0}$. These are also often referred as integrability conditions. From (6.5.2), one easily sees, using $\left[D_{\mu}, D_{\nu}\right] \epsilon=\left(\frac{1}{4} R_{\mu \nu}^{a b} \gamma_{a b}\right) \epsilon$, that

$$
\begin{equation*}
\left[\hat{\nabla}_{\mu}, \hat{\nabla}_{\nu}\right] \epsilon=\left(\frac{1}{4} R_{\mu \nu}^{a b} \gamma_{a b}+\frac{i}{2} \gamma^{a b} \gamma_{[\nu} D_{\mu]} F_{a b}\right) \epsilon=0 \tag{6.5.4}
\end{equation*}
$$

For all solutions we will be concerned with, one can check that (6.5.3) is of the generic form

$$
\begin{equation*}
\left[\nabla_{\mu}, \nabla_{\nu}\right] \epsilon=X_{\mu \nu} \Theta \epsilon=0 \tag{6.5.5}
\end{equation*}
$$

This equation is an algebraic equation and has non-trivial solutions if and only if the operator $\Theta$ acting on the supersymmetry parameter $\epsilon$ has vanishing eigenvalues, i.e.

$$
\begin{equation*}
\operatorname{det} \Theta=0 \tag{6.5.6}
\end{equation*}
$$

This last equation involves a relation among the sources of the solutions ( such as the mass, the NUT charge and the electromagnetic charges as we describe after for the charged Taub-NUT metric). Actually, upon implementing this relation, we see that $\Theta$ becomes a projector. The trace of this projector gives us the number of supersymmetries that are preserved by the solution. The consistency conditions for Minkowski space are trivial such that all supersymmetries are preserved. Minkowski spacetime is said to be maximally supersymmetric.

### 6.6 Solving Killing spinors equations

Even if it is already non-trivial to find supersymmetric solutions, it is an even more difficult task to actually solve the Killing spinor equations to obtain the expressions for the Killing spinors. A method to solve these equations in a specific set-up was presented in [132]. We will start by reviewing this algorithm and we will then present a more generic, although more intuitive, alternative procedure to compute the Killing spinors we will be interested in. In the next chapter we will apply both methods to compute the Killing spinors of the Reissner-Nordstrom and Taub-NUT solutions with electric charge $Q$ and magnetic charge $H$. Although the final expressions obtained with each method seem rather different, we provide at the end of this section a small generic argument to check that they are actually equivalent.

### 6.6.1 Romans' algorithm

As in [132], we will be interested in solving a system composed of the integrability condition (6.5.5), an algebraic equation on the Killing spinors, and the Killing spinor equation for $r$ obtained after all $t, \theta, \phi$ dependence has been worked out. The system we want to solve is thus of the form

$$
\begin{gather*}
\Pi \epsilon(r)=\frac{1}{2}\left(1+x(r) \Gamma_{1}+y(r) \Gamma_{2}\right) \epsilon(r)=0  \tag{6.6.1}\\
\partial_{r} \epsilon(r)=\left(a(r)+b(r) \Gamma_{1}+c(r) \Gamma_{2}\right) \epsilon(r) \tag{6.6.2}
\end{gather*}
$$

where $\Gamma_{1}$ and $\Gamma_{2}$ are such that

$$
\begin{equation*}
\left(\Gamma_{1}\right)^{2}=\left(\Gamma_{2}\right)^{2}=1, \quad \Gamma_{1} \Gamma_{2}=-\Gamma_{2} \Gamma_{1}, \tag{6.6.3}
\end{equation*}
$$

where $\Pi$ is a projector $\Pi^{2}=\Pi$ which imposes that $x^{2}+y^{2}=1$, and where we also assume that $y \neq 0$. This last condition permits us to set, without loss of generality, $c=0$ as we can always use (6.6.1) into (6.6.2). There is eventually a last consistency condition that needs to be imposed on the parameters. This arises when one takes the derivative of the projection equation

$$
\begin{equation*}
\Pi \epsilon=0 \rightarrow \partial_{r}(\Pi \epsilon)=\left(\partial_{r} \Pi\right) \epsilon+\Pi \partial_{r} \epsilon=0 . \tag{6.6.4}
\end{equation*}
$$

It is now rather easy to see, using $\Gamma_{2} \epsilon=-(1 / y)\left(1+x \Gamma_{1}\right) \epsilon$ and $y^{\prime} / y=-x x^{\prime} / y^{2}$, that the last equation is just

$$
\begin{equation*}
\frac{\left(x^{\prime}+2 b y^{2}\right)}{2 y^{2}} \Gamma_{1}\left(1+x \Gamma_{1}\right) \epsilon=-\frac{\left(x^{\prime}+2 b y^{2}\right)}{2 y} \Gamma_{1} \Gamma_{2} \epsilon=0, \tag{6.6.5}
\end{equation*}
$$

which is satisfied (when $y \neq 0$ ) if and only if

$$
\begin{equation*}
x^{\prime}+2 b y^{2}=0 . \tag{6.6.6}
\end{equation*}
$$

The more general solution can be written as

$$
\begin{equation*}
\epsilon(r)=\frac{1}{2}\left[A(r)+B(r) \Gamma_{1}+C(r) \Gamma_{2}+D(r) \Gamma_{12}\right] \epsilon_{0} . \tag{6.6.7}
\end{equation*}
$$

For simplicity, we will moreover assume that $A=-B$ and $C=D$. Plugging this in the projection equation (6.6.1), we see that a non-trivial solution requires

$$
\begin{equation*}
C=-A \frac{(1-x)}{y} \tag{6.6.8}
\end{equation*}
$$

while the Killing spinor equation requires

$$
\begin{equation*}
A^{\prime}=(a-b) A, \quad C^{\prime}=(a+b) C \tag{6.6.9}
\end{equation*}
$$

Summing those last two equations such as to get rid of $b$ and using (6.6.8), we obtain a differential equation for $A$

$$
\begin{equation*}
A^{\prime}=\left[a+\frac{x^{\prime}}{2(1-x)}+\frac{y^{\prime}}{2 y}\right] A . \tag{6.6.10}
\end{equation*}
$$

One can easily check that the solution is

$$
\begin{equation*}
A(r)=p(x, y) e^{w}, \quad w=\int^{r} a\left(r^{\prime}\right) d r^{\prime}, \quad p(x, y)=\sqrt{\frac{y}{1-x}}=\sqrt{\frac{1+x}{y}}, \tag{6.6.11}
\end{equation*}
$$

and then we also get

$$
\begin{equation*}
C(r)=q(x, y) e^{w}, \quad q(x, y)=-\sqrt{\frac{1-x}{y}} . \tag{6.6.12}
\end{equation*}
$$

We eventually recover Romans' result

$$
\begin{equation*}
\epsilon(r)=\left(A(r)+C(r) \Gamma_{2}\right) P\left(-\Gamma_{1}\right) \epsilon_{0}, \tag{6.6.13}
\end{equation*}
$$

where $P\left(\Gamma_{1}\right)$ is the projector

$$
\begin{equation*}
P\left(\Gamma_{1}\right)=\frac{1}{2}\left(1+\Gamma_{1}\right) . \tag{6.6.14}
\end{equation*}
$$

### 6.6.2 Alternative method

Let us consider once more the system (6.6.1)-(6.6.2) and write the projection equation in the generic form

$$
\begin{equation*}
\Pi \epsilon=\frac{1}{2}(1+Y) \epsilon=0, \tag{6.6.15}
\end{equation*}
$$

where $\Pi^{2}=\Pi$ implies that $Y^{2}=1$. One could try to shortcut Romans's procedure by writing the solution directly as

$$
\begin{equation*}
\epsilon(r)=f(r) \frac{1}{2}(1-Y) \epsilon_{0} . \tag{6.6.16}
\end{equation*}
$$

This is indeed a solution of the projection equation $\Pi \epsilon \sim\left(1-Y^{2}\right) \epsilon=0$. We can then solve for the function $f(r)$ by directly plugging it into the differential equation. We will see that this method is much more efficient to obtain the Killing spinors of the solutions we will consider in the next chapter.

As we will check on specific examples, one may be tormented by the fact that this method will generically provide different expressions for the Killing spinors than obtained with Romans' method. However, one can see that the respective projections on $\epsilon_{0}$ actually project on the same space. Let us see how this works.

Let us denote the two Killing spinors derived using each method as

$$
\begin{equation*}
\epsilon_{1}(r)=f(r) \Pi_{1} \epsilon_{0}, \quad \epsilon_{2}(r)=f(r) \Pi_{2} \epsilon_{0}, \tag{6.6.17}
\end{equation*}
$$

where $\Pi_{1}$ and $\Pi_{2}$ are projectors. We will say that the apparently different projections are equivalent if we have

$$
\begin{equation*}
\Pi_{1} \Pi_{2}=\Pi_{2}=\Pi_{2}^{2}, \quad \Pi_{2} \Pi_{1}=\Pi_{1}=\Pi_{1}^{2}, \tag{6.6.18}
\end{equation*}
$$

and $\operatorname{Tr}\left(\Pi_{1}\right)=\operatorname{Tr}\left(\Pi_{2}\right)$. Indeed, introducing $\Pi_{3}=\Pi_{1}-\Pi_{2}$, one can rewrite (6.6.18) as

$$
\begin{equation*}
\Pi_{3} \Pi_{2}=0, \quad \Pi_{3} \Pi_{1}=0 . \tag{6.6.19}
\end{equation*}
$$

Substracting these last equations implies also that

$$
\begin{equation*}
\Pi_{3}^{2}=0 \rightarrow \Pi_{1}=\Pi_{2}+X, \tag{6.6.20}
\end{equation*}
$$

where $X^{2}=0$ and $\operatorname{Tr}(X)=0$. We thus see that $X \epsilon$ does not bring in additional information. Both projections are thus equivalent.

Chapter 7

## Gravitational duality in $\mathcal{N}=1$ and $\mathcal{N}=2$ supergravity

In this chapter, we want to discuss the supersymmetric properties of the bosonic solutions, and their gravitational duals, discussed in Part II. Our main concern will be to understand how the supersymmetry algebra copes with the charges generated under gravitational duality. In particular, in the context of $D=4, \mathcal{N}=2$ supergravity we review how the BPS equation is generalized in presence of NUT charge to [137]

$$
\sqrt{M^{2}+N^{2}}=|Z|
$$

and in turn we show how the superalgebra itself takes into account the possibility of turning on a NUT charge, or more generally a dual momentum. We eventually see how these conclusions apply to the $\mathcal{N}=1$ superalgebra by studying supersymmetric pp-waves.

We start by reviewing, in section 7.1, the charged Taub-NUT solution of the coupled Einstein-Maxwell equations and its BPS bound in the $\mathcal{N}=2$ supergravity theory. We apply the methods described in the previous chapter to find the Killing spinors of the ReissnerNordstrom solution, helping us in deriving those of the charged Taub-NUT solution. In section 7.2 , we comment on the form of the asymptotic projection found for the charged Taub-NUT solution and how this is related to the left hand side of the superalgebra. In section 7.3, we show that the complexified Witten-Nester form is actually holding all the information that we would require on the right hand side of the superalgebra. In section 7.4, we justify the presence of this extra term, containing the dual momenta information, as a topological extension of the algebra of bosonic supercharges. We see that supercharges undergo a transformation under gravitational duality which tells us to consider a generalized superalgebra that includes the dual momenta. In section 7.5 , we show that the same phenomena arises when considering the NUT-wave in $\mathcal{N}=1$ supergravity. We relegate properties of gamma matrices to Appendix III.A.

### 7.1 The charged Taub-NUT solution of $\mathcal{N}=2$ supergravity

As we explained in section 6.5, when searching for supersymmetric solutions of supergravities, one is usually focusing on purely bosonic supergravity solutions, i.e. where all fermionic fields have been set to zero. We will thus consider the purely bosonic part of the $\mathcal{N}=2$ supergravity Lagrangian, which is just the Einstein-Maxwell Lagrangian

$$
\begin{equation*}
e^{-1} \mathcal{L}=-\frac{1}{4} R+\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{7.1.1}
\end{equation*}
$$

and impose the Killing spinor equation

$$
\begin{equation*}
\delta \psi_{\mu}=\nabla_{\mu} \epsilon=D_{\mu} \epsilon+\frac{i}{4} F_{a b} \gamma^{a b} \gamma_{\mu} \epsilon=0 \tag{7.1.2}
\end{equation*}
$$

All supersymmetric solutions of the $\mathcal{N}=2$ supergravity have been classified by P . Tod in [138].

A particular solution to the equations of motion derived from the action (7.1.1) is the charged Taub-NUT black hole solution carrying, besides the mass $M$, a NUT charge $N$, and both electric $Q$ and magnetic $H$ Maxwell charges

$$
\begin{gather*}
d s^{2}=-\frac{\lambda}{R^{2}}(d t+2 N \cos \theta d \phi)^{2}+\frac{R^{2}}{\lambda} d r^{2}+R^{2} d \Omega^{2}  \tag{7.1.3}\\
A_{t}=\frac{Q r+N H}{R^{2}}, \quad A_{\phi}=\frac{-H\left(r^{2}-N^{2}\right)+2 N Q r}{R^{2}} \cos \theta \tag{7.1.4}
\end{gather*}
$$

where $d \Omega^{2}$ is the metric on the unit two-sphere and where

$$
\begin{equation*}
\lambda \equiv r^{2}-N^{2}-2 M r+Z^{2}, \quad R^{2} \equiv r^{2}+N^{2}, \quad Z^{2} \equiv Q^{2}+H^{2} \tag{7.1.5}
\end{equation*}
$$

Note that in the following, we will also describe the Reissner-Nordstrom solution with electric and magnetic charges. It is obtained from the above solution by setting $N=0$. We get

$$
\begin{gather*}
d s^{2}=-\left(1-\frac{2 M}{r}+\frac{Z^{2}}{r^{2}}\right) d t^{2}+\left(1-\frac{2 M}{r}+\frac{Z^{2}}{r^{2}}\right)^{-1} d r^{2}+r^{2} d \Omega^{2}  \tag{7.1.6}\\
A_{t}=\frac{Q}{r}, \quad A_{\phi}=-H \cos \theta \tag{7.1.7}
\end{gather*}
$$

As we are interested in the supersymmetry properties of the charged Taub-NUT solution, we will need to solve for the Killing spinor equations. For this reason, let us introduce here the vielbein

$$
\begin{array}{llr}
e^{0}=\frac{\sqrt{\lambda}}{R}(d t+2 N \cos \theta d \phi), & e^{1}=\frac{R}{\sqrt{\lambda}} d r \\
e^{2}=R d \theta, & e^{3}=R \sin \theta d \phi \tag{7.1.8}
\end{array}
$$

With this, one can also compute the non-trivial components of the spin connection

$$
\begin{array}{rlrl}
\omega_{t}^{01} & =\frac{\lambda^{\prime}}{2 R^{2}}-\frac{\lambda}{R^{3}} R^{\prime}, & & \omega_{\theta}^{12}=-\frac{\sqrt{\lambda}}{R} R^{\prime}, \\
\omega_{\phi}^{13} & =-\frac{\sqrt{\lambda}}{R} R^{\prime} \sin \theta, & & \omega_{\phi}^{23}=-\cos \theta\left(1+\frac{2 \lambda N^{2}}{R^{4}}\right), \\
\omega_{\phi}^{02} & =-\frac{\sqrt{\lambda}}{R^{2}} N \sin \theta, & & \omega_{\theta}^{03}=\frac{\sqrt{\lambda}}{R^{2}} N \\
\omega_{t}^{23} & =-\frac{\lambda}{R^{4}} N, & \omega_{\phi}^{01}=2 N \cos \theta\left(\frac{\lambda^{\prime}}{2 R^{2}}-\frac{\lambda}{R^{3}} R^{\prime}\right) .
\end{array}
$$

The non-zero components of $F_{a b}$ are

$$
\begin{gathered}
F_{01}=\frac{1}{R^{4}}\left(Q\left(r^{2}-N^{2}\right)+2 H N r\right)=-\frac{Q}{R^{2}}+2 r \frac{Q r+N H}{R^{4}} \\
F_{23}=\frac{1}{R^{4}}\left(H\left(r^{2}-N^{2}\right)-2 Q N r\right)=\frac{H}{R^{2}}-2 N \frac{Q r+N H}{R^{4}}
\end{gathered}
$$

so that

$$
\begin{align*}
F_{a b} \gamma^{a b} & =-2 F_{01} \gamma_{01}+2 F_{23} \gamma_{23} \\
& =-\frac{2}{R^{4}} \gamma_{01}\left(r+\gamma_{5} N\right)^{2}\left(Q-\gamma_{5} H\right) \tag{7.1.9}
\end{align*}
$$

The expressions for $\omega_{\mu}^{a b} \gamma_{a b}$ are

$$
\begin{align*}
\omega_{t}^{a b} \gamma_{a b}= & \frac{2}{R^{4}} \gamma_{01}\left[(r-M) R^{2}-\lambda\left(r+\gamma_{5} N\right)\right]  \tag{7.1.10}\\
\omega_{r}^{a b} \gamma_{a b}= & 0  \tag{7.1.11}\\
\omega_{\theta}^{a b} \gamma_{a b}= & -2 \frac{\sqrt{\lambda}}{R^{2}} \gamma_{12}\left(r+\gamma_{5} N\right)  \tag{7.1.12}\\
\omega_{\phi}^{a b} \gamma_{a b}= & -2 \frac{\sqrt{\lambda}}{R^{2}} \sin \theta \gamma_{13}\left(r+\gamma_{5} N\right)-2 \cos \theta \gamma_{23} \\
& +4 N \cos \theta \frac{1}{R^{4}} \gamma_{01}\left[(r-M) R^{2}-\lambda\left(r+\gamma_{5} N\right)\right] \tag{7.1.13}
\end{align*}
$$

We also have

$$
\begin{equation*}
\gamma_{t}=\frac{\sqrt{\lambda}}{R} \gamma_{0}, \quad \gamma_{r}=\frac{R}{\sqrt{\lambda}} \gamma_{1}, \quad \gamma_{0}=R \gamma_{2}, \quad \gamma_{\phi}=R \sin \theta \gamma_{3}+2 N \frac{\sqrt{\lambda}}{R} \cos \theta \gamma_{0} \tag{7.1.14}
\end{equation*}
$$

Plugging all this into the supersymmetric variation of the gravitino, we find

$$
\begin{align*}
\delta \psi_{t}= & \partial_{t} \epsilon+\frac{1}{2 R^{4}} \gamma_{01}\left\{(r-M) R^{2}-\lambda\left(r+\gamma_{5} N\right)-i\left(r+\gamma_{5} N\right)^{2}\left(Q-\gamma_{5} H\right) \frac{\sqrt{\lambda}}{R} \gamma_{0}\right\} \epsilon, \\
\delta \psi_{r}= & \partial_{r} \epsilon-i \frac{1}{2 R^{4}} \gamma_{01}\left(r+\gamma_{5} N\right)^{2}\left(Q-\gamma_{5} H\right) \frac{R}{\sqrt{\lambda}} \gamma_{1} \epsilon \\
\delta \psi_{\theta}= & \partial_{\theta} \epsilon+\frac{1}{2 R^{4}}\left\{-\sqrt{\lambda} R^{2} \gamma_{12}\left(r+\gamma_{5} N\right)-i \gamma_{01}\left(r+\gamma_{5} N\right)^{2}\left(Q-\gamma_{5} H\right) R \gamma_{2}\right\} \epsilon, \\
\delta \psi_{\phi}= & \partial_{\phi} \epsilon+\frac{1}{2 R^{4}}\left\{-\sqrt{\lambda} R^{2} \sin \theta \gamma_{13}\left(r+\gamma_{5} N\right)-R^{4} \cos \theta \gamma_{23}\right. \\
& \quad+2 N \cos \theta \gamma_{01}\left[(r-M) R^{2}-\lambda\left(r+\gamma_{5} N\right)\right] \\
& \left.\quad-i \gamma_{01}\left(r+\gamma_{5} N\right)^{2}\left(Q-\gamma_{5} H\right)\left(R \sin \theta \gamma_{3}+2 N \frac{\sqrt{\lambda}}{R} \cos \theta \gamma_{0}\right)\right\} \epsilon . \tag{7.1.15}
\end{align*}
$$

As we said in the previous chapter, necessary conditions for the existence of Killing spinors will generally introduce relations among the constants. The BPS bound for the charged Taub-NUT solution was recovered using integrability conditions in [137, 139]. For simplicity, we introduce the following expressions

$$
\begin{align*}
r \pm \gamma_{5} N & =R e^{ \pm \beta(r) \gamma_{5}} \\
M \pm \gamma_{5} N & =U e^{ \pm \alpha_{m} \gamma_{5}} \\
Q \pm \gamma_{5} H & =Z e^{ \pm \alpha_{q} \gamma_{5}} \tag{7.1.16}
\end{align*}
$$

where $U=\sqrt{M^{2}+N^{2}}$, and as discussed in section 6.5 , we check that integrability conditions impose the algebraic equation

$$
\begin{equation*}
\Theta \epsilon=\frac{1}{2}\left(1+\frac{i Z R}{\sqrt{\lambda}}\left(\frac{e^{\beta \gamma_{5}}}{R}-\frac{U e^{\alpha_{m} \gamma_{5}}}{Z^{2}}\right) e^{-\alpha_{q} \gamma_{5}} \gamma_{0}\right) \epsilon=0 . \tag{7.1.17}
\end{equation*}
$$

As an example, for the one willing to explicitly check this, we find

$$
\begin{equation*}
\left[\nabla_{r}, \nabla_{\theta}\right] \epsilon=X_{r \theta} \Theta \epsilon, \quad X_{r \theta}=\frac{i Z}{R^{2}} e^{\left(3 \beta-\alpha_{q}\right) \gamma_{s}} \tag{7.1.18}
\end{equation*}
$$

The equation (7.1.17) has non-trivial solutions if the determinant of $\Theta$ is zero. Imposing this, we recover the BPS condition

$$
\begin{equation*}
M^{2}+N^{2}=Q^{2}+H^{2} \tag{7.1.19}
\end{equation*}
$$

Plugging this last relation back into (7.1.17), we immediately get

$$
\begin{equation*}
\Theta \epsilon=\frac{1}{2}\left(1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{s}} \gamma_{0}\right) \epsilon=0 . \tag{7.1.20}
\end{equation*}
$$

We can then easily check that $\Theta$ is a projector, as $\Theta^{2}=\Theta$, with $\operatorname{tr} \Theta=2$. As the projection will halve the number of independent Killing spinors, we say that we have an half-BPS solution. In the case we set $N=0$, and thus also $\beta=\alpha_{m}=0$, this simplifies to

$$
\begin{equation*}
M^{2}=Z^{2}, \quad \Theta \epsilon=\frac{1}{2}\left(1-i e^{-\alpha_{q} \gamma_{5}} \gamma_{0}\right) \epsilon=0 \tag{7.1.21}
\end{equation*}
$$

and we thus obviously also describe half-BPS states. In our paper [100], a more intuitive derivation of the same condition (7.1.19) was provided. We do not wish to reproduce it here and refer the reader to this paper for more details.

Given the above BPS bound (7.1.19), the SUSY variations can be rewritten as

$$
\begin{align*}
\delta \psi_{t}= & \partial_{t} \epsilon+\frac{r-M}{2 R^{3}} Z \gamma_{01} e^{\left(\beta-\alpha_{m}\right) \gamma_{5}}\left\{1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right\} \epsilon  \tag{7.1.22}\\
\delta \psi_{r}= & \partial_{r} \epsilon-\frac{Z}{2 R(r-M)} i e^{\left(2 \beta-\alpha_{q}\right) \gamma_{5}} \gamma_{0} \epsilon  \tag{7.1.23}\\
\delta \psi_{\theta}= & \partial_{\theta} \epsilon-\frac{1}{2} \gamma_{12} \epsilon+\frac{Z}{2 R} \gamma_{12} e^{\left(\beta-\alpha_{m}\right) \gamma_{5}}\left\{1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right\} \epsilon  \tag{7.1.24}\\
\delta \psi_{\phi}= & \partial_{\phi} \epsilon-\frac{1}{2}\left(\sin \theta \gamma_{13}+\cos \theta \gamma_{23}\right) \epsilon+  \tag{7.1.25}\\
& +\left[\frac{Z}{2 R} \sin \theta \gamma_{13}+\frac{N Z(r-M)}{R^{3}} \cos \theta \gamma_{01}\right] e^{\left(\beta-\alpha_{m}\right) \gamma_{5}}\left\{1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right\} \epsilon
\end{align*}
$$

Upon imposing the projection equation, we immediately see that the set of equations reduces to

$$
\begin{align*}
& \delta \psi_{t}=\partial_{t} \epsilon  \tag{7.1.26}\\
& \delta \psi_{r}=\partial_{r} \epsilon-\frac{Z}{2 R(r-M)} i e^{\left(2 \beta-\alpha_{q}\right) \gamma_{5}} \gamma_{0} \epsilon  \tag{7.1.27}\\
& \delta \psi_{\theta}=\partial_{\theta} \epsilon-\frac{1}{2} \gamma_{12} \epsilon  \tag{7.1.28}\\
& \delta \psi_{\phi}=\partial_{\phi} \epsilon-\frac{1}{2}\left(\sin \theta \gamma_{13}+\cos \theta \gamma_{23}\right) \epsilon \tag{7.1.29}
\end{align*}
$$

and we can solve the Killing spinor equations for the $t, \theta$ and $\phi$ dependence by writing the solution in the form

$$
\begin{equation*}
\epsilon(t, r, \theta, \phi)=e^{\frac{1}{2} \gamma_{12} \theta} e^{\frac{1}{2} \gamma_{23} \phi_{\epsilon}}(r), \tag{7.1.30}
\end{equation*}
$$

where $\epsilon(r)$ is a solution of the system

$$
\begin{align*}
& \Theta \epsilon=\frac{1}{2}\left\{1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right\} \epsilon=0,  \tag{7.1.31}\\
& \partial_{r} \epsilon=\frac{Z}{2 R(r-M)} i e^{\left(2 \beta-\alpha_{q}\right) \gamma_{5}} \gamma_{0} \epsilon . \tag{7.1.32}
\end{align*}
$$

The above projection equation (7.1.31) will be essentially enough for the rest of the discussion on the relation between the Killing spinor and the supersymmetry algebra. However, for the sake of completeness, and in order to show that a solution indeed exists, we would like to provide the reader with the complete expressions of the Killing spinors (see also [100]).

The system (7.1.31)-(7.1.32) is exactly of the form presented in section 6.6. We will start by applying Romans's algorithm and our alternative algorithm to the Reissner-Nordstrom black hole with electric charge and with electric and magnetic charges. These results are, for example, presented in [132]. We start by reviewing this firstly because it is easier to illustrate both methods, and secondly because it strongly suggests how one should deal, as we will do just after, with the charged Taub-NUT black hole.

## RN with only electric charge

Here, the BPS condition is $M=Q$, and also $\beta=\alpha_{m}=\alpha_{q}=0$. The projection simplifies to

$$
\begin{equation*}
\Pi \epsilon=\frac{1}{2}\left(1-i \gamma_{0}\right) \epsilon=0 \tag{7.1.33}
\end{equation*}
$$

Following Romans's procedure, we need $y \neq 0$ and we thus set $x=0, y=1$ and $\Gamma_{1}=-i \gamma_{0}$. The Killing spinor equation (7.1.32) simplifies to

$$
\begin{equation*}
\partial_{r} \epsilon=\frac{M}{2 r(r-M)} i \gamma_{0} \epsilon=\frac{M}{2 r(r-M)} \epsilon . \tag{7.1.34}
\end{equation*}
$$

Following Romans's algorithm, we have

$$
\begin{equation*}
a=\frac{M}{2 r(r-M)}, \quad b=0 \tag{7.1.35}
\end{equation*}
$$

and the integrability condition is trivially satisfied as $x=b=0$. We obtain

$$
\begin{equation*}
p=1, \quad q=-1, \quad e^{w}=\sqrt{1-\frac{M}{r}} \tag{7.1.36}
\end{equation*}
$$

The general solution is

$$
\begin{equation*}
\epsilon(r)=\sqrt{1-\frac{M}{r}}\left(1+i \gamma_{0}\right) \epsilon_{0} . \tag{7.1.37}
\end{equation*}
$$

Note that we will obtain exactly the same result if we apply our alternative method. Indeed, from (7.1.33), we start by stating that

$$
\begin{equation*}
\epsilon(r)=f(r)\left(1+i \gamma_{0}\right) \epsilon_{0} \tag{7.1.38}
\end{equation*}
$$

The differential equation for $f(r)$ gives precisely the same result as above.

## RN with electric and magnetic charges

In this case, the projection equation is

$$
\begin{equation*}
\Theta \epsilon=\frac{1}{2}\left(1-i e^{-\alpha_{q} \gamma_{5}} \gamma_{0}\right) \epsilon=\frac{1}{2}\left(1+\frac{Q}{M}\left(-i \gamma_{0}\right)+\frac{H}{M}\left(i \gamma_{123}\right)\right) \epsilon=0, \tag{7.1.39}
\end{equation*}
$$

and the Killing spinor equation is the same as in the previous case

$$
\begin{equation*}
\partial_{r} \epsilon=-\frac{i}{4}\left(1-\frac{M}{r}\right)^{-1}\left(\frac{2}{r^{2}}\left(-Q \gamma_{01}+H \gamma_{23}\right)\right) \gamma_{1} \epsilon=\frac{M}{2 r(r-M)} \epsilon, \tag{7.1.40}
\end{equation*}
$$

upon using the projection equation. Given this, we have

$$
\begin{gather*}
a=\frac{M}{2 r(r-M)}, \quad b=0, \\
x=H / M, \quad y=Q / M, \\
\Gamma_{1}=i \gamma_{123}, \quad \Gamma_{2}=-i \gamma_{0}, \tag{7.1.41}
\end{gather*}
$$

and the solution is

$$
\begin{equation*}
\epsilon(r)=\sqrt{1-\frac{M}{r}}\left(\sqrt{\frac{M+H}{Q}}+i \gamma_{0} \sqrt{\frac{M-H}{Q}}\right) \frac{1}{2}\left(1-i \gamma_{123}\right) \epsilon_{0} . \tag{7.1.42}
\end{equation*}
$$

In here, our alternative method is actually equivalent to an approach presented in [132] which relies on the use of electromagnetic duality. It is implemented by setting

$$
\begin{equation*}
Q=M \cos \alpha, \quad H=M \sin \alpha, \tag{7.1.43}
\end{equation*}
$$

and realizing that

$$
\begin{equation*}
\nabla(\alpha)=\exp \left(-\frac{1}{2} \gamma_{5} \alpha\right) \nabla(0) \exp \left(+\frac{1}{2} \gamma_{5} \alpha\right) \tag{7.1.44}
\end{equation*}
$$

Given the Killing spinors for the purely electric RN case ( $\alpha=0$ ), we immediately find

$$
\begin{align*}
\epsilon(r) & =\sqrt{1-\frac{M}{r}} \frac{1}{2}\left(1+i \gamma_{0}\left(\cos \alpha+\gamma_{5} \sin \alpha\right)\right) \epsilon_{0} \\
& =\sqrt{1-\frac{M}{r}} \frac{1}{2}\left(1+i e^{-\alpha_{q} \tau_{s}} \gamma_{0}\right) \epsilon_{0} . \tag{7.1.45}
\end{align*}
$$

This last result is obviously what one obtains using our alternative method. Although the projections, let us call them $\Pi_{1}$ and $\Pi_{2}$, appearing in (7.1.42) and (7.1.45) seem rather different, one can check that they are equivalent following the argument presented in section 6.6. Indeed, we have $\Pi_{1} \Pi_{2}=\Pi_{1}$ and $\Pi_{2} \Pi_{1}=\Pi_{2}$, but also $\operatorname{Tr}\left(\Pi_{1}\right)=\operatorname{Tr}\left(\Pi_{2}\right)=2$.

## TN with electric and magnetic charges

Here, if one wants to follow Romans's algorithm, the system to solve is

$$
\begin{align*}
& \Theta \epsilon=\frac{1}{2}\left\{1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right\} \epsilon=0,  \tag{7.1.46}\\
& \partial_{r} \epsilon=\frac{Z}{2 R(r-M)} i e^{\left(2 \beta-\alpha_{q}\right) \gamma_{5}} \gamma_{0} \epsilon, \tag{7.1.47}
\end{align*}
$$

meaning that we set

$$
\begin{align*}
a & =\frac{\left(Q r^{2}+2 N H r-N^{2} Q\right)}{2 y R^{3}(r-M)}, \quad b=-\frac{N}{2 R^{2} y} \\
x & =\frac{(M H-N Q) r-N(M Q+N H)}{R Z^{2}}, \quad y=\frac{(M Q+N H) r+N(M H-N Q)}{R Z^{2}}, \\
\Gamma_{1} & =i \gamma_{123}, \quad \Gamma_{2}=-i \gamma_{0} \tag{7.1.48}
\end{align*}
$$

and that

$$
\begin{equation*}
\exp [w]=\exp \left[\int a d r\right]=K \sqrt{\frac{Z^{2} y(r-M)}{R}} \tag{7.1.49}
\end{equation*}
$$

where $K$ is an integration constant that we fix such that in the limit $N \rightarrow 0$ we recover the result for the charged RN. By setting $K=1 / \sqrt{M Q}$, we have

$$
\begin{equation*}
\exp [w](N=0)=\sqrt{1-\frac{M}{r}} \tag{7.1.50}
\end{equation*}
$$

where $y(N=0)=Q / M, Z(N=0)=M$. The final result takes the rather complicated form

$$
\begin{equation*}
\epsilon(r)=\sqrt{\frac{r-M}{R}}\left(\sqrt{1+x}+i \gamma_{0} \sqrt{1-x}\right)\left(1-i \gamma_{123}\right) \tilde{\epsilon}_{0} \tag{7.1.51}
\end{equation*}
$$

Now, one can try to solve it using our alternative method. However, it is a bit more involved as the projection is now an $r$-dependent projection. Let us first rewrite this projection into a more enlightening form

$$
\begin{equation*}
\frac{1}{2}\left(1-i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right) \epsilon=\frac{1}{2} e^{\left(\frac{\beta}{2}-\alpha_{m}\right) \gamma_{5}}\left(e^{\alpha_{m} \gamma_{5}}-i e^{\alpha_{q} \gamma_{5}} \gamma_{0}\right) e^{-\frac{\beta}{2} \gamma_{5}} \epsilon \tag{7.1.52}
\end{equation*}
$$

where we made use of $e^{2 \alpha_{m} \gamma_{s}}=e^{2 \alpha_{q} \gamma_{5}}$ which is valid when $M^{2}+N^{2}=Z^{2}$ and also $\gamma_{5} \gamma_{0}=-\gamma_{0} \gamma_{5}$. Given all this, it is now easy to realize that the solution will be

$$
\begin{align*}
\epsilon(r) & =\sqrt{\frac{r-M}{R}} \frac{1}{2}\left(1+i e^{\left(\beta+\alpha_{m}-\alpha_{q}\right) \gamma_{5}} \gamma_{0}\right) e^{\left(\frac{\beta}{2}+\alpha_{m}\right) \gamma_{s}} \epsilon_{0}  \tag{7.1.53}\\
& =\sqrt{\frac{r-M}{R}} e^{\frac{\beta}{2} \gamma_{5}} \frac{1}{2}\left(e^{\alpha_{m} \gamma_{5}}+i e^{-\alpha_{q} \gamma_{5}} \gamma_{0}\right) \epsilon_{0} . \tag{7.1.54}
\end{align*}
$$

Indeed, it is easy to see that it reduces to the result found for the RN solution (7.1.45) when $N=0$ and that it trivially fulfills the projection equation. Eventually, one can check that it also fulfills the Killing spinor equation

$$
\begin{equation*}
\partial_{r} \epsilon=\frac{Z}{2 R(r-M)} i e^{\left(2 \beta-\alpha_{4}\right) \gamma_{s}} \gamma_{0} \epsilon . \tag{7.1.55}
\end{equation*}
$$

Indeed, by plugging our guess for $\epsilon$, we rewrite it as

$$
\begin{equation*}
\partial_{r} \epsilon=\frac{Z}{2 R(r-M)} e^{\left(\beta-\alpha_{m}\right) \gamma_{5} \epsilon .} \tag{7.1.56}
\end{equation*}
$$

Now, we are just left with checking that

$$
\begin{equation*}
\partial_{r}\left(\sqrt{\frac{r-M}{R}} e^{\frac{\beta}{2} \gamma_{\mathrm{s}}}\right)=\frac{Z}{2 R(r-M)} e^{\left(\beta-\alpha_{m}\right) \gamma_{\mathrm{s}}}\left(\sqrt{\frac{r-M}{R}} e^{\frac{\beta}{2} \gamma_{\mathrm{s}}}\right) . \tag{7.1.57}
\end{equation*}
$$

This is trivial after computing

$$
\begin{align*}
\partial_{r} \sqrt{\frac{r-M}{R}} & =\frac{M r+N^{2}}{2(r-M) R^{2}} \sqrt{\frac{r-M}{R}} \\
\partial_{r} e^{\frac{\beta}{2} \gamma_{5}} & =-\frac{\gamma_{5} N}{2 R^{2}} e^{\frac{\rho}{2} \gamma_{5}} \tag{7.1.58}
\end{align*}
$$

and also

$$
\begin{align*}
\frac{M r+N^{2}}{2(r-M) R^{2}}-\frac{\gamma_{5} N}{2 R^{2}} & =\frac{\left(M-\gamma_{5} N\right)\left(r+\gamma_{5} N\right)}{2(r-M) R^{2}} \\
& =\frac{Z}{2 R(r-M)} e^{\left(\beta-\alpha_{m}\right) \gamma_{5}} \tag{7.1.59}
\end{align*}
$$

We have thus shown that, provided the BPS bound $M^{2}+N^{2}=Z^{2}$ is satisfied, the metric has a Killing spinor, which actually depends on two complex numbers. The metric thus preserves half of the 8 supersymmetries. This is in agreement with the results presented in [138] (see also [137, 139]).

As a last word, we could worry about the issue whether the Killing spinor is globally defined. Indeed, as we discussed in Part II, the metric has a coordinate singularity along the $z$ axis. However, we said that one can remove the singularity along half of the axis by a coordinate transformation. Essentially, one obtains two completely regular patches on the upper and lower hemispheres, where the metric is the same as (7.1.3), but with $\cos \theta$ replaced by $\cos \theta \pm 1$. It amounts to shift the time coordinate $t$ by $\pm 2 N \phi$. Since the Killing spinor is $t$-independent, we can already see that it will be the same on the two patches. This can be verified by re-deriving its expression as above with the regular metric in each patch. As expected one finds the same result as above.

### 7.2 Asymptotic projection and the superalgebra

In this section, we analyze in more details the solution for the Killing spinor found in the previous section. In particular, we consider the projection that defines the Killing spinor and take its limit of large radius, where the metric is asymptotically flat. The projection can be recast in a form which is similar to the right hand side of the $\mathcal{N}=2$ supersymmetry algebra. However, we point out that the term containing the NUT charge has the wrong hermiticity condition and thus does not seem to fit in any of the central (or else) extensions of the most general $\mathcal{N}=2$ supersymmetry algebra

The projection defining the four independent real components of the Killing spinor is given by

$$
\begin{equation*}
\left\{1-i e^{\left(\beta(r)+\alpha_{m}-\alpha_{q}\right) \gamma_{\mathrm{s}}} \gamma_{0}\right\} \epsilon=0 \tag{7.2.1}
\end{equation*}
$$

We have emphasized that it is $r$-dependent. There are two observations one can make about this dependence. Recalling that $\tan \beta(r)=N / r$ and that $\tan \alpha_{m}=N / M$, we see that when the NUT charge is absent, both $\beta=0$ and $\alpha_{m}=0$. The projector becomes $r$-independent. However, even when $N \neq 0$, in the limit of large radius, $r \rightarrow \infty$, we observe that $\beta \rightarrow 0$ and the $r$-dependence also disappears. We are left with a constant asymptotic projector which depends on all of the four charges (where it is of course understood that they satisfy the BPS bound (7.1.19)).

Let us rewrite the projector in a more readable form. By setting $\beta=0$ and multiplying by $e^{-\alpha_{m} \gamma_{5}}$, we obtain

$$
\begin{equation*}
\left\{M-\gamma_{5} N-i\left(Q-\gamma_{5} H\right) \gamma_{0}\right\} \epsilon=0 . \tag{7.2.2}
\end{equation*}
$$

Let us now try to motivate the fact that the NUT charge should find its place in the supersymmetry algebra. Remember that the most general $\mathcal{N}=2$ superalgebra including the scalar central charges (see e.g. [113]) was already presented in section 6.1 for Majorana supercharges $\mathcal{Q}^{I}$ (with $I=1,2$ in our present case). It is

$$
\begin{equation*}
\left\{\mathcal{Q}^{I}, \mathcal{Q}^{J}\right\}=\gamma^{\mu} C P_{\mu} \delta^{I J}+C U^{I J}+\gamma_{5} C V^{I J} \tag{7.2.3}
\end{equation*}
$$

where both $U^{I J}=-U^{J I} \equiv U \varepsilon^{I J}$ and $V^{I J}=-V^{J I} \equiv V \varepsilon^{I J}$, and $C \equiv \gamma_{0}$ is the charge conjugation matrix. In our conventions, Majorana spinors are real and we can define a single complex Dirac supercharge

$$
\begin{equation*}
\mathcal{Q}=\frac{1}{\sqrt{2}}\left(\mathcal{Q}^{1}+i \mathcal{Q}^{2}\right) \tag{7.2.4}
\end{equation*}
$$

The only non trivial relation of the superalgebra becomes

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\}=\gamma^{\mu} C P_{\mu}-i\left(U+\gamma_{5} V\right) C \tag{7.2.5}
\end{equation*}
$$

When there is a multiplet of BPS saturated states, some combinations of the supercharges have to be represented trivially, i.e. they have to vanish. This translates into the statement that the matrix $\left\{\mathcal{Q}^{I}, \mathcal{Q}^{J}\right\}$, or equivalently $\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\}$, is not of maximal rank. This means also that the right hand side of (7.2.5) must have vanishing eigenvalues. In the present case, for a massive state at rest, we identify $P_{0} \equiv M$. Further, if we set $U \equiv Q$ and $V \equiv H$, we see that we have preserved supersymmetries if the equation

$$
\begin{equation*}
\left\{M-i\left(Q-\gamma_{5} H\right) \gamma_{0}\right\} \epsilon=0 \tag{7.2.6}
\end{equation*}
$$

has solutions (note that we have multiplied the expression in (7.2.5) by $\gamma^{0}$ on the left and $C$ on the right).

We recognize the equation (7.2.2) for $N=0$. So, we see that for a Reissner-Nordström black hole with electric and magnetic charges, the projection on the Killing spinor in the extremal case maps directly to the right hand side of the $\mathcal{N}=2$ superalgebra. Actually, we could have guessed the superalgebra (7.2.5) from the expression for the projector (7.2.6). It is thus tempting to do this for the case where $N \neq 0$. From (7.2.2), we see that $N$ must belong to a "charge" which carries a Lorentz index. The most straightforward guess is that $N \equiv K_{0}$ of a vectorial charge $K_{\mu}$ which enters the superalgebra as

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\} \stackrel{?}{=} \gamma^{\mu} C P_{\mu}+\gamma_{5} \gamma^{\mu} C K_{\mu}-i\left(U+\gamma_{5} V\right) C \tag{7.2.7}
\end{equation*}
$$

We see that the NUT charge $N$ seems to belong to an extension of the superalgebra which is not central in the sense that it is not a Lorentz scalar. Such extensions have been studied [140], and the most general $\mathcal{N}=2$ superalgebra taking them into account has been written $[124,125]$. It is however straightforward to see that our term with $K_{\mu}$ is not part of any extension considered so far. The reason why Eq. (7.2.7) is wrong is extremely simple: it violates hermiticity. Indeed, we have that $\left(\gamma_{5} \gamma^{\mu} C\right)^{\dagger}=-\gamma_{5} \gamma^{\mu} C$, while any term on the right hand side must be hermitian since $\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\}^{\dagger}=\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\}$. Alternatively, it is stated in [113], that if one tries in general to include such a term, the Jacobi identity of the schematic form

$$
\begin{equation*}
\left[\left\{Q^{I}, Q^{J}\right\}, J\right]+\left[\left\{Q^{I}, J\right\}, Q^{J}\right]+\left[\left\{Q^{J}, J\right\}, Q^{I}\right]=0 \tag{7.2.8}
\end{equation*}
$$

can never be satisfied unless the additional term mixes non-trivially with the Poincare generators. This is however excluded by the Coleman-Mandula no-go theorem.

Before seeking a way to solve this puzzle, we will provide the reader with a more stronger procedure to understand how the left hand side of the superalgebra is related to the projection acting on the spinors. We will see in the following section that the dual momenta $K_{\mu}$ arise naturally through a generalization of this construction.

### 7.3 The Witten-Nester form

A general theorem proving positivity of energy in general relativity was first proposed by R. Schoen and S.T. Yau in [141]. A simplified proof was given by E. Witten in [9] where spinorial techniques are used. This last construction was even more simplified by J. Nester in [142] where a covariant tensor is introduced, known as the Witten-Nester two-form. Positivity of the energy in supergravity was proved in [143] (see also [144]) by showing that the Hamiltonian is the square of the spinor supercharges just as for globally supersymmetric theories.

In here, we are not interested in positivity energy theorems and refer the reader to these papers for more information. However, for our purposes, it will be interesting to review the fact that these constructions for general relativity have, surprisingly, a deep connection with supergravity constructions as was pointed out in [9] and made precise by C. M. Hull in [145]. Especially, we want to review the fact that the Witten-Nester two-form can be seen as describing the right hand side of the superalgebra. This was explicitly shown for $\mathcal{N}=1$ supergravity in [145] and $\mathcal{N}=2$ in [144]. At first sight, it is not so astonishing that such a connection exists. Indeed, the positivity energy theorems have connected this two-form to the usual ADM definitions of energy and momenta, while we have reviewed that $P_{\mu}$ appears in the superalgebra.

Let us begin by showing how the Nester form [142] is related to the variation of the supercharge, expressed as a surface integral (see [146, 144, 145]), which is just the algebra of charges. The bosonic algebra is then linked to the superalgebra. This construction enables us to see how the Witten-Nester two-form provides an expression of the bosonic charges, appearing on the right hand side of the superalgebra, in terms of surface integrals at infinity and coincides with the usual ADM expressions. Actually, we show that complexifying the Witten-Nester form, the ADM momenta appear together with the dual, magnetic, ADM momenta and are equivalent to the expressions already derived in Part II. This complexification is triggered by considering a "topological", symmetric, contribution to the algebra of bosonic supercharges. We will show that these contributions are the ones describing the dual charges. Evaluated on the charged NUT black hole, the right hand side of the modified superalgebra reduces exactly to the asymptotic expression contained in the definition of the Killing spinor, discussed in the previous section. We follow closely [145].

Using the Noether method one computes the generator of supertranslations ${ }^{1}$. It can be

[^27]written as a volume integral, which in turn can be expressed as a surface integral
\[

$$
\begin{align*}
\tilde{\mathcal{Q}}[\epsilon, \bar{\epsilon}] & =\frac{i}{2 \pi} \int \varepsilon^{\mu \nu \rho \sigma} \bar{\epsilon} \gamma_{5} \gamma_{\nu} \hat{\nabla}_{\rho} \psi_{\sigma} d \Sigma_{\mu}+c . c . \\
& =-\frac{i}{4 \pi} \oint \varepsilon^{\mu \nu \rho \sigma} \bar{\epsilon} \gamma_{5} \gamma_{\rho} \psi_{\sigma} d \Sigma_{\mu \nu}+c . c ., \tag{7.3.1}
\end{align*}
$$
\]

where $\hat{\nabla}_{\rho}$ is the supercovariant derivative acting on a spin- $3 / 2$ field, c.c. denotes complex conjugate, $\bar{\epsilon}=\epsilon^{\dagger} C \equiv \epsilon^{\dagger} \gamma_{0}$ and we take the convention $\varepsilon_{0123}=-\varepsilon^{0123}=1$. Although we are being quick here, note that we are just stating that the supercharge is obtained by taking the volume integral of the linearized Rarita-Schwinger field equations contracted with a Killing spinor (see [145]), in complete analogy with the Poincaré charges obtained in chapter 1 by contracting the linearized Einstein equations with a Killing vector, "à la Abbott-Deser".

The charge $\overline{\mathcal{Q}}[\epsilon, \bar{\epsilon}]$ is bosonic and transforms the supergravity fields according to a supertranslation. When acting for instance on the bosonic fields, which are real, it generates a variation which is also real. We recall that in the present $\mathcal{N}=2$ case, the gravitino $\psi_{\mu}$ is Dirac and hence complex. In terms of the fermionic Dirac supercharges defined in (7.2.4), and because $(\bar{\epsilon} \mathcal{Q})^{*}=-\overline{\mathcal{Q}} \epsilon$, we have

$$
\begin{equation*}
\tilde{\mathcal{Q}}[\epsilon, \bar{\epsilon}]=i(\bar{\epsilon} \mathcal{Q}+\overline{\mathcal{Q}} \epsilon) . \tag{7.3.2}
\end{equation*}
$$

It follows from the theory of surface charges (see for instance $[18,19]$ ) that the variation of the supercharge should define its bracket in the usual way

$$
\begin{equation*}
\delta_{\epsilon_{1}, \bar{\epsilon}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]=i\left[\tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right], \overline{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]\right] . \tag{7.3.3}
\end{equation*}
$$

In terms of the fermionic supercharges (7.2.4), using the expression (7.3.2), we would then obtain

$$
\begin{equation*}
i\left[\tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right], \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]\right]=i \bar{\epsilon}_{2}\left\{\mathcal{Q}, \mathcal{Q}^{*}\right\} C \epsilon_{1}-i \bar{\epsilon}_{1}\left\{\mathcal{Q}, \mathcal{Q}^{*}\right\} C \epsilon_{2} . \tag{7.3.4}
\end{equation*}
$$

However we will see that our analysis will force us to consider a possible "topological extension"

$$
\begin{equation*}
\delta_{\epsilon_{1}, \bar{\epsilon}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]=i\left[\tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right], \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]\right]+T . \tag{7.3.5}
\end{equation*}
$$

The crux of the matter is that $\delta_{\epsilon_{1}, \bar{\epsilon}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]$ is not antisymmetric in the exchange of $\epsilon_{1}$ and $\epsilon_{2}$, as we now show.

Using (7.3.1) one finds for the bracket term and the "topological" term the following expressions

$$
\begin{align*}
& i\left[\tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right], \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]\right]=\frac{1}{2}\left(\delta_{\epsilon_{1}, \bar{\epsilon}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]-\delta_{\epsilon_{2}, \bar{\epsilon}_{2}} \tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right]\right) \\
= & -\frac{i}{4 \pi} \oint \varepsilon^{\mu \nu \rho \sigma} \bar{\epsilon}_{2} \gamma_{5} \gamma_{\rho} \nabla_{\sigma} \epsilon_{1} d \Sigma_{\mu \nu}+\frac{i}{4 \pi} \oint \varepsilon^{\mu \nu \rho \sigma} \nabla_{\rho} \bar{\epsilon}_{1} \gamma_{5} \gamma_{\sigma} \epsilon_{2} d \Sigma_{\mu \nu}-(1 \leftrightarrow 2), \tag{7.3.6}
\end{align*}
$$

and

$$
\begin{align*}
T & \equiv \frac{1}{2}\left(\delta_{\epsilon_{1}, \overline{1}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]+\delta_{\epsilon_{2}, \bar{z}_{2}} \tilde{\mathcal{Q}}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right]\right) \\
& =\frac{i}{4 \pi} \oint \varepsilon^{\mu \nu \rho \sigma} \nabla_{\rho}\left(\bar{\epsilon}_{1} \gamma_{5} \gamma_{\sigma} \epsilon_{2}+\bar{\epsilon}_{2} \gamma_{5} \gamma_{\sigma} \epsilon_{1}\right) d \Sigma_{\mu \nu} . \tag{7.3.7}
\end{align*}
$$

Note that obviously (7.3.6) is identically zero when $\epsilon_{1}=\epsilon_{2}$ but $T$ is non-zero.
We now focus on the following expression which is the "building block" of the expressions appearing in (7.3.6)-(7.3.7)

$$
\begin{equation*}
\hat{E}^{\mu \nu} \equiv \frac{1}{4 \pi} \varepsilon^{\mu \nu \rho \sigma} \bar{\epsilon} \gamma_{5} \gamma_{\rho} \nabla_{\sigma} \epsilon . \tag{7.3.8}
\end{equation*}
$$

This is precisely the two-form presented by Nester [142] and generalized by Gibbons and Hull [144], albeit in its complex version ${ }^{2}$ (recall that $\epsilon$ is Dirac in our set up). One can see that the (antisymmetric) bracket term (7.3.6) and the (symmetric) topological term (7.3.7) map respectively to the real and imaginary parts of the Nester form (7.3.8).

We are now going to use the expression (7.3.8) to obtain a linear combination of purely bosonic surface integrals, which correspond to space-time momenta and Maxwell charges. In order to proceed, we linearize gravity around Minkowski spacetime, in cartesian coordinates. As we have already seen, we consider space-time endowed with a NUT charge as asymptotically flat, at least as far as spacelike surface integrals are concerned [27].

First of all, following [144], we rewrite the complex Nester form as

$$
\begin{equation*}
\hat{E}^{\mu \nu}=E^{\mu \nu}+H^{\mu \nu} \tag{7.3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
E^{\mu \nu}=\frac{1}{4 \pi} \varepsilon^{\mu \nu \rho \sigma} \bar{\epsilon} \gamma_{5} \gamma_{\rho} D_{\sigma} \epsilon, \quad H^{\mu \nu}=\frac{i}{16 \pi} \varepsilon^{\mu \nu \rho \sigma} F_{a b} \bar{\epsilon} \gamma_{5} \gamma_{\rho} \gamma^{a b} \gamma_{\sigma} \epsilon . \tag{7.3.10}
\end{equation*}
$$

One can readily check that $H^{\mu \nu}$ is actually real, hence any surprise will necessarily come from the purely gravitational term $E^{\mu \nu}$.

In the following, we will express everything in terms of the linearized spin connection $\omega_{\mu \nu \rho}$. Hence the covariant derivative on a spinor becomes (note that we no longer distinguish between flat and curved indices, since they are the same at first order)

$$
\begin{equation*}
D_{\mu} \epsilon=\partial_{\mu} \epsilon+\frac{1}{4} \omega_{\nu \rho \mu} \gamma^{\nu \rho} \epsilon . \tag{7.3.11}
\end{equation*}
$$

We now plug back this expression in $E^{\mu \nu}$. Note that in the surface integral, the piece proportional to $\partial_{\mu} \epsilon$ will drop out as explained in detail in [ 9,145$]$. The spinors will henceforth be identified with the constant value that they take asymptotically. ${ }^{3}$ Hence we restrict to

$$
\begin{equation*}
E^{\mu \nu}=\frac{1}{16 \pi} \varepsilon^{\prime \mu \nu \rho \sigma} \omega_{\alpha \beta \sigma} \tilde{\epsilon} \gamma_{5} \gamma_{\rho} \gamma^{\alpha \beta} \epsilon . \tag{7.3.12}
\end{equation*}
$$

Using the relation (see appendix III.A)

$$
\begin{equation*}
\gamma_{\rho} \gamma_{\lambda \tau}=\eta_{\rho \lambda} \gamma_{\tau}-\eta_{\rho \tau} \gamma_{\lambda}-\varepsilon_{\rho \lambda \tau \xi} \gamma^{\xi} \gamma_{5} \tag{7.3.13}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
E^{\mu \nu}=\frac{1}{8 \pi} \vec{\epsilon} \gamma^{\lambda} \epsilon\left(\omega^{\mu \nu}{ }_{\lambda}+\delta_{\lambda}^{\mu} \omega_{\rho}^{\nu \rho}-\delta_{\lambda}^{\nu} \omega_{\rho}^{\mu \rho}\right)+\frac{1}{8 \pi} \bar{\epsilon} \gamma^{\lambda} \gamma_{5} \epsilon \varepsilon^{\mu \nu \rho \sigma} \omega_{\lambda \rho \sigma} . \tag{7.3.14}
\end{equation*}
$$

[^28]Note that the first term above is real while the second is imaginary.
Integrating the above 2 -form at spatial infinity, we select the $E^{0 i}$ component, with $i=1,2,3$. We can then reexpress the integral in terms of purely bosonic surface integrals as

$$
\begin{equation*}
\oint E^{0 i} d \hat{\Sigma}_{i}=\bar{\epsilon} \gamma^{\lambda} P_{\lambda} \epsilon+\bar{\epsilon} \gamma_{5} \gamma^{\lambda} K_{\lambda} \epsilon, \tag{7.3.15}
\end{equation*}
$$

where we recover the following expressions for the ADM momenta and the dual magnetic momenta, already obtained in Part II,

$$
\begin{align*}
P_{\lambda} & =\frac{1}{8 \pi} \oint\left(\omega^{0 i}{ }_{\lambda}+\delta_{\lambda}^{0} \omega^{i \rho}{ }_{\rho}-\delta_{\lambda}^{i} \omega^{0 \rho}{ }_{\rho}\right) d \hat{\Sigma}_{i},  \tag{7.3.16}\\
K_{\lambda} & =\frac{1}{8 \pi} \oint \varepsilon^{i j k} \omega_{\lambda j k} d \hat{\Sigma}_{i} . \tag{7.3.17}
\end{align*}
$$

At last, we can also address the second term of the generalized Nester form, which is treated as in [144]. By writing

$$
\begin{equation*}
H^{\mu \nu}=\frac{i}{32 \pi} \varepsilon^{\mu \nu \rho \sigma} F_{\lambda \tau} \bar{\epsilon} \gamma_{5}\left(\gamma_{\rho} \gamma^{\lambda \tau} \gamma_{\sigma}-\gamma_{\sigma} \gamma^{\lambda \tau} \gamma_{\rho}\right) \epsilon, \tag{7.3.18}
\end{equation*}
$$

and using (see appendix III.A)

$$
\begin{equation*}
\gamma_{\rho} \gamma_{\lambda \tau} \gamma_{\sigma}-\gamma_{\sigma} \gamma_{\lambda \tau} \gamma_{\rho}=2 \varepsilon_{\rho \lambda \tau \sigma} \gamma_{5}+2\left(\eta_{\rho \lambda} \eta_{\tau \sigma}-\eta_{\rho \sigma} \eta_{\lambda \sigma}\right), \tag{7.3.19}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
H^{\mu \nu}=\frac{i}{4 \pi} F^{\mu \nu} \bar{\epsilon} \epsilon+\frac{i}{8 \pi} \varepsilon^{\mu \nu \rho \sigma} F_{\rho \sigma} \bar{\epsilon} \gamma_{5} \epsilon \tag{7.3.20}
\end{equation*}
$$

The surface integral then becomes

$$
\begin{equation*}
\oint H^{0 i} d \hat{\Sigma}_{i}=-i \bar{\epsilon} U \epsilon-i \bar{\epsilon} \gamma_{5} V \epsilon, \tag{7.3.21}
\end{equation*}
$$

with the central charges defined by

$$
\begin{align*}
U & =-\frac{1}{4 \pi} \oint F^{0 i} d \hat{\Sigma}_{i}  \tag{7.3.22}\\
V & =\frac{1}{8 \pi} \oint \varepsilon^{i j k} F_{j k} d \hat{\Sigma}_{i} . \tag{7.3.23}
\end{align*}
$$

It can be checked that $U=Q$ and $V=H$ on the electromagnetically charged RN or TN solutions.

Summing up all the terms, we have

$$
\begin{equation*}
\oint \hat{E}^{0 i} d \hat{\Sigma}_{i}=\bar{\epsilon} \gamma^{\lambda} P_{\lambda} \epsilon+\bar{\epsilon} \gamma_{5} \gamma^{\lambda} K_{\lambda} \epsilon-i \bar{\epsilon} U \epsilon-i \bar{\epsilon} \gamma_{5} V \epsilon . \tag{7.3.24}
\end{equation*}
$$

It is clear that the above expression cannot be equated to $\bar{\epsilon}\left\{\mathcal{Q}, \mathcal{Q}^{*}\right\} C \epsilon$, which would then result in the "wrong" superalgebra (7.2.7). But now we see that the obstruction to do so is precisely the presence of the topological term $T$ in (7.3.5).

Using the definitions of $T$ (7.3.7) and of the complex Nester form (7.3.8) we see that

$$
\begin{equation*}
T(\epsilon, \bar{\epsilon})=-i \oint\left(\hat{E}-\hat{E}^{*}\right) . \tag{7.3.25}
\end{equation*}
$$

Using then the result (7.3.24) we finally indeed find

$$
\begin{equation*}
T(\epsilon, \bar{\epsilon})=-2 i \bar{\epsilon} \gamma_{5} \gamma^{\lambda} K_{\lambda} \epsilon \tag{7.3.26}
\end{equation*}
$$

To sum up, we see that a refined analysis of the Nester form in its complex version permits to recover precisely the additional term which was guessed from the asymptotic projection acting on the Killing spinor. In this context, we see that this additional term is actually violating the relation (7.3.3) and corresponds to a "topological" term leading to the bosonic algebra (7.3.5). It would be interesting, but beyond the scope of this thesis, to understand better under the lines of [19], the appearance of such topological terms.

### 7.4 A modified superalgebra

As we have already discussed in Part II, Taub-NUT spaces are notoriously problematic for the time identifications that they imply [22], and for the presence of the Misner strings [97], which are gauge-variant singularities. It has been suggested that these pathologies are enough to conclude that such spacetimes are not globally supersymmetric [147], even though they have locally (and globally as well) Killing spinors. However from the point of view of the surface integrals that define both the bosonic and the fermionic charges of the superalgebra, the spacetime with NUT charge is asymptotically flat according to the simplest definition [27]. If we were to assume that the presence of Killing spinors implies that the spacetime is supersymmetric, we would be faced with the challenge of including the NUT charge in the superalgebra. The (asymptotic) projection acting on the Killing spinor must be the same as the projection acting on the supercharges which are represented trivially on a BPS multiplet. However, as we have shown, the NUT charge enters in a term which cannot be part of the superalgebra because of its wrong hermiticity. Below, we suggest a tentative path to trivialize this problem.

A logical possibility is to write the corrected variation of the supercharge (7.3.5) in a different form, by introducing a new supercharge $\overline{\mathcal{Q}}^{\prime}$

$$
\begin{equation*}
\delta_{\epsilon_{1}, \bar{\epsilon}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \tilde{\epsilon}_{2}\right]=i\left[\tilde{\mathcal{Q}}^{\prime}\left[\epsilon_{1}, \bar{\epsilon}_{1}\right], \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]\right] . \tag{7.4.1}
\end{equation*}
$$

The above expression is not antisymmetric under the exchange of $\epsilon_{1}$ and $\epsilon_{2}$, which is another way of encoding the presence of the (symmetric) topological term. In terms of the fermionic supercharges $\mathcal{Q}$ and $\mathcal{Q}^{\prime},(7.4 .1)$ reads

$$
\begin{equation*}
\delta_{\epsilon_{1}, \bar{z}_{1}} \tilde{\mathcal{Q}}\left[\epsilon_{2}, \bar{\epsilon}_{2}\right]=i \bar{\epsilon}_{2}\left\{\mathcal{Q}, \mathcal{Q}^{\prime \star}\right\} C \epsilon_{1}-i \bar{\epsilon}_{1}\left\{\mathcal{Q}^{\prime}, \mathcal{Q}^{\star}\right\} C \epsilon_{2} \tag{7.4.2}
\end{equation*}
$$

where we have supposed that $\left\{\mathcal{Q}, \mathcal{Q}^{\prime}\right\}=0$. Then, equating the above to the expression obtained through the Nester form, we get

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\prime \star}\right\}=\gamma^{\mu} C P_{\mu}+\gamma_{5} \gamma^{\mu} C K_{\mu}-i\left(U+\gamma_{5} V\right) C \tag{7.4.3}
\end{equation*}
$$

Now the l.h.s. is no longer hermitian, so there are no obstructions to having the antihermitian term containing $K_{\mu}$ in the r.h.s. The question is of course what is $\mathcal{Q}^{\prime}$. It must be related to $\mathcal{Q}$ otherwise we would be doubling the number of supercharges. We now show that it is related to $\mathcal{Q}$ through an "axial" phase shift.

Let us rewrite for definiteness the relation (7.4.3) on our particular static massive, charged states with NUT charge

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\prime *}\right\}=M+\gamma_{5} N-i\left(Q+\gamma_{5} H\right) \gamma_{0} . \tag{7.4.4}
\end{equation*}
$$

Using the angles defined in (7.1.16), it can be rewritten as

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\prime *}\right\}=\sqrt{M^{2}+N^{2}} e^{\alpha_{m} \gamma_{s}}-i Z e^{\alpha_{q} \gamma_{5}} \gamma_{0} \tag{7.4.5}
\end{equation*}
$$

If the charge $\mathcal{Q}^{\prime}$ is related to $\mathcal{Q}$ by a simple phase rotation

$$
\begin{equation*}
\mathcal{Q}^{\prime \star}=\mathcal{Q}^{\star} e^{\alpha_{m} \gamma_{5}}, \tag{7.4.6}
\end{equation*}
$$

then eq. (7.4.4) takes a more standard, hermitian form

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\star}\right\}=M^{\prime}-i\left(Q^{\prime}+\gamma_{5} H^{\prime}\right) \gamma_{0} \tag{7.4.7}
\end{equation*}
$$

with

$$
\begin{equation*}
M^{\prime}=\sqrt{M^{2}+N^{2}}, \quad Q^{\prime}=\frac{Q M-H N}{\sqrt{M^{2}+N^{2}}}, \quad H^{\prime}=\frac{H M+Q N}{\sqrt{M^{2}+N^{2}}} . \tag{7.4.8}
\end{equation*}
$$

Hence, through a non-linear redefinition of the charges, we obtain the relation (7.4.7) that in the new variables defines an hermitian superalgebra. Actually, the new variable $M^{\prime}$ is precisely the result of a gravitational duality rotation that eliminates the NUT charge

$$
\left(\begin{array}{cc}
\cos \alpha_{m} & \sin \alpha_{m}  \tag{7.4.9}\\
-\sin \alpha_{m} & \cos \alpha_{m}
\end{array}\right)\binom{M}{N}=\binom{M^{\prime}}{0} .
$$

Note that also $Q^{\prime}$ and $H^{\prime}$ are obtained from $Q$ and $H$ through an electromagnetic duality rotation of the same angle.

The phase rotation (7.4.6) depends on dynamical quantities, such as $N$ and $M$. The latter however commute with the supercharges for consistency of the superalgebra, hence for instance we are assured that $\left\{\mathcal{Q}, \mathcal{Q}^{\prime}\right\}=0$. Moreover, one could wonder what modified supersymmetry variation is induced by $\mathcal{Q}^{\prime}$. This clearly deserves to be investigated, though for consistency we anticipate that we should not find any modification in the transformation laws of the elementary fields.

In a more general case where both ordinary and NUT momenta $P_{i}$ and $K_{i}$ are non zero the situation is a bit subtler. Indeed, focusing only on the "gravitational" part, we would have

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\prime *}\right\}=P_{0}+\gamma_{5} K_{0}+\left(P_{i}+\gamma_{5} K_{i}\right) \gamma^{i} \gamma_{0} . \tag{7.4.10}
\end{equation*}
$$

After a rotation similar to (7.4.6) we would get

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{*}\right\}=\sqrt{P_{0}^{2}+K_{0}^{2}}+\frac{1}{\sqrt{P_{0}^{2}+K_{0}^{2}}}\left[P_{i} P_{0}+K_{i} K_{0}+\gamma_{5}\left(K_{i} P_{0}-P_{i} K_{0}\right)\right] \gamma^{i} \gamma_{0} \tag{7.4.11}
\end{equation*}
$$

We thus still have an offending anti-hermitian term, which is however proportional to $K_{i} P_{0}-$ $P_{i} K_{0}$ and is thus not present when $K_{\mu}$ is parallel to $P_{\mu}$. Now, under a general gravitational duality rotation [27] we have that

$$
\left(\begin{array}{cc}
\cos \alpha & \sin \alpha  \tag{7.4.12}\\
-\sin \alpha & \cos \alpha
\end{array}\right)\binom{P_{\mu}}{K_{\mu}}=\binom{P_{\mu}^{\prime}}{K_{\mu}^{\prime}}
$$

and a NUT 4-momentum $K_{\mu}$ can be completely eliminated only if it is parallel to $P_{\mu}$. We thus seem to be able to make sense out of a superalgebra in the presence of NUT charges only when the latter can be eliminated by a gravitational duality rotation.

When this is not possible, we do not seem to be able to define a superalgebra. Note that we are not aware of solutions with non-aligned $K_{\mu}$ and $P_{\mu}$ charges. Actually, it can be shown on simple examples that the r.h.s. of (7.4.3) does not have vanishing eigenvalues when $K_{\mu}$ and $P_{\mu}$ are non parallel.

In the case $K_{\mu}=\lambda P_{\mu}$, we have $\lambda=N / M=\tan \alpha_{m}$ and performing the rotation (7.4.12) with $\alpha=\alpha_{m}$, the relation (7.4.11) becomes the usual superalgebra

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{*}\right\}=\gamma^{\mu} C P_{\mu}^{\prime} \tag{7.4.13}
\end{equation*}
$$

Note that $K_{\mu}$ is always parallel to $P_{\mu}$ if the spatial components $K_{i}$ and $P_{i}$ are obtained by boosting a static object with $K_{0}$ and $P_{0}$ charges. Indeed, remember that we have seen in Part II that boosting a pure Taub-NUT solution, one indeed obtains a solution with $K_{i} \neq 0$. Notice that this solution will however not be supersymmetric. Actually, in the infinite boost limit, one recovers the magnetic dual of the usual pp-wave, which is moreover half-BPS. This latter fact lends support to the presence of the dual magnetic momenta even in the $\mathcal{N}=1$ superalgebra, along the same lines as above. We will discuss that in the last section.

We could thus sum up in the following way the answer to the question that motivated this work, namely how does the NUT charge enter in the supersymmetry algebra. When $K_{\mu}$ is parallel to $P_{\mu}$, which seems to be the only situation where we have Killing spinors, we can eliminate $K_{\mu}$ by a gravitational duality rotation (7.4.12). The superalgebra then incorporates the NUT charges through the (duality invariant) combination $P_{\mu}^{\prime}$. Alternatively, we can define a generalization of the superalgebra (7.4.3) where the NUT charges appear on the r.h.s. but where we have to define a new supercharge through the axial phase rotation (7.4.6). It is this latter generalized superalgebra that can be directly related to the complex Nester form. Nevertheless, both alternatives give the same BPS bound and projection on the supercharges, and are hence compatible with the projection on the Killing spinor. In conclusion, this is evidence that backgrounds which are obtained through gravitational duality rotations from ordinary BPS solutions, such as Reissner-Nordström black holes, are indeed supersymmetric.

In the following section, we review how this argument can be understood in $\mathcal{N}=1$ supergravity.

### 7.5 Supersymmetric pp-waves

Here, we want to review the fact that the shock pp-wave is a supersymmetric solution of $\mathcal{N}=1$ supergravity ${ }^{4}$. As the BPS bound is $P_{0}=-P_{3}$ for the Aichelburg-Sexl metric, we want to establish that the BPS bound is $K_{0}=-K_{3}$ for our dual pp-wave. From Part II, we see that the charges for the dual pp-wave verify this BPS bound.

As explained in Part II, we will work with a regular spin connection. Let us start with a pp-wave of the form

$$
\begin{align*}
d s^{2} & =-d t^{2}+d x^{2}+d y^{2}+d z^{2}+F(d t-d z)^{2} \\
& =-d u(d v-F d u)+d x^{2}+d y^{2} \tag{7.5.1}
\end{align*}
$$

where $F=F(x, y)$ and where we defined light-cone coordinates $u=t-z$ and $v=t+z$. Note that we dropped again the delta function for simplicity. An obvious vielbein choice in light-cone coordinates is

$$
\begin{align*}
e^{-} & =d u, & & e^{+}=d v-F d u \\
e^{1} & =d x, & & e^{2}=d y \tag{7.5.2}
\end{align*}
$$

and the metric is $d s^{2}=\eta_{a b} e^{a} e^{b}$ where the non-vanishing components are $\eta_{11}=\eta_{22}=1$, $\eta_{+-}=\eta_{-+}=-1 / 2$. Going back to cartesian coordinates, we obtain the symmetric vielbein

$$
\begin{align*}
e^{0} & =\frac{1}{2}\left(e^{+}+e^{-}\right)=d t-\frac{F}{2}(d t-d z) \\
e^{1} & =d x \\
e^{2} & =d y \\
e^{3} & =\frac{1}{2}\left(e^{+}-e^{-}\right)=d z-\frac{F}{2}(d t-d z) \tag{7.5.3}
\end{align*}
$$

where symmetricity is understood by the fact that $v_{\mu \nu}=-v_{\nu \mu}=0$. The non-trivial components of the spin connection are

$$
\begin{equation*}
\omega_{0 a}=-\omega_{3 a}=\frac{1}{2} \partial_{a} F(x, y)(d t-d z) \tag{7.5.4}
\end{equation*}
$$

where $F(x, y)=-4 p \ln \left(x^{2}+y^{2}\right)$ for the Aichelburg-Sexl pp-wave and $F(x, y)=-8 k \arctan (x / y)$ for the dual pp-wave. Even if in the case of our dual pp-wave the metric has a string 'singularity, one can see that the spin connection is "regular" in the $x-y$ plane.

It can be easily seen that the pp-wave solution is an half-BPS solution of $\mathcal{N}=1$ supergravity when looking at the Killing spinor equation

$$
\begin{equation*}
\delta \psi_{\mu}=\left[\partial_{\mu}+\frac{1}{4} \omega_{\mu}^{m n} \gamma_{m n}\right] \epsilon=0 \tag{7.5.5}
\end{equation*}
$$

[^29]Indeed, we obtain

$$
\begin{align*}
\delta \psi_{t} & =\left[\partial_{t}-\frac{1}{4} \partial_{a} F(x, y)\left(\gamma_{0}+\gamma_{3}\right) \gamma_{a}\right] \epsilon=0 \\
\delta \psi_{x} & =\partial_{x} \epsilon=0 \\
\delta \psi_{y} & =\partial_{y} \epsilon=0 \\
\delta \psi_{z} & =\left[\partial_{z}+\frac{1}{4} \partial_{a} F(x, y)\left(\gamma_{0}+\gamma_{3}\right) \gamma_{a}\right] \epsilon=0 \tag{7.5.6}
\end{align*}
$$

As the second and third equations show that $\epsilon$ does not depend on $x$ and $y$, then the first and fourth equations imply the projection $\left(\gamma_{0}+\gamma_{3}\right) \epsilon=0$, which is also what one obtains when using the integrability conditions. This determines that the solution preserves half of the supersymmetries and has a constant Killing spinor. This projection corresponds to the BPS bound $P_{0}=-P_{3}$ for the Aichelburg pp-wave and $K_{0}=-K_{3}$ for our dual pp-wave.

Our computation shows that the infinite boost of Taub-NUT, a shock pp-wave, is also a half-supersymmetric solution of $\mathcal{N}=1$ supergravity. This provides more evidence that the NUT charge should be included in the $\mathcal{N}=1$ supersymmetry algebra in the same lines as described in the previous section

$$
\begin{equation*}
\left\{\mathcal{Q}, \mathcal{Q}^{\prime}\right\}=\gamma^{\mu} C P_{\mu}+\gamma_{5} \gamma^{\mu t} C K_{\mu} \tag{7.5.7}
\end{equation*}
$$

where $\mathcal{Q}^{\prime}$ is related to $\mathcal{Q}$ by a phase $\mathcal{Q}^{\prime}=\mathcal{Q} e^{\alpha \gamma_{5}}$ with $\tan \alpha=K_{0} / P_{0}$. Indeed, the "modified" superalgebra (7.5.7) is consistent with the projection and the BPS bound just derived.

## Appendices

## III.A Gamma matrices

We will consider 4 real $4 \times 4$ matrices $\gamma_{a}$, called gamma matrices, that satisfy the Clifford algebra

$$
\begin{equation*}
\left\{\gamma_{a}, \gamma_{b}\right\}=\gamma_{a} \gamma_{b}+\gamma_{b} \gamma_{a}=2 \eta_{a b} I . \tag{III.A.1}
\end{equation*}
$$

For definiteness, we list below a choice of real gamma matrices:

$$
\begin{align*}
& \gamma_{0}=\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), \quad \gamma_{1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \\
& \gamma_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), \quad \gamma_{3}=\left(\begin{array}{cccc}
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{array}\right) . \tag{III.A.2}
\end{align*}
$$

We also have

$$
\begin{equation*}
\gamma^{a}=\eta^{a b} \gamma_{a} \quad \rightarrow \quad \gamma^{0}=-\gamma_{0}, \quad \gamma^{i}=\gamma_{i} \tag{III.A.3}
\end{equation*}
$$

Let us now define the parity matrix

$$
\begin{equation*}
\gamma_{5}=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}, \quad\left(\gamma_{5}\right)^{2}=-1 \tag{III.A.4}
\end{equation*}
$$

which is real and antisymmetric. The conjugation matrix used in the main text is defined as $C \equiv \gamma_{0}$. Let us eventually define

$$
\begin{equation*}
\gamma_{a_{1} \ldots a_{n}}=\gamma_{\left[a_{1} \ldots\right.} \gamma_{\left.a_{n}\right]} \tag{III.A.5}
\end{equation*}
$$

which implies as one can check

$$
\begin{align*}
\gamma_{a b}= & \frac{1}{2}\left(\gamma_{a} \gamma_{b}-\gamma_{b} \gamma_{a}\right)=\gamma_{a} \gamma_{b}-\eta_{a b}  \tag{III.A.6}\\
\gamma_{a b c}= & \gamma_{a} \gamma_{b} \gamma_{c}-\eta_{a b} \gamma_{c}+\eta_{a c} \gamma_{b}-\eta_{b c} \gamma_{a}  \tag{III.A.7}\\
= & \gamma_{a} \gamma_{b c}-\eta_{a b} \gamma_{c}+\eta_{a c} \gamma_{b}  \tag{III.A.8}\\
\gamma_{a b c d}= & \gamma_{a} \gamma_{b} \gamma_{c} \gamma_{d}+\gamma_{a} \gamma_{c} \eta_{b d}-\gamma_{a} \gamma_{b} \eta_{c d}-\gamma_{a} \gamma_{d} \eta_{b c} \\
& \quad-\gamma_{b} \gamma_{c} \eta_{a d}-\gamma_{c} \gamma_{d} \eta_{a b}+\gamma_{b} \gamma_{d} \eta_{a c}-\eta_{a c} \eta_{b d}+\eta_{a b} \eta_{c d}+\eta_{a d} \eta_{b c}  \tag{III.A.9}\\
& =\frac{1}{2}\left(\gamma_{a} \gamma_{b c} \gamma_{d}-\gamma_{d} \gamma_{b c} \gamma_{a}\right)-\eta_{a b} \eta_{c d}+\eta_{a c} \eta_{b d} \tag{III.A.10}
\end{align*}
$$

One can also verify the following identities

$$
\begin{align*}
& \gamma_{a} \gamma^{a}=4 I, \quad \gamma_{b} \gamma^{a} \gamma^{b}=-2 \gamma^{a}, \quad \gamma_{c} \gamma^{a} \gamma^{b} \gamma^{c}=4 \eta^{a b} I,  \tag{III.A.11}\\
& \gamma_{d} \gamma^{a} \gamma^{b} \gamma^{c} \gamma^{d}=2 \gamma^{a} \gamma^{b} \gamma^{c}-4 \gamma^{a} \eta^{b c}+4 \gamma^{b} \eta^{a c}-4 \gamma^{c} \eta^{a b} \tag{III.A.12}
\end{align*}
$$

From the above definitions and identities, one can check that $\gamma^{a b c}=-\gamma_{d} \gamma^{a b c d}$. This also implies that

$$
\begin{equation*}
\gamma^{a b c}=\epsilon^{a b c d} \gamma_{d} \gamma_{5} \tag{III.A.13}
\end{equation*}
$$

where $\epsilon_{0123}=+1$. Indeed, $\gamma_{5}$ can be written as

$$
\begin{align*}
\gamma_{5} & =\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}=\delta_{0123}^{a b c d} \gamma_{a} \gamma_{b} \gamma_{c} \gamma_{d} \\
& =\frac{1}{4!} \epsilon^{a b c d} \gamma_{a} \gamma_{b} \gamma_{c} \gamma_{d} \tag{III.A.14}
\end{align*}
$$

and one readily sees that

$$
\begin{equation*}
\epsilon^{a b c d} \gamma_{d} \gamma_{5}=\epsilon^{a b c d} \gamma_{d} \frac{1}{4!} \epsilon_{e f g h} \gamma^{e} \gamma^{f} \gamma^{g} \gamma^{h}=-\gamma_{d} \gamma^{a b c d} \tag{III.A.15}
\end{equation*}
$$

Another useful relation implied by the previous one is

$$
\begin{align*}
\gamma_{d} \gamma_{5} \gamma_{a b} & =\gamma_{d} \gamma_{a b} \gamma_{5} \\
& =\gamma_{d a b} \gamma_{5}+2 \eta_{d[a} \gamma_{b]} \gamma_{5} \\
& =-\epsilon_{d a b c} \gamma^{c}+2 \eta_{d[a} \gamma_{b]} \gamma_{5} \tag{III.A.16}
\end{align*}
$$

where in the second equality we have used (III.A.8).
A last useful relation that can be obtained from (III.A.8) is

$$
\begin{equation*}
\gamma_{a} \gamma_{b c} \gamma_{d}-\gamma_{d} \gamma_{b c} \gamma_{a}=2 \epsilon_{a b c d} \gamma_{5}+2\left(\eta_{a b} \eta_{c d}-\eta_{a c} \eta_{b d}\right) \tag{III.A.17}
\end{equation*}
$$

which can be checked by replacing $\gamma_{5}$ with (III.A.14).
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[^0]:    ${ }^{1}$ Note that the initial conditions are supposed to be completely independent here. This is not always the case as there can be relations between them, that we call constraints. Constrained systems will be discussed in the following.

[^1]:    ${ }^{2}$ The first equation is the formal variation of a quantity $H$ while the socond one is the variation of $H=p_{i} \dot{q}^{i}-L$.

[^2]:    ${ }^{3}$ Actually, one could also take a function $f$ that depends on $\dot{q}$ and $\dot{p}$ as we are off-shell. However, one can show that redefinitions, involving trivial symmetries of the equations of motion, permit to get rid of this dependence.

[^3]:    ${ }^{4}$ Canonical transformations will leave the cquations of motion invariant if we also have $\delta H=0$. In this case, they are generated by a symmetry of the action which is a constant of motion. Note that equations of motion could a priori also possess symmetrics that are not canonical. These will however not have Noether charges associated to it.

[^4]:    ${ }^{5}$ Proofs of these theorems can be found in [33].

[^5]:    ${ }^{6}$ Note that we actually need to require $\left[\Phi_{j}, \phi_{m}\right]$ to be of constant rank so that $V_{a}^{m}$ is fixed on the constraint surface.

[^6]:    ${ }^{7}$ Note that this procedure can not always be implemented because there docs not always exist gauge fixing conditions that are globally well defined. This phenomena is known as the "Gribov obstruction".

[^7]:    ${ }^{8}$ For the same reason as in the unconstrained case, we can get rid of the dependence in $\dot{q}$ and $\dot{p}$ by means of redefinitions which are trivial symmetries of the equations of motion.

[^8]:    ${ }^{9}$ Here, we do not want to enter into any discussion about the problems of a canonical quantization of general relativity and refer the reader to the book of Wald [34], see especially chapter 14.

[^9]:    ${ }^{10}$ This formulation is mainly inspired from the results of Barnich and Brandt stated in [18], see also references in that paper. Note that there does exist a quite recent work by Barnich and Compere [19] which discusses the removal of the condition of asymptotic linearity.

[^10]:    ${ }^{11}$ We refer the reader to the next chapter for a description of this formalism.

[^11]:    ${ }^{1}$ One could also check that these tensors contracted with Killing vectors can be written as total derivatives.

[^12]:    ${ }^{2}$ Another way, to see this, is as follows. From Lemma 3 and the linearization stability constraints, we can chock that any SDT tensor satisfying $\left(\square+n^{2}-2 n-2\right) T_{a b}=0$ with $n=2$, such as $E_{a b}^{(2)}-\sigma E_{a b}^{(1)}$ and $B_{a b}^{(2)}$, is associated to a trivial charge when contracted with a conformal Killing vector. This is also due to the fact that any other SDT tensor built out of quadratic combinations in $\sigma$ can be expressed as the curl of $\kappa_{n b}^{[\sigma, a, I]}$ and is thus not contributing because of (2.5.2). Eventually, from Lemma 5, we see that all higher order SDT tensors including $h_{a b}^{(3)}, h_{a b}^{(4)}$ would also be associated to trivial charges. We are thus left considering tensors made out of linear quantities in $\sigma$ and the only possibility is $E_{a b}^{(1)}$

[^13]:    ${ }^{1}$ Actually, this is not completely true as parity conditions should also be imposed to ensure that the boundary contributions at future and past boundarics can be legitimately neglected. See the end of this section for more details about this.

[^14]:    ${ }^{2}$ Here, we do not consider translations as we readily find exactly the same definition as the one given by Ashtekar-Hansen [8] that we derived in the previous chapter.

[^15]:    ${ }^{3}$ We thank D. Marolf and A. Virmani for drawing our attention to this issuc and A. Ashtekar for emphasizing the role of past and future boundary terms in the variational principle.

[^16]:    ${ }^{4}$ The counter-term $\int_{\rho=\mathrm{A}} d^{3} x \sqrt{-h}(K-\hat{K})$ has not the form of an off-shell action for the boundary fields and therefore it does not define a boundary symplectic structure.

[^17]:    ${ }^{5}$ Here, the logarithmic translation is defined as the sum of a logarithmic translation, as defined in chapter 2 (sce also [44, 46]), with a translation.

[^18]:    ${ }^{6}$ Here again, the logarithmic translation is understood as supplemented by an appropriate translation.

[^19]:    ${ }^{7}$ In the presence of mixed terms $g_{\rho a}$, there might be a distinction between the bulk covariant phase space

[^20]:    symplectic structure defined from the action and the one defined from the equations of motion, see (3.1.23). One would then need to prescribe which one is the bulk symplectic structure, sce [86] for an example where such a prescription plays an important role.

[^21]:    ${ }^{4}$ Note that in [100], we only established them for a specific gauge choice of the vielbein.

[^22]:    ${ }^{2}$ Note that the fixed timelike index is now upstairs, contrary to the definitions of the momenta. We hope that this (arbitrary but innocuous) switch in the convention will not upset the reader too much.

[^23]:    ${ }^{3}$ Note that the $v_{\mu \nu}$ obtained here, and which lead to a regular spin connection, do not satisfy the gauge fixing conditions (5.3.18) and (5.3.19) proposed in Section 5.3, where the aim was rather to define surface integrals.

[^24]:    ${ }^{4}$ We would like to thank A. Virmani and R. Emparan for pointing out this reference to us.

[^25]:    ${ }^{5}$ Note that several typos are present in the computations of this original paper.

[^26]:    ${ }^{3}$ We have the same conventions as in [132]. We would like to warn the reador that supergravity is a jungle of conventions and one should always pay great attention when using conventions of others.

[^27]:    ${ }^{1}$ Here, supertranslations have obviously nothing to do with the supertranslations discussed in Part I.

[^28]:    ${ }^{2}$ In references [142] and [144], they indeed considered $\hat{E}^{\prime \mu \nu}+\left(\hat{E}^{a \nu}\right)^{*}$.
    ${ }^{3}$ Indeed, we can actually take the spinors to be the Killing spinors of flat space in cartesian coordinates.

[^29]:    ${ }^{4}$ Note that all supersymmetric solutions of $\mathcal{N}=1$ supergravity were classificd in [138].

