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I'. Tu savais qu’il y a des milliards d’années, il y a eu le Big-Bang !

R. Ah ah, oui bien siir, et moi je m'appelle Albert Einstein.

F. M'enfin, tu rigoles ou quoi ? Tu ne crois pas que la théorie du Big-Bang soit vraie ?

R. Le monde a été créé en sept jours... Tu devrais pourtant le savoir...

F. Mais enfin R., c’est ce que raconte la religion ¢a... La science, clle, apporte des faits... On peut
vérifier 'hypothése du Big-Bang en mesurant la température du rayonnement cosmique. C’est en
quelque sorte un rayonnement fossile qui nous explique ce qui s’est réellement passé. C’est du méme
ordre que reconstituer I'histoire de I’évolution des especes !

R. L’évolution des especes 7

F. Ben oui, la théorie de Darwin, celle qui montre que les espéces évoluent au cours du temps et
que I'homme descend du singe.

R. C’est toi le singe...
F. Mais enfin, tu vas pas me dire que tu crois pas a cela non plus 7
R. Tu sais, ta science, ¢'est tout autant une croyance. Tu te bases sur des soi-disant faits, des

croyances, des choses que tu n'as jamais réellement vu de tes propres yeux. Et maintenant, tu joues
au scientifique qui veut imposer ses opinions aux autres. Laisse donc les gens croire ce qu’ils veulent !

On fait la science avec des [aits, comme on fail une maison avec des pierres ; mais une accumu-
lation de faits n'est pas plus une science qu'un tas de pierres n’est une maison.

Henri Poincaré (1854-1912), La science et I'hypothése.
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A first step into theoretical physics

Theoretical physics is a branch of physics whose ultimate goal is to formulate a (hopefully)
unified theory that would be able to describe all phenomena that surround us, all laws
of Mother Nature. One could picture it as the search for the DNA code of Nature. Our
most serious candidate for this unified theory, the “theory of everything”, is known as
String Theory. As of today, the ideas developed in theoretical physics may rather sound
like mathematical curiosities disconnected from reality. However, one should be aware
that a certain amount of mathematical abstraction has always been required to construct
theories that describe phenomenas of Nature. This awkward feeling one may experience
with respect to contemporary theoretical physics is certainly strongly correlated to the
absence of experimental verifications of the theories developed and studied by the actual
community of theoretical physicists.

Once upon a time, physicists used to formulate theories to describe phenomena of Nature
they could experience. Isaac Newton’s theory of classical mechanics and law of universal
gravitation were formulated in 1687 relying upon experiments. However, we know today
that Newton’s theory of classical mechanics only describes systems of particles at sizes and
velocities we can experience in daily life, An experimentally tested theory is a valid theory
if it gives a good description of some phenomena “within the limits of accuracy of the
experiments one can design to check its validity”.

The first hint that Newton’s classical mechanics is only useful to describe systems in
specific regimes appeared through the formulation of the laws of electromagnetism, describ-
ing electric, magnetic and optic phenomena, as given by James Clerck Maxwell in 1861.
From one point of view, the theory of electromagnetism is clearly different from classical
mechanics as it is a field theory where the variables can depend on the time coordinate but
also on the coordinates of space. From another point of view, electromagnetism is also a
theory whose formulation was dictated by experiments. As such, if the theories of both
Maxwell and Newton were describing physical systems, they should rely on the same un-
derlying physics. The discovery of electromagnetic plane waves, as solutions of Maxwell’s
equations, and the Michelson-Morley experiment led to conclude that light was an electro-
magnetic wave that traveled at the same velocity in any Galilean reference frame. This was
obviously in contradiction with the underlying concepts of Newton’s classical mechanics.
This situation is maybe one of the most illustrative examples where inconsistency between
theories relying on experiments was dealt with through theoretical considerations.

The resolution of this contradiction was brought in by Einstein in 1905 in his theory
of special relativity. Einstein postulated that one can not go faster than light and that



physics should be equivalent in every inertial reference frame. To agree with this, one has
to generalize the notion of Galilean reference frames. Relativistic classical mechanics is
a generalization of Newton’s classical mechanics that takes into account effects predicted
by special relativity. The beauty of special relativity is that Maxwell’s field theory of
electromagnetism was already cast in a form that agrees with Einstein's theory. As such,
Maxwell’s theory is a relativistic field theory.

From experimental facts, it was already quite clear at the time that Newton's theory of
classical mechanics was also not valid to describe very small sized objects such as subatomic
particles. The description of such systems was explained through the theory of quantas at
the beginning of the XX** century. The quantum theory of electromagnetism, a relativistic
quantum field theory, required the matching of the quantum theory of particles with special
relativity. The formulation of such a theory led to the construction of relativistic quantum
ficld theories which provide a unified framework to describe field-like objects and particle-
like objects.

Along the XX century, two new interactions known as the weak and strong interactions
were uncovered. The range of these interactions is very small. This makes them purely
quantum-like in Nature. Just like electromagnetism, these interactions are also described
by specific quantum field theories. The unification of the clectromagnetic, weak and strong
interactions is formulated by the Standard Model of particles. In this model, the interactions
mediate the dynamics of the elementary parts of matter, called elementary particles. These
elementary particles are understood as sources of the fields.

In this whole discussion, we have left aside Newton’s law of universal gravitation. Along
with the discovery of special relativity, it seemed logical that one should modify such a
law in a way that takes into account relativistic effects. Instead of dealing with such
a reformulation, Einstein introduced a totally new concept of space and time based on
the principle of equivalence, which roughly states that all observers [all the same way in
a gravitational field. Its main idea was to translate the free-fall trajectory followed by an
object submitted to a gravitational field into a trajectory in a curved spacetime background.
The gravitational field is also understood as the curving of spacetime, while energy acts as
its source. This theory of General Relativity was formulated by Einstein in 1915.

The experiments one can design today allow us to appreciate the beauty of the quantum
field theories of the electromagnetic, weak and strong interactions but also of the theory of
General Relativity describing the gravitational interaction. These theories could be thought,
at our time, just like Newton's law at the time it was formulated; they are valid theories
in the sense that they have survived all experimental tests one was able to design to check
their validity.

However, there is a main difference. Indeed, for example, the theory of general relativity
has predicted its own domain of validity through the existence of black hole singularities.
For describing such entities, one needs an understanding of the gravitational interaction at
the quantum level. Also, the formulated quantum field theories are not well understood in
non-perturbative regimes. As such, and in the “absence” of experimental facts, new insight
is required.

In the last thirty years or so, theoretical physics has become more and more a branch
of physics in itself which tries to approach the formulation of a quantum theory of gravita-
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tion, and the description of non-perturbative phenomena, through the study of symmetries,
dualities and correspondences between various theories. One of the most notorious theory
that has come out of these analyses is known as String Theory. In this theory, one considers
elementary particles and interactions as different vibrations of extremely small unidimen-
sional strings. The main success of string theory is that it provides a quantum theory that
contains gravity, i.e. the spin 2 particle is also understood as a mode of the vibrating string.

To deal with the many puzzling phenomena Nature wants to reveal us, one needs to
be equipped with appropriate mathematical tools. The work presented in this thesis deals
with aspects of the theory of General Relativity and its symmetries. I would like to consider
this work as a piece of the puzzle.
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About this thesis

The research I conducted during these last four years, which is reported in this thesis, was
motivated by the application of the electromagnetic duality idea to general relativity. It has
been shown, in 2004, that such a duality symmetry exists at the level of the linearized action
of general relativity [1]. It is known as gravitational duality. The hope that gravitational
duality could be a symmetry of the non-linear theory finds its origin in the existence of a
solution of the non-linear Einstein's equations, known as the Lorentzian Taub-NUT metric,
which seems to describe a gravitational monopole. This solution presents several aspects
of an ill-behaved solution of Einstein's equations, as described by the usual notions and
tools introduced by general relativity, and is often rejected on physical grounds. However, if
general relativity predicts its existence, I believe that this may not be the correct attitude.
Indeed, I think one should rather try to explain how it can be described or, at least, try
to formulate the appropriate framework where one could deal with such solutions. This
thesis addresses the gravitational duality symmetry in the linearized theory and highlights,
from several different perspectives, the problems underlying a complete understanding of
gravitational duality, and the description of dyonic solutions, in the non-linear theory.

During my work on gravitational duality, I got interested in the study of charges associ-
ated to asymptotically flat spacetimes at spatial infinity in general relativity or supersym-
metric extensions of it. The usual “Nocther” charges one defines in general relativity arc
referred to as “electric” charges. The topological ones, which we were able to define at the
linearized level through gravitational duality, are referred to as “magnetic” charges. It is
using a specific framework, known as the Beig-Schmidt formalism, that I started wonder-
ing about a possible formulation of topological charges at the non-linear level. However,
I realized that. even nowadays, some subtleties in the definitions of “electric” conserved
charges at spatial infinity or in hypotheses underlying validity of variational principles are
not completely settled. In the last two years, I have mainly focused on trying to clarify
these issues. The history will tell us if this was of any help in understanding “magnetic”
charges at the full non-linear level.

This thesis describes the work that was presented in the following publications, given in
chronological order,

1. “Supersymmelry and Grantational duality”
R. Argurio, F. Dehouck, L. Houart
arXiv:0810.4999v3 [hep-th] Phys. Rev. D79: 125001, 2009.

2. “Boosting Taub-NUT to a BPS NUT-wave”
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R. Argurio, F. Dehouck, L. Houart
arXiv:0811.0538v1 [hep-th] JHEP 0901:045,2009.

3. “Why not a di-NUT ? or Gravitational duality and rotating solutions”
R. Argurio, F. Dehouck
arXiv:0909.0542 [hep-th] Phys. Rev. D81:064010,2010.

4. “Gravitational duality in General Relativily and Supergranily theories
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We have chosen to split this thesis into three parts, in a way that seemed more appro-
priate for a presentation of conserved charges in gravity theories, as we now detail.

Part | - Electric side: Asymptotic flatness and Poincaré charges

The first part deals with the definition of “electric” charges for asymptotically flat space-
times at spatial infinity. As we have not been able to make sense of “magnetic” charges
in the non-linear context, we will not have much to say about them in this first part. The
original work presented here is contained in the two more recent publications listed here
above.

Conserved charges for gauge field theories can be constructed from the consideration
of asymptotic gauge transformations, which act as “global” transformations at large dis-
tances. As a consequence, the study of such charges must proceed through the description
of the asymptotic properties of the fields. In more technical terms, we deal with specific
boundary conditions which specify a particular class of solutions that behave asymptotically
in the same way. Given a set of such boundary conditions, one can study the asymptotic
symmetries and construct the “Noether” charges generated by Lhese symmetries, in terms
of surface integrals.

General Relativity is a non-linear theory of space and time that is invariant under
diffeomorphisms, i.e. under local reparametrizations of coordinates. It is thus also possible
to define conserved charges as we have just explained. However, this theory presents two
major difficulties. The first problem is related to the fact that the field in question is
the metric. The background field is now also the dynamical field. For constructing charges
associated to asymptotic diffeomorphisms, one has to describe first in what sense asymptotic
properties of the metric should be understood. Secondly, because it is a non-linear theory,
conserved charges associated to specific asymptotic symmetries might turn ont to present
non-linearities in the asymptotic fields. The analysis is thus more complicated than for
linear gauge field theories, such as electromagnetism.



The study of conserved charges in general relativity was initiated by considering a class
of spacetimes that approach Minkowski spacetime, in two different regimes known as null
infinity and spatial infinity. These solutions are referred to as asymptotically flat space-
times. We only restrict in this first part to considerations at spatial infinity. The study of
asymptotically flat spacetimes at spatial infinity has a long history. Nevertheless, the topic
has constantly been evolving through the years, see e.g. (2, 3, 4, 5, 6, 7, 8] for a relevant
sample of classic works before the eighties, [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19| for a
sample of works in the last thirty years. The traditional approach presented in the literature
can be summed up as follows. The set of boundary conditions are fixed so that they define
a set of physically interesting spacetimes, such as the Schwarzschild or Kerr black holes,
and so that charges can be made finite and conserved. These works have all found that
the non-trivial asymptotic symmetries restrict to the isometries of the Minkowski metric.
As such, one obtains a description of asymptotically flat spacetimes at spatial infinity in
terms of Poincaré charges. One important feature of all these constructions is that the set
of conserved charges are linear in the fields.

The specification of the asymptotic symmetries, through the choice of specific boundary
conditions, is however a quite difficult task. In this first part, we would like to emphasize
the importance of the study of the equations of motion to see what restrictions should be
imposed on the asymptotic fields. Also, we will discuss the problem of regulation of infini-
ties which seems to have been, up to now, the main guideline in the choice of boundary
conditions. Through the study of the equations of motion and the definition of a good vari-
ational principle, we achieve a description of a class of asymptotically flat metrics that is
more general than previously considered in the literature. Our conserved and finite charges
represent a larger asymptotic symmetry group than the Poincaré group. Also, we find that
the Lorentz charges may present non-linearities in the asymptotic fields.

Chapter 1: This first chapter is intended as a broad review of conserved charges asso-
ciated to global and gauge symmetries of an action as described by Noether’s theorem. We
mainly focus on the construction of “global” charges for general relativity. For example,
we review the construction of Abbott and Deser [10] who defined charges associated to
isometries of a background metric. In the asymptotically flat regime, we present a review
of the methods used to describe the asymptotic properties of Minkowski spacetime. At
spatial infinity, we present the work of Regge and Teitelboim [6] who first obtained, from
the Hamiltonian action, Poincaré surface charges as generators of asymptotic symmetries.

Chapter 2: We review the Beig-Schmidt formalisin to describe asymptotically flat
spacetimes at spatial infinity. We propose an extension of their definition of asymptotic
flatness by considering an extended class of metrics. We study the generic construction of
independent, conserved, finite, and non-trivial charges one can built for such spacetimes
through the study of the equations of motion in the asymptotic expansion.

Although we recover the standard results for the “usual” boundary conditions, we stress
out that the equations of motion do impose less stringent restrictions.

Chapter 3: This chapter elaborates on the considerations presented in chapter 2 while
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making use of covariant methods to construct charges associated to asymptotic symmetries.
Our first result is a clear understanding of the equivalence between counter-term charges
constructed from the stress-energy tensor of Mann and Marolf [17] and the construction
of Ashtekar and Hansen [8]. From the study of the symplectic structure for our class of
spacetimes, we show that the variational principle of Mann and Marolf is ill-defined when
specific parity conditions are not imposed. We propose a regulation of the phase space for
a class of spacetimes, where we do not impose these parity conditions, through a fixation of
the ambiguity in the off-shell Einstein-Hilbert action and the symplectic structure obtained
from this action. This analysis generalizes the constructions that are present in the liter-
ature and provides a new way of looking at spatial infinity in the asymptotically Aat regime.

Part Il: Magnetic theory through duality

Gravitational duality is a symmetry of the linearized Hamiltonian action of General Rela-
tivity. If we can define “electric” charges, one should be able to define “magnetic” charges
to characterize the solutions obtained through duality transformations. It is in this sense
that the linearized Taub-NUT solution was first understood as a gravitational dyon, see for
example (20, 21, 22].

The second part of this thesis deals with gravitational duality in the linearized theory.
We use it as a playground to construct topological charges and study the sources of dual
solutions obtained through duality rotations.

Chapter 4: This chapter is a review of the electromagnetic duality as a classical sym-
metry of Maxwell’s equations. We also briefly comment on the great successes of this
theoretical construction, such as the explanation of the quantization of the electric charge.

Chapter 5: In here, we review the gravitational duality as a symmetry of the equations
of motion. We propose a definition of ten “magnetic” charges at spatial infinity, these are
referred to as the dual Poincaré charges. We use this construction as a playground to study
the dual solutions of some “electric” solutions such as the Schwarzschild and Kerr black
holes, and the shock pp-waves. In the presence of topological contributions, we point out
the difficulty, already at the linearized level, of a definition of Lorentz charges in terms of
surface integrals.

Part I11: Gravitational duality and Supersymmetry

Supersymmetry has been one of the major ingredients in providing evidence for dualities
in the realm of string theories and M-theory. In particular, there is a very tight relation
between U-duality [23], the most general duality encompassing electric-magnetic duality,
S-duality and T-duality, and the existence of BPS bounds following from the most general
maximally extended supersymmetry algebra. This relation follows from the fact that states
(or supergravity solutions) which preserve some supersymmetries also saturate a BPS bound
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which takes the form M = |Z|, where Z is a U-duality invariant combination of all the
possible charges arising in the specific theory one is considering. These charges, which
correspond to possibly extended charged objects, arise in the supersymmetry algebra as
central extensions [24, 25, and this is the reason why they enter in the BPS bound.

It is however striking that U-duality acts only on the right hand side of the BPS bound,
while it leaves the left hand side, M, invariant. It is natural to ask whether there are more
general duality transformations that also act on M. It is because of these considerations
that we believe gravitational duality, which maps the mass M to a magnetic mass NN, may
play an important role, see also [1, 26, 27, 28, 29, 30, 31, 32]

It is the purpose of this part III to study the “magnetic” solutions as supersymmetric
solutions of supergravity theories and their “topological” contributions to the BPS bounds
and the supersymmetry algebras.

Chapter 6: To deal with solutions of supergravity theories, we start by a review of
several aspects relevant to the original work presented in the next chapter. We review how
supergravities are local supersymmetric theories and present the A= 1 and N = 2 super-
gravities. We then elaborate on the construction of bosonic solutions to these theories. We
then comment on a specific method to solve for the Kiling spinors, parameters of super-
symmetry transformations.

Chapter 7: In this last chapter, we establish the supersymmetry properties of the
Lorentzian charged Taub-NUT solution in AV = 2 supergravity and review the appearance
of the NUT charge in the BPS bound. We also recover the expressions for the dual mo-
menta established in Part II by considering a complexified Witten-Nester two-form. This
construction also illustrates how the NUT charge copes with the A = 2 supersymmetry
algebra. We end up by discussing these considerations in A" = 1 supergravity through the
study of pp-waves solutions.
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Chapter 1

General relativity and conserved charges

In this chapter, our main concern will be to review the fact that, for general relativity,
conserved charges can be expressed as surface integrals and are associated to asymptotic
symmetries which are to be understood as asymptotic diffeomorphisms that preserve the
form of a given class of metrics at infinity.

To arrive at such statements, we first review, in section 1.1, the Lagrangian and Hamil-
tonian reformulations of Newton’s classical mechanics. This allows us to state Noether’s
theorem which shows that to any differentiable symmetry of an action, one can associate a
conserved charge, known as the Noether charge. The study of the conserved charges of a
system can thus be engineered from the study of the symmetries of the action. In Hamil-
tonian formalism, we see that the Noether charges of the system are also the generators of
the symmetries of the action. To describe gauge systems, we briefly review the Hamilto-
nian formulation of constrained systems. We obtain that gauge symmetries are generated
by first class constraints and are thus vanishing on-shell. In section 1.2, we present the
Lagrangian and Hamiltonian formulations of General Relativity. We also review how Ein-
stein’s equations can be brought into a system with a well-posed initial value formulation.
In section 1.3, we apply Noether’s theorem to gauge fields theories and show that conserved
charges should be associated to asymptotic symmetries. For general relativity, we review
the construction of Abbott and Deser [10] who constructed conserved charges associated to
isometries of a background metric. The section 1.4 is devoted to the study of the asymp-
totic region of Minkowski spacetime, the spacetime of special relativity. We discuss the
presence of two separated regions at infinity known as null and spatial infinity. Focusing
on spatial infinity, we review two different ways the information reaching this region can be
described by means of a limiting procedure of information contained on three-dimensional
hypersurfaces. The seminal work of Regge and Teitelboim [6] which established the role of
surface integrals as generators of asymptotic symmetries at spatial infinity is reviewed in
section 1.5. Eventually, we end up in section 1.6 by a brief summary and a discussion about
several aspects concerning the determination of asymptotic symmetries. This discussion is
also intended as a motivation for the original work presented in the next two chapters.
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1.1 Gauge symmetries and associated charges

Gauge theories are theories that are invariant under local transformations of the variables.
In more formal language, one says that gauge transformations map an allowed state, de-
scribed by the observables (in the case of electromagnetism by the values of the electric and
magnetic fields,...), to another allowed equivalent state. There is thus some redundancy in
the description of the physical variables. The fact that gauge transformations are maps
between equivalent states is to be understood in constrast with global symmetries which
are symmetries of the theory but do change the state of the system.

In this section, we review basic facts about the Lagrangian and Hamiltonian formalisms
of classical mechanics. We stress out how Noether’s theorem is expressed in those two
languages. In the Hamiltonian formalism, we see that the Noether charge, associated to a
symmetry of the Hamiltonian action, is also the generator of that symmetry. We then see
how gauge systems are constrained Hamiltonian systems and briefly review the study of
such systems. The main result of this section is the expression of the generator of a gauge
symmetry, i.e. the conserved charge. We see that the generating function can be expressed
in the basis of (first class) constraints. It is thus zero on-shell. In the next section, we
will comment on how these considerations are generalized to field theories and how one can
make sense of non-trivial conserved charges associated to asymptotic gauge symmetries,

We should stress out that the considerations in this section are largely borrowed from
the book of M. Henneaux and C. Teitelboim [33] and also from unpublished notes prepared
for lectures I gave in september 2010, in collaboration with C. Troessaert, at the sixth
Modave Summer School, Modave, Belgium.

1.1.1 Lagrangian and Hamiltonian formalisms

The Lagrangian and Hamiltonian formalisms are reformulations of the theory of classical
mechanics of Newton. The basic tool of the Lagrangian formalism is to use, instead of the
usual coordinates used in Newton’s classical mechanics (and leading to vectorial equations),
generalized coordinates q;. When some of Newton’s equations may be redundant and way
more complicated to solve, the use of these independent coordinates describe the real degrees
of freedom of the system and simplify greatly its study. The Euler-Lagrange equations
(1788), desribing a system with N degrees of freedom, were obtained by re-expressing
d’Alembert’s principle of virtual works using variational calculus. The result is

S8 Iy, (1.1.1)

where © = 1...N. Newton’s vectorial equations are reduced to a system of N second order
differential equations. Here, L is the Lagrangian

L=L{g,d)=T-V, (1.1.2)

where T and V are respectively the kinetic and potential energy of the system.

During his work on reformulating Lagrange classical mechanics, as we review below,
Hamilton noticed that Euler-Lagrange equations can actually be obtained from an action




principle. This is known as Hamilton’s principle and states that starting from the action

5= /de, (1.1.3)

and demanding that the variation of this action is zero, or asking stationarity of this action,
8S = 0 we recover Euler-Lagrange equations. Derivation of equations of motion by means
of a variational principle is by now a central concept in physics. We say that an action
possesses a good variational principle if the variation of the action is zero upon imposing
the equations of motion.

What Emmy Noether proved in 1918, is that to every symmetry of the action, one can
associate a conserved charge. By invariance of the action we mean that under a transfor-
mation of the generalized coordinates

diy

s o(s?) , (1.1.4)

=0

gi = Gi(q,s) = Gi(q,0) +

where G;i(q;,0) = q;(0), the action is such that S = 0. Alternatively, this means that the
variation of the Lagrangian is equal to a total derivative

dL| _df
ds|,_o, dt’

OL = (1.1.5)

To recover Noether’s result, we see that from considering a generic variation of 4L, we can
write

dL. 0L dq' OLdq'  df

= e o e = - s P
ds Ogds " dpds dt’ (118)
and that, upon using the Euler-Lagrange equations of motion, we have
d | 9L dq¢'
E[a—rl'z;—f]—o (1.1.7)

A constant of the motion, or a conserved charge (), is a function such that dQ/dt = 0. We
have thus proven that when a general transformation is a symmetry of the action, one can
define an associated conserved charge which is
dL dg*
=254 o (1.1.8)
aqt ds
As an example, let us suppose we want to deal with a system that is invariant under
translations of time. We set the parameter s = t and from (1.1.6) we have f = L in the
above demonstration. The conserved charge is just

dH aL dg' ;

—_ =, H=———-L=pg"'— L. 1.1.9
We will see in the following that H is known as the Hamiltonian. It represents the energy
of the system. Through Noether's theorem, we see that the conserved energy of a system
is associated to the invariance of this system under time translations.



Rowan Hamilton (1805-1865) noticed that the Lagrangian formalism may be conlusing
because the generalized velocities g = dgg/dt seem at first sight to depend on the gener-
alized coordinates. However, given the 2N initial coordinates q and g, we would like to
specify, using the Euler-Lagrange equations!, the future of the system at any time t. If this
can be done, we say that the system has a good initial value formulation. We thus see that
the ¢;(t) are depending on the N initial conditions §;(0) of the generalized velocities but
not on the generalized coordinates ¢;. Hamilton's reformulation of the Lagrangian formal-
ism resides in a change of variables to get rid of this potential confusion and set the 2N
coordinates on the same footing. He introduced a set of 2V independent coordinates g; and
pi where p; are the conjugate momenta defined as

(= —. 1.1.1
n= o (1.1.10)
We will refer to these coordinates as the canonical coordinates. To formulate the theory in

terms of these canonical variables, Hamilton defines the function H, called the canonical
Hamiltonian

H.=n¢-L, (1.1.11)

where L is the Lagrangian. The easiest way to see that H is a function of g and p is to
realize that the Hamiltonian is the Legendre transform of the Lagrangian which maps the
space (q,q) to the so-called "phase space” (g, p) and vice-versa.

The Legendre transform of a function f is the function f defined by
fla.py) = max [py — f(9,9)] , (1.1.12)

and depends a priori on the three variables g, p,y. However, one easily sees that the right
hand side of this last equation is maximized when

d d
@(m-f(y))=p—2§=0—m=@, (1.1.13)

which means that if we invert this last relation to obtain ¥ as a function of p, the Legendre
transform only depends on ¢ and p and is defined by

fla.p) = py(p) - f(g, u(p)). (1.1.14)

Said that, and given the definition (1.1.11), one easily verifies that the Hamiltonian
H = H(q,p) is indeed the Legendre transform of the Lagrangian L(g,q) for the variable
y = ¢. Doing this transformation, we have replaced the coordinate ¢ by the coordinate p.

"Note that the initial conditions are supposed to be completely independent here. This is not always the
case as there can be relations between them, that we call constraints. Constrained systemns will be discussed
m the following.




The Lagrangian formalism starts from the definition of a Lagrangian, the conjugate
momenta and the Euler-Lagrange equations

aL
= 1. ‘ [
L = L(q;, Qt) ) P 3 '
d 9L OL
= —aq, - _aq,' =0. (1.1.15)

The properties of the Legendre transform allow to recover, from the Hamiltonian, all the
information about the Lagrangian through the inverse relations that express the velocities
in terms of the coordinates and the momenta. In Hamiltonian formalism, we have the
Hamiltonian and Hamilton’s equations

oH oL OH

H(gi,pi) =pig" — L, b?z—a_q"' d‘=$. (1.1.16)
; oH
-1 o X
pP-= aq' 1 (1.1.17)
where the last two equations in (1.1.16) come from the following two variations®
oH JH L
0H = —4q" + —op" , 0H = aop™ — =—6q" . 1.1.1
301+ gpdP ndp" = 500 (1.1.18)
The relation (1.1.17) is a rewriting of Lagrange’s equations
d 9L OL oL oH
0= — - —=p" - — =p" + —— . 1.1.19
00 O " 9 P Tap L112)

Omne easy way to recover Hamilton's equations is [rom the variational principle
0=6S=6/Ldt = 6/(p"t}"—H)dt

= .n-‘a—f{' - (p™ ﬁ n 2

Note that we also need to set dq,(t;) = dq:(t2) = 0. Here, the action S is called the
Hamiltonian action.

An important object one can define on the phase space (¢, p) is the Poisson bracket

oF 0G OF oG
dq" Opn Opn g™’
where [* and G are functions of the canonical variables p and ¢. Using this bracket, the
equations of motion take the simpler and more compact form

[F,G] = (1.1.21)

F=|FH|, (1.1.22)

?The first equation is the formal variation of a quantity H while the sccond one is the variation of
H=pgq - L.



whith F = p or F = q, or more generally ' = F(q,p). We see that the Poisson bracket
defines the evolution of the dynamical variables F(q, p).

An important property of this bracket is that for every function G(g, p, t) on phase space,
we have

dG  0G G ; 0G oG

— D s 0 —_ — —_— l.l.23

it 3q.~q'+6p,p + = (G, H] + 3 ( )
where in the second equality we made use of Hamilton’s equations. As we already said, a
function G(g,p,t) is a constant of motion if it fulfills dG/dt = 0. The Poisson bracket of
two constant of motions will thus be another constant of motion. Indeed, given G, and G3,
two constants of motion, we have

dGa oG,

e kil s
ad

—55[0"02] . (1.1.24)

”GlsGZ].Hl [Gh[GZi H" + [[Gh H]!02] = [le AV sG2l

where we used the Jacobi identity, which the Poisson bracket satisfies, and (1.1.23). This
result states nothing else than

dG, _ dG, B _ dGy B
at =0, —aT_O’ G3 =[Gy, Gy - T =0 (1.1.25)

In other words, we have shown that the constants of motion form a closed algebra under
the Poisson bracket. Note eventually that if a function G does not depend explicitly on
time, the condition for G to be a constant of motion reduces to

[H,G]=0<->C=%g—=0, (1.1.26)

meaning that it must Poisson commute with H. This also implies that if the Hamiltonian
does not depend on time, it is automatically a constant of motion.

Let us now revisit Noether’s theorem in the Hamiltonian formalism. Here, one could try
to generalize the change of coordinates that left the Lagrangian action invariant by defining
a general transformation of the form

50:‘ o Qi(Ql P, t) 1 apl - Pl(QsP: t) 1 (1'1‘27)
that would leave the Hamiltonian action invariant. As previously said, we look for®

SL = df (q,p,t)

- 2ER. (1.1.28)
Now, by computing 6L = §(p;¢* — H), we get
- d oOH oOH df
o ¢ R —_—— = —); = —, ki
6L=Pi' +pgQ— 5P~ 5 Q= (1.1.20)

I Actually, one could also take a function f that depends on ¢ and p as we are off-shell. However, one
can show that redefinitions, involving trivial symmetries of the equations of motion, permit to get rid of this
dependence.




By further expanding the total time derivatives, one obtains

oQ’ 8Q. _Of OH

. ________l _____l i
Bt ps gt ~ 5t s g a,» =L ™

OH p _9H 11 =0 (1.1.30)
i

Off-shell, the ¢'s and the p’s are independent of the ¢’s and p’s. One sees that the equation
actually decouples into a set of three equations, the first two terms can easily be seen to
rewrite as

a R
ﬁ _'a_q“'(pJQ) "f) )

I

) 4
Qi 3_Pi(ijJ -f). (1.1.31)

Defining G = p;@Q’ — f and using the definition of the Poisson bracket, we can write
b =Qi=|a0,Gl, dpi=P=pG]. (1.1.32)
If we now plug this last result into the last term of (1.1.30), we obtain

o - MWQ-f) 0H, OH, _ ac: OHOG _ OH 0G
B ot dp; aq; g 3p; 3Q. a‘h 6p,
3G

= 1G HY, (1.1.33)

which is the same as saying that G is a constant of motion.

From (1.1.32), we see that symmetries of the action are generated by a function G =
p;Q — f. We refer to them as the generators of the symmetries or the generating func-
tions. Note that transformations that are generated by a function G are called canonical
transformations as they leave the canonical Poisson bracket invariant’. What Noether's
theorem tells us is that to each symmetry of the action, one associates a conserved charge,
or constant of the motion, which is also G.

The role of G is thus twofold: It is the generator of a symmetry of the action and also
the conserved charge associated to this symmelry.

In this thesis, we will always be concerned with symmetries of the action and their
associated charges. For a specific symmetry, we will thus no longer make any distinction
between its generator or its associated conserved charge.

Let us now see how one can describe gauge systems as Hamiltonian systems where some
additional constraints are imposed.

1Canonical transformations will leave the cquations of motion invariant if we also have §H = 0. In this
case, they are gencrated by a symmetry of the action which is a constant of motion. Note that equations of
motion could a priori also possess symmetrics that are not canonical. These will however not have Nocther
charges associated to it,




1.1.2 Gauge systems as constrained Hamiltonian systems

As we already emphasized, gauge theories are theories that are invariant under local trans-
formations. In Lagrange’s formalism, one sees that the presence of a gauge symmetry implies
that the evolution of the dynamical quantities may allow for arbitrary functions of time.
A gauge system is a system where the values of the generalized coordinates and velocities
are given but where some transformations do not change the values of the accelerations
which describe the physical quantities. In a sense, there are less degrees of [reedom than
the apparent ones, i.e. the ¢;. Mathematically, gauge systems can be recognized as follows.
If one starts from Lagrange’s equations

555 50 = (1.1.34)

and plugs in
d_op o o D
dt ~ Ot o ' Ot o¢1 '
the Euler-Lagrange equations write

L AL L
P e = — — ] — . A
Y 5500 ~ o ¢ agoq (3:130)

(1.1.35)

From this equation, one sees that the accelerations ¢/ at a given time are uniquely deter-
mined by the velocities and positions at that time if

%L

dt(()]d‘

)#0 (1.1.37)

meaning that this matrix can be inverted. Gauge systems will precisely fall into the class
of systems where this matrix cannot be inverted.

To discuss gauge systems, we consider systems for which the matrix
&L
T o@agt’
is non-invertible, or not of maximal rank. We will fix the rank, assumed to be constant

throughout (g¢,g)-space, of the matrix A to be 2N — M. By using the definition of the
conjugate momenta, we sce that

(1.1.38)

2L
ag" d¢*

meaning that the determinant of the Jacobian J;; of the transformation from the p; to
the §; is zero. Alternatively said, this means that the Legendre transform is not invertible
or equivalently that, from p = dL/dq, one can not determine uniquely the velocities as
[unctions of the canonical variables p,¢q. One immediate consequence is that the conju-
gate momenta are not all independent but there rather exists some relations between the
canonical coordinates that we call "primary constraints”

¢m(q,p) =0, (1.1.40)

det(z=75=) =0 det(J;5) = det(9p;/9¢’) = (1.1.39)
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where we let m = 1...M in agreement with the rank of A. The name ” primary constraint”
comes from the fact that the equations of motion are not used and imply thus no restrictions
on the ¢' or ¢'. Here and in the following, we will always assume that the constraints are all
independent. In full generality, one could also imagine a (reducible) system of constraints
where only some of them are independent. We refer the reader to [33] for a study of reducible
systems.

An Hamiltonian system in the presence of a general set of constraints is called a con-
strained Hamiltonian system. Although we have understood gauge systems as constrained
Hamiltonian systems, one should pay attention to the fact that the latter system is a more
general one as not all constrained Hamiltonian systems can be obtained from a gauge prin-
ciple.

The rest of this section aims at reviewing the theory of constrained Hamiltonian systems.
Especially, we point out how one can recover the invertibility of the Legendre transform,
the classification of constraints into primary and secondary constraints and then into first
and second class constraints, and how one can “solve” for the constraints. As previously
mentioned, our aim is to show that first class constraints generate gauge symmetries. Indeed,
reviewing Noether’s theorem, we see that global symmetries are associated to first class
functions which are constant of the motion while gauge symmetries are associated to first
class functions which can be decomposed into the basis of first class constraints. As a
consequence of this last result, the gauge symmetries are thus associated to trivial charges.

Recovering invertibility of the Legendre transform

To deal with constrained Hamiltonian systems, defined from a Lagrangian, one must see at
what cost the invertibility of the Legendre transform can be recovered in the presence of
primary constraints,

The first thing to notice is that the properties of the Legendre transform imply that
H = ppq™ — L is a function of the canonical variables because

6H = §"6pp - éq"-% . (1.1.41)

However, in the presence of constraints, it is only a uniquely defined function of the canonical
variables on the primary constraint surface, the (2N — M )-dimensional submanifold defined
by om =0.

If we want to restore the invertibility of the Legendre transform, we need to introduce
M extra variables, in agreement with the fact that the Legendre transformation can only be
well defined between spaces of the saine dimnensionality. To achieve this, we will impose that
the primary constraint surface is smoothly embedded in phase space and that it satisfies
some regularity conditions that, roughly said, allows us to use the primary constraints as a
local set of coordinates in the vicinity of the constraint surface. Under these assumptions,
one can check the following two theorems®

Theorem 1: If a (smooth) function G on phase space vanishes on the primary con-
straint surface, then (locally) G = g™ ¢m.

*Proofs of these theorems can be found in [33].
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Theorem 2: If X\, 8¢™ + p"dp,, = 0 for arbitrary variations §q™, dp,,, then

Apm
o=
uto= umPm (1.1.42)
Opn
for some u™. These equalities are true on the primary constraint surface.
With the help of the second theorem, it is easy to see that by using (1.1.18)
H" . L. - 0H e
—_—t — -_— = = 1.1.43
(3q" + aq,,)éq + (ap" Gn)0p" =0, ( )
we obtain the defining relations of the inverse Legendre transformation
5 oH ¢ oL OH O
n gt e bl gt 2 o] R i Mo 1.1.44
ik A7 A T

which now defines a transformation between spaces of the same dimension 2N. From (q,4)
space to the primary constraint surface of phase space, we have

L. - seo 3 =
"=q", pn=%(mq). u™ =u"(q,q) . (1.1.45)

We have thus achieved our goal of restoring invertibility of the Legendre transformation
by adding the extra independent variables ™ thereby permitting a transformation between
two spaces of same dimensionality.

With this in hand, we can go from the Euler-Lagrange equations to Hamilton's equations
and we get

o O om0 OH| 08,

ap" apn ! aqn 5 aqn !

where the equations of motion can be written using the Poisson bracket as

F =|F, H) +u"|F, ¢m] - (1.1.47)

Oml(pg) =0,  (1.1.46)

The first relation in (1.1.46) permits to recover the 4" when given the momenta (upon
imposing ¢m = 0) and the u™. Because the d¢,,/dp, are assumed to be independent, two
different sets of ©™ must give two different sets of ¢". This also implies that the u™ can in
principle be expressed as u™(q, ¢).

Note that these equations of motion could also be obtained from the variational principle

tz
8| (@"pn—H—u"¢m)=0, (1.1.48)

under arbitrary variations dq, dp, and §u™ with dg,(t,) = dgn(t2) = 0. Here, the w™ appear
as Lagrange multipliers enforcing the primary constraints.
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The consistency algorithm: a full set of primary and secondary constraints

If we look at the equations of motion (1.1.46) for a constrained system, we sce that a
necessary requirement is that every primary constraint also satisfies

bm = [Om, H] + 6" [@m, ¢n] = 0. (1.1.49)

Depending on the appearance of the parameters ©™ in the above expression, this re-
quirement provides us with a secondary constraint N(p,q) = 0, a relation involving only
the ¢'s and the p’s and independent of the primary constraints, or with a relation involving
the u’s and thus restricting these parameters. Also, as an iterative consistency algorithm,
if there is a secondary constraint N(g,p) we also need to check that

N =[N, H] + u™[N, ¢pm] =0, (1.1.50)

does not bring new secondary constraints. In the end, we are left with a total sytem of J
constraints (primary and secondary) that we collectively denote by

®;, j=1.MM+1.M+K(=J), (1.1.51)

where K of them are secondary constraints. Note that we also assume in the following that
the regularity conditions discussed above for the primary constraints apply to the full set
of primary and secondary constraints. Remember that the constraints are assumed to be
all independent such as to form an irreducible set of constraints.

Towards a more fundamental classification of constraints: first and second class

Having determined the full set of constraints, the set of J nonhomogeneous equations linear
in the M unknown (M < J) parameters u™

(@, H] + u™[®;,¢m] =0, (1.1.52)

should possess solutions. Otherwise, this would mean that the system desribed by the
Lagrangian is inconsistent. In the last equation, the sign = refers to an equality that is only
true on the primary constraint surface, We say that the expression is ”weakly vanishing”.
One important consequence of Theorem 1 is that two functions that are the same on the
constraint surface should be related by

F~G—F-G=c(qp®, (1.1.53)

where the sign = denotes equality on the full phase space. A function on phase space that
is = 0 is said to be "strongly vanishing”. Also, for three quantities A, B, and C with C =0,
we have, using the Jacobi identity,

[A, BC] = B|A,C] + [A, BIC ~ B[A,C] - B[A,C] ~ [A, BC] . (1.1.54)

The general solution to the non-homogeneous first order differential equation (1.1.52) is
given by

W™ U™+ vavﬂm ; (1155)
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where U™ is a particular solution and V™ = v®*V™ is the general solution of the associated
homogeneous system

V™®;, ém] ~ 0, (1.1.56)

written in the basis® of linearly independent solutions V. Upon solving this system, we
have achieved a split between what is fixed by the cousistency conditions, the U™, and what
is left totally arbitrary, i.e. the coefficients v®.

One particularly interesting thing to notice is that both the primary constraints ¢, =
V,"¢m and H' = H + U™, defined using (1.1.55), Poisson commmnte with the general set
of constraints ®,

(@, H'| =0, [®;,¢d=~0. (1.1.57)

Indeed, this can be seen by plugging the general solution (1.1.55) into the consistency
conditions (1.1.52) and using (1.1.54). Doing so, we obtain

[®;, H'] + v*(®;,¢a] = 0. (1.1.58)

However, ¢, is also a basis of primary constraints which are solutions of the homogeneous
equation

v @), da) = 0, (1.1.59)
implying that [®;,¢.] = 0. To complete our proof, we just need to implement this last

relation into (1.1.58).

The fact that ¢, and H' Poisson commute with the general set of constraints is a
motivation to introduce a more interesting classification of constraints which makes direct
use of the Poisson bracket.

A function F(q,p) is said to be first class if its Poisson bracket with every constraint
vanishes weakly

[F,®;] ~0. (1.1.60)

If it is not first class we will call it second class. A first class function on phase space is
said to Poisson commute with all the constraints. Our first examples of first class functions
are thus ¢, and H'. In the following, we split the full set of constraints ®; into first class
constraints v, and second class constraints Y.

Before proceeding, let us define the total Hamiltonian as being the sum of the first
class Hamiltonian H' = H + U™ ¢y, and the first class primary constraints ¢, multiplied by
arbitrary factors v

Hr = H' +v"¢q. (1.1.61)
One can check that the equations of motion reduce to

F =[F H]+ u™F, ém| =~ [F, H + u™¢m) ~ [F, Hr|, (1.1.62)

®Note that we actually need to require [®;, ¢ | to be of constant rank so that V™ is fixed on the constraint
surface.
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upon using (1.1.54).

An important property of the definition of first class constraints is that it is preserved
under the Poisson bracket operation. The Poisson bracket of two first class constraints is
first class. This is shown by making use of Theorem 1 and the Jacobi identity. This result
is indeed crucial because we will now show that first class constraints are generators of
symmetries and thus form an algebra. Also, by Noether’s theorem, charges associated to it
should form a closed algebra under the Poisson bracket operation.

First class functions as generators of symmetries

It is easy to see that no second class functions but only first class functions can be generating
symmetries. Indeed, a symmetry of the equations of motion is a variation of the dynamical
variables that leaves the equations invariant. As such they should map an allowed state
to another (equivalent or non-equivalent) allowed state. Because an allowed state sits on
the constraint surface, we should have by consistency of the theory that §®, = 0. If this
last statement is not true, then we would allow for symmetry transformations that bring
us out of the constraint surface, an inconsistent statement. For a canonical transformation,
we have

y 2%. 9. dd. 09,
0‘1’; S _‘_6 n+_‘6"=._.‘. ,G ""_‘E vG
52,00+ 550" = 5 lg, G] B [»,G]
_ d@, BG + a@: aG = [¢“G] ~ 0 3 (1.1.63)

Bgn Op™ " Bpn A4

which is precisely the requirement that the generating function be a first class function.
When looking at symmetries of the action, we will see that first class functions that are
constant of the motion generate global symmetries. Let us for now review how first class
constraints are understood as generators of gauge transformations. Later, we will recover
these results through Noether's theorem.

As already stated before, given an initial set of canonical variables describing a physical
state at time 5, we expect the equations of motion to fully determine the physical state
at other times. However, we know that, in the presence of constraints, different sets of
canonical variables can describe the same physical state as it is reflected in the definition
of the total Hamiltonian by the set of arbitrary functions v®.

What this means is that any ambiguily in the value of the canonical variables at a
time t) should be a physically irrelevant ambiguily, also called a gauge transformation. In
mathematical language, by picking ¢; = tp 4+ Af, and using the time evolution of dynamical
variables with two different choices of v, denoted v* and ©%, in the total Hamiltonian
expression, we have

oF

AF(tl, tz,ﬁa) - AF(h, ta, v%)
([F, H'] + 9°[F, ¢a]) At — ([F, H']| + v*[F, ¢a)) AL
€*[F, da] , (1.1.64)

where € = (v® — 0%)At is an arbitrary function of time. We say that first class primary
constraints generate gauge transformations. Here, we see that this transformation will not
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modify the physical state at the later time ;. One obvious question is "what about first
class secondary constraints™ 7

There exists no general proof that first class secondary constraints do generate gauge
transformations. At most, one can show that in principle they could. This led Dirac to
conjecture that all first class constraints generate gauge transformations (this is known
as Dirac’s conjecture). We will not discuss the fate of first class secondary constraints in
details here. We will rather assume that all first class constraints generate gauge symmetries,
although one should be aware that counter-examples do exist, see [33].

If we assume that all first class constraints (primary-and secondary) are generators of
gauge transformations, then the most general physically permissible motion should also
allow for general gauge transformations. To this end, we define the extended Hamiltonian
as

Hg = H' + u®y, , (1.1.65)

where v, denote first class constraints. From the extended action principle
Sg = /(P:di — H' - u'®;)dt , (1.1.66)

where the sum is understood over all the constraints, we get the equations of motion for
the extended formalism, see [33],

F=~[F,Hg), ®;=0. (1.1.67)

Let us mention that the extended formalism is really a new feature of the Hamiltonian
formalism that takes into account all the gauge freedom of the theory while the Lagrangian
(or equivalently total Hamiltonian) just restricts to the gauge freedom introduced by the
primary constraints. Indeed, when considering any physically relevant dynamical variable
0, also called observable, which is by definition gauge-invariant, we should have 60 = 0,
which means that its Poisson bracket is weakly zero with all the first class constraints. Its
evolution is thus the same when expressed with respect to Hg, Hy or H'. But this is not
true for gauge-variant dynamical variables where evolution should be described using Hg
which takes into account all the gauge freedom of the theory.

Fixing the constraints

Before moving to Noether’s theorem, let us briefly commment on the fixation of constraints,
as often implemented in the study of constrained Hamiltonian systems. In short, first class
constraints can be gauge-fixed by introducing new ad-hoc constraints’ and second-class
constraints are dealt with by reformulating the theory in terms of the Dirac bracket.

A fixation of first class constraints, generators of gauge symmetries, permits to establish

a one-to-one correspondence between physical states and values of the canonical variables,
by avoiding a multiple counting of states. Getting rid of first class constraints allows one

"Note that this procedure can not always be implemented because there does not always exist gauge
fixing conditions that arc globally well defined. This phenomena is known as the "Gribov obstruction”.
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to describe the true degrees of freedom of the theory under consideration. To implement
this, one introduces new constraints, i.e. gauge fixing conditions. It can be checked that
to obtain a satisfying set of gauge fixing conditions, that we denote by Cy(q,p) = 0, we
need a number of independent gauge conditions that is precisely equal to the number of
* independent first class constraints.

If such a set of gauge fixing conditions has been determined, one consistency requirement
is that there must not exist gauge transformations other than the identity that preserve the
set of gauge conditions and by this we mean

0ut[Chy Y] 20— du” =0. (1.1.68)

This last statement is true when the above Poisson bracket defines an invertible matrix such
that

det([Ch, va]) #0, - (1.1.69)

which alternatively means that the introduced gauge fixing conditions are second class but
that also our previously first class functions v, have now become second class. In this case,
we have completely fixed the gauge freedomn and first class constraints have becone second
class.

Without entering into details, it was noticed by Dirac that to deal with second class
constraints, one can just replace the Poisson bracket by a new one. This new bracket is
known as the Dirac bracket

[Ff Gl’ = [Fv Gl == [Fv Xn]caﬂ[Xﬁ'Gl 3 (ll70)
where Cy,5 is the Poisson bracket of second class constraints

Cag = [Xo: X8l » (1.1.71)

and C*¥ is the inverse matrix such that C*Cg, = 65. By definition, the determinant of
the antisymmetric matrix C,g should not be zero. This implies that it has tobe an x n
matrix with n even, i.e. second class constraints should always come in pairs.

To check that the introduction of the Dirac bracket permits to get rid of second class
constraints, one readily checks that the Dirac bracket of any dynamical variable F(q,p)
with a second class constraint is strongly zero

[Fixy]* = [FXa] = [F, Xa)C™[Xp: Xv] = [F) Xn] = [F,Xa]C*Cpy = 0. (1.1.72)

This means that we can always set the second class constraints to zero either before or after
evaluating a Dirac bracket. The equations of motion become

F =~ [F Hg| =~ |F, Hg)* . (1.1.73)

The most trivial example illustrating this procedure is a system with two second class
constraints, i.e. constraints such that p =2 0, ¢ = 0 but [p,¢] = 1. One checks that the
introduction of the Dirac bracket permits to completely forget about these coordinates.
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Let us make a few additional comments:

Firstly, we have said that the fixation of constraints is sometimes useful. One can
choose to fix all constraints, and especially the gauge freedom of the theory, or only fix
second class constraints. However, it is also interesting to remember that while fixing
first class constraints, we made them become second class. Second class constraints could
thus be reformulated as gauge degrees of freedom before gauge fixation. This procedure can
present some advantages as it permits to bypass the introduction of the Dirac bracket whose
quantum realization may be highly non-trivial. Actually, even in the absence of second
class constraints, the introduction of extra gauge degrees of freedom can be interesting, for
example when one wants to make some hidden symmetry manifest.

We also said at the beginning that the fixation of constraints permits to single out the
true degrees of freedom of our theory. Indeed, we see that a constrained Hamiltonian of 2NV
independent canonical variables with n first class constraints and mn second class constraints
has D degrees of freedom

D=N-n-(m/2), (1.1.74)

where D is always an integer because m is always even, From the above counting, one often
says that first class constraints strike twice. This is understood from the fact that we had to
introduce n extra ad-hoc gauge conditions who implied that the set of first class constraints
became second class, a “new” set of n constraints.

Eventually, let us mention that one can also study constrained Hamiltonians using sym-
plectic manifolds, i.e. manifolds equipped with a closed non-degenerate differential two-form
Wag, the symplectic form. A generic bracket between two functions F' and G is defined as

g 28 0G.
dy> oyP
In this context, one can give a geometrical meaning to the Dirac bracket . It is the bracket

defined using as symplectic structure the pullback of the phase space symplectic structure
onto the constraint surface.

[F,Gl=w (1.1.75)

1.1.3 Noether's theorem

Let us now formulate Noether’s theorem for a generic set of symmetries of the extended
action. We show, as this should start to be clear from previous discussions, that the set of
gauge and global symmetries of the extended action are generated by first class generating
functions that are respectively the first-class constraints and the general functions on phase
space that are constant of the motion.

To show this, we consider the variation of the extended action

Sglg"(t), pa(t), u®(t), u*(t)] = /(pnrj" — H —u®y, — u"xq)dt (1.1.76)
under an infinitesimal transformation

0" =Q", dpn=Py, Su'=U", =07, (1.1.77)
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where the Q,,, P,.U?%, U are functions of ¢, p,t and u and its derivatives®.

The invariance of the action states that the variation of the Lagrangian for a given
symmetry is zero up to a total derivative

d
0L = é"IJn + a(qun) . Qn’.’n ~0H —~ Ua‘Yu s u“é"r‘. - Uaxn v u“&xu
df
= 2. (1.1.78)
Now, let us first introduce
D a .0 a d d
5?—52+uw+ au+ 4 u 5u—,+u aua+"" (1.1.79)
This definition permits to replace time derivatives in the above variation as
d D (9 a
:E_Ht..{. +p dp" 5 (1180)

It is easy to see that the rhs of (1.1.78) will split, like in the unconstrained case, into
three terms. The first two termns, i.e. the ones that multiply ¢ and p, will tell us that the
transformation must be canonical

aG
‘SQn=Qn=‘_‘=IQmG]v ‘Spn=Pn— “-'—'—[pn,,G] (1.1.81)
IPn
where G = p;Q" — f. Because Y, = Ya(9,P), Xa = Xa(q,p) and H = H(p,q) are functions
on phase space, this also implies that

Y2 =[G,  Oxa=[Xa:G|, OH =[H,G]. (1.1.82)

Replacing this in the third term, coming from the split of (1.1.78), immediately gives us an
additional condition on the generating function G
DG &

—D——+[G H] 4+ v®[C, 74| + u"[G, Xa] = U%Ya + U Xq - (1.1.83)
As one can show, it is equivalent to deal with this equation after having set to zero the
second class constraints which we will assume from now on, see [33]. The general solution to
the equation (1.1.83) is the sum of a particular solution of the non-homogeneous equation
with the general solution of the homogeneous part of this equation. Let us first choose a
particular solution of the form Gy, = G(g, p,t). From (1.1.79), we see that

DC oG
i, (1.1.84)
and the equation (1.1.83) becomes
aG = + (G H] + ¢*[G, 7] = Uva . (1.1.85)

8For the same reason as in the unconstrained case, we can get rid of the dependence in ¢ and p by means
of redefinitions which are trivial symmetries of the equations of motion.
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Because this last equation must be true for every set of first class constraints, and thus
particularly on the constraint surface, one sees that our particular solution must be first
class and a constant of motion on the constraint surface
a G

[Gi7a] =0, -52-+[G,H}zo. (1.1.86)
One eventually sees that a general function g(q,p,t,u, %, 1i,...) will be a solution of the
homogeneous equation if it is also a solution on the constraint surface. This also implies
that the general solution of the homogeneous part can always be decomposed in the basis
of first-class constraints as follows [33]

Ggen = .‘Ic(‘l:Py tyul '(.l, U))'Ta ¢ (1187)
We have thﬁs obtained the general solution of the equation (1.1.83)
G = g™(q,p,t,u, 1,1, ...)va + Gg,p,t) , (1.1.88)

where the first termn represent the charges associated to gauge transformations while the
second term represent the charges associated to global symmetries.

In the end, we have shown that global symmetries of the extended action are generated
by functions G(q, p,t) which are first class and constants of the motion. Nocther associates
to it the conserved charge G. We have also checked, as previously announced, that gauge
symmetries are generated by (linear combination of) first class constraints. One important
consequence of this last result is that gauge symmetries have trivial associated conserved
charges as the generators of these symmetries are on-shell vanishing.

After a brief review of the Lagrangian and Hamiltonian formulations of general relativity,
we will see that this is not always the case for gauge field theories, such as general relativity.

1.2 Einstein's theory of gravity

General Relativity is a theory for a spin 2 field that was designed to describe the gravitational
interaction at the classical level. The celebrated equations of Einstein can be written as

Ry, — —;—Rg,,,, = 87GT}, . (1.2.1)

For the vacuum equations, in the absence of sources T),, = 0, the Lagrangian formulation
was established by Hilbert. The Lagrangian is known as the Einstein-Hilbert Lagrangian

9= /d“z Va R. (1.2.2)

Asking stationarity of the Einstein-Hilbert action, one recovers Einstein’s equations in the
vacuum. Actually, this last statement is only true when boundary contributions are dis-
carded. Alternatively, one says that the variational principle is valid, i.e. it gives the
Einstein’s equations, only when boundary contributions can be neglected. We show, in
section 1.5, that this is not always the case. As we will see in the following, the importance
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of these boundary terms are primordial to the construction of non-trivial conserved charges
for general relativity.

The formulation of the Hamiltonian theory for classical systems, constrained or not,
implicitly required a specification of time. The theory of general relativity is a theory of
space and time where there is a priori no preferred time direction. To be able to cast it into
an Hamiltonian form by understanding how one can single out a time direction, we first
review the closely related problem of establishing that general relativity has a well-posed
initial value formulation. Indeed, a positive answer was provided by considering a splitting
of space and time as we now review.

A well-posed initial value formulation

A system possesses a well-posed initial value formulation if an allowed state of that system
can be unambiguously described at a future time ¢;, upon using the equations of motion,
given a set of initial conditions at time ty and if small fluctuations of these initial conditions
at tp do not alter drastically the state at time t). One of the successes of general relativity
is that it has a well-posed initial value formulation when considering, as we explain below,
globally hyperbolic spacetimes. In here, we do not pretend to be rigorous as we are only
interested in reviewing some concepts we will use in the following.

Given a manifold M, a Cauchy surface ¥ is a space-like surface (meaning that all points
on this surface are space-like separated) such that

M=D(Z) U T U D), (1.2.3)

where D*(3) represent respectively the future and past regions of that surface £. The
future region of the surface ¥ is the region of space-time that can be reached from any
poiut lying on the surface ¥ when going along time-like or null directions. A spacetime
which possesses a Cauchy surface is a globally hyperbolic spacetime. To understand the
importance of such a definition, let us comment on the case of AdS which is not a globally
hyperbolic spacetime. In AdS, the information at a given point of spacetime may not
be characterized by the information coming from a specified three-surface as information
arriving from infinity may also contribute. However, Anti de Sitter spacetime has what is
called a Cauchy horizon, a region of spacetime where one can define a Cauchy surface.

The Arnowitt-Deser-Misner [5] (ADM) splitting of space-time precisely achieves this
initial value formulation for globally hyperbolic spacetimes (see also chapter 10 of [34]) of
general relativity through the consideration of Cauchy surfaces. Indeed, the ADM decom-
position of spacetime is a 3+1 space-like slicing of space and time. It permits to consider
the information that lies on a Cauchy surface to be the dynamical information and study its
evolution through the introduction of a preferred arrow of time. The four dimensional met-
ric is split into a three dimensional metric %;; which is the induced metric on the Cauchy
surface. The other components of the metric are seen to describe deformations of 3. They
are known as the lapse N and the shift N;. In terms of the four-dimensional metric g, we

, have

%i5 = 4ij » Ni = g90i N = (-g™)~1/2 (1.2.4)
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Eventually, to describe the evolution of the Cauchy surface, we need a notion of its em-
bedding into spacetime. This is the role of the extrinsic curvature K;;, which measures the
difference between a normal vector to ¥ at a point p and a normal vector (at a point q)
that has been parallel transported to p.

It has been proved that the initial conditions can be described by the triplet (Z, %,
Ki;) when subject to additional initial value constraints. These additional constraints are
the first class constraints obtained from varying the shift and the lapse in the Hamiltonian
action of general relativity, which we now review.

Hamiltonian formulation

Because gencral relativity is a theory invariant under diffeomorphisms, its Hamiltonian
should be constrained. Using ADM coordinates (1.2.4), one constructs the Hamiltonian of
general relativity from its Lagrangian formulation. One checks that it depends on the three-
dimensional metric %;;, its associated conjugate momenta 7'/ (which can be expressed in
terms of the extrinsic curvature), a lapse N and a shift N;. Note that the lapse and shilt
functions do not have associated conjugates as the action does not contain time derivatives
of these functions. They are thus non-dynamical quantities. The Hamiltonian is

Ho(%ij, 7", N, N?) = / d“z(N(x)u(x) + Ni(m)Hi(x)) ; (1.2.5)

where

H = Gyurint - VHR,

Hi = =2 "leJ = -2 % ﬂkj;j — (2 Yniy — aﬂkj,x)"kj ) (1.2.6)

and where the column denotes the covariant derivative associated to %,;;, R is the three-
dimensional Ricci scalar associated to 3y,, and Gy;i is the DeWitt supermetric

1, _ ;
G = 3 572 Coubai + %00k = 0150
Gt]kl Frél 5 391/2 (3gtk3g;l + 39113g_1k = 23gtJ Jgkl) !
) y | —
G‘J“lenm = 67?"; — -2-(6"16',7; + 61;6;,73) . (127)

Hamilton’s equations take the generic form
3:q,-j(:z:) = §(Hamiltonian)/é7"(z) = Ay;,
#(z) = —d&(Hamiltonian)/d6%;;(z) = —~BY . (1.2.8)
In our case, one finds
: o 1
%y = 2N% Y2 (s — 53907") + Ny; + Nyji
) TR N 1 ;
FE | - -—N\/@(RU _ 57?-39;]) e 739—1/2 39”(71’"'"#,,,“ = §ﬁ2) + (".]Nm)lm
_2N3g-l/2(ﬂ,im,”'jn _ %",”.ij) 3 \/fJ(Nij _ Sgt'jfvf"r":) | x™ Nj.m"mi ’

(1.2.9)

1
I'll
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while variations with respect to the lapse and the shift give the Hamiltonian and momentum
constraints

H(z) =0, Hi(z)=0. (1.2.10)

These last equations are constraints as they do not describe the time evolution of some
quantity. The lapse and shift are seen as Lagrange multipliers that enforce the constraints.
In our previous notation, we say that H(z) ~ 0 and H;(z) = 0. One can check that the
bracket of any two of these constraints gives another such constraint, implying that the
bracket is also weakly vanishing. By definition, this implies that all the constraints are first
class.

In their work, Arnowitt, Deser and Misner were motivated to cast the theory in an
Hamiltonian form as a first step towards the quantization® of general relativity. Far from
technicalities, to implement this they introduced gauge conditions to solve for the con-
straints, i.e. to fix the gauge freedom. In particular, their analysis recovered the fact that
the theory is a theory of a spin 2. This is so because the metric only has two dynamical
degrees of freedom when all the redundancy of the theory has been eliminated. From an-
other perspective, their approach also permitted to give the first expressions for the energy
and momentum [4] for a specific class of spacetimes we will discuss in the following.

General considerations about the definition of conserved charges for field theories and
especially for general relativity is the topic of the next section.

1.3 Conserved charges for general relativity

We have seen for classical mechanics that one can associate to each symmetry of the action,
a conserved charge. In the case of a gauge symmetry, the generator of the symmetry is
vanishing on account of the equations of motion.

When looking at a specific field theory with a given set of gauge symmetries, one could
also try to apply Noether’s theorem. The generalization of our previous result to field
theories provides us with the conservation of a current which is vanishing on-shell up to
the divergence of-a superpotential. We will not reproduce the derivation here but it can
be found, for example, in the introduction section of [18] (see also exercise 3.4. of [33]).
Roughly speaking, we have

Classical Mechanics Field theories
‘.iﬁf. -0, R B,k =0, (1.3.1)

The Poincaré Lemma actually tells us that the current j# is on-shell vanishing up to the
divergence of an arbitrary superpotential k“#/. We can write

VST W < (1.3.2)

?Here, we do not want to cnter into any discussion about the problems of a canonical quantization of
general relativity and refer the reader to the book of Wald [34], see especially chapter 14.
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such that d,j* = 0 by antisymmetry of the superpotential.

For field theories, the charges are thus ill-defined as they can be expressed in terms of
an arbitrary superpotential upon using Stoke’s theorem

Q=/8j=fgzk, (1.3.3)

where 9% is the boundary of . This phenomena is known as the Noether puzzle.

From (1.3.3), one however realizes that non-trivial charges could be defined as the flux
of the superpotential through the boundary 9%. It thus only depends on the properties
of k near that boundary. This is a hint that, for gauge field theories, one should define
charges through “surface” integrals by picking the right superpotential. One necessary
requirement is that this superpotential be asymptotically, i.e. close to the boundary, a
conserved quantity.

The construction of charges associated to gauge symmetries, through the determination
of the right superpotential, is however a very difficult problem. Actually, we believe it is
fair to say that there is currently no general understanding of how this can be implemented
for a completely generic gauge field theory, i.e. where no assumptions have been made at
first. The most generic well-established statement about the definition of conserved charges
associated to gauge symmetrics in field theories can be stated as follows '©

Under the assumption of asymptotic linearity, every non-trivial asymptotically conserved
superpotential k is related to an asymptotic symmetry of the background fields.

Altough we do not want to enter into specific details right away, let us just comment on
two important points.

Firstly, the asymptotic symmetries, also known as large gauge or improper gauge trans-
formations, can be understood as specific gauge transtormations which act asymptotically
like global transformations, i.e. they act on the physical state of the system. In classical
mechanics, we have seen that conserved charges associated to gauge symmetries are trivial.
However, for field theories, one sees that it is possible to associate possibly non-trivial con-
served charges to some asymptotic, “global”, transformations. Indeed, as we have reviewed
previously, charges associated to global transformations may turn out to be non-trivial.

Secondly, in the above statement, asymptotic linearity means that the charges can be
constructed from the linearized theory and are expressed in terms of linear combinations of
the fields. The above statement is thus obviously generic for gauge theories that are linear
such as electromagnetism. However, it clearly imposes restrictions if one deals with non-
linear theories. Let us insist here on the fact that the assumption of asymptotic linearity
is not a necessary requirement to the construction of charges. Indeed, conserved charges
that are non-linear in the fields have already been considered in the literature. As we
already pointed out, what this assumption really reflects is our lack of a completely general
treatment of non-trivial conserved charges associated to gauge symmetries of non-linear

'""This formulation is mainly inspired from the results of Barnich and Brandt stated in [18], sce also
references in that paper, Note that there does exist a quite recent work by Barnich and Compere [19] which
discusses the removal of the condition of asymptotic linecarity.
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field theories. In this thesis, we will only discuss the case of general relativity. As it is a
non-linear theory, we will pay much attention to the possible restrictions this assumption
may impose.

The case of general relativity: Abbott-Deser charges

For general relativity, one understands that Noether’s theorem states that charges associ-
ated to diffeomorphisms are zero on-shell up to a divergence of a superpotential, and that
conserved charges should thus be associated to asymptotic Killing vectors of a background
metric. The characterization of the charges of a given solution of Einstein’s equations will
thus require much more work. With all we have said, our task in the rest of this chapter
can be split into the following three steps

(1) Define what we mean by asymptotic Killing vectors of a background metric.
(2) Understand how a solution is said to approach a background metric asymptoticaily.

(3) Determine the form of the conserved superpotential, i.e. the expressions of the con-
served charges, and show they are generated by the asymptotic Killing vectors of a
background metric.

Because the aspects related to asymptotics are probably less trivial to introduce, we pro-
pose to start the discussion by a general construction of conserved charges, when asymptotic
linearity holds, in a way that somehow evades the precise formulation of asymptotic notions,
as referred in (1) and (2). We will see that this construction partially answers step (3).

The construction of Abbott and Deser [10] is indeed a quite generic construction of
charges associated to ezact Killing vectors, i.e. isometrics, of a given background metric.
As such, it evades considerations about the asymptotics of the Killing vectors to which we
will return in the following. However, it is of great interest as we will see that it reproduces
the correct expressions of conserved charges associated to asymptotic Killing vectors when
one assumes asymptotic linearity.

In their paper, Abbott and Deser started by writing the four-dimensional metric in
terms of fluctuations fi,, around a fixed background metric

Guv = glw + h;u/ ) (134)

where the background metric gy, is understood to be a solution of Einstein’s equations.
The Killing vectors , of a background metric g, are the vectors which satisfy

E{"g;w = Duf—u + Duép =10, (1.3.5)

where D,‘ is the covariant derivative associated to g,, and £ is the Lie derivative. To
construct their conserved charges, they started from Einstein’s equations with a cosmological
constant

1

R;w = 2

Rg;w + Aglw =0, (1.3.6)
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and linearized them such that the left hand side becomes
) 1
Ruvt = 5 Rhyw — 5 Re G + My + O(h?). (1.3.7)
By simplifying this last expression with R = +4A and relabeling all non-linear terms O(h?)
by T}, understood as the energy-momentum tensor density of the gravitational field, Ein-
stein’s equations are
1
2
From this, the conserved charges associated to the Killing vectors of the background are
defined as

R‘[‘,U — —R§™ — AR* = (_g)"‘/zTW ) (1.3.8)

2 1 3 e
o . 1.3.
Q) = g [ 2T, (139)
These are the right quantities to be considered as conserved charges because the Bianchi
identity imposes D,T*" = 0 and thus
= 5 = T | = o
D, (T*€,) = (D, T*)E, + é-T“"(D,‘f., + D,&,) =0, (1.3.10)
but also because T*“€, is a vector density such that
Du(T"¢€,) =0 - Ou(T™E,) =0. (1.3.11)
The conservation is thus really understood as a conservation with respect to the partial
derivative, and not the covariant one, of a contravariant density.

Using (1.3.8), it is quite straightforward to show that (1.3.9) can actually be written as
a surface integral [10]

_ 1 _ . oy -
Q[¢] = e f d2S;\/ g’(D,,K"'"" - K"""D,-)fu, (1.3.12)
where
KHovs = %[rr““”” + 9 HM™ — " H® — 1% H“"] , (1.3.13)
H" = p*_ %7,‘"'1;. (1.3.14)

The charges (1.3.12) are known as the Abbott-Deser (AD) conserved charges. What the
work of Abbott-Deser has achieved can be stated as follows

Under the assumption of asymptotic linearity, one can derive a set of (potentrally) non-
trivial conserved charges related to the ezact Killing vectors of a given background metric.

The only difference with our previous statement resides in the fact that we have derived
charges associated to the ezacit Killing vectors of the background instead of the asymptotic
Killing vectors. However, this also means that if one is given a set of asymptotic Killing
vectors and assumes asymptotic linearity, the expressions of the conserved charges associ-
ated to the asymptotic Killing vectors should be equivalent to the expressions (1.3.12) when
evaluated on each asymptotic Killing vector. We will see that this is indeed the case when
the background metric under consideration is Minkowski.
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Asymptotic Killing vectors versus exact Killing vectors

As we have already said, we want to describe the set of charges that characterize an “asymp-
totic state”. By asymptotic state, we mean a specific solution of Einstein's equations, as
seen from infinity, that approachies a given background metric. What we want to cipha-
size at this point, as it may not be enough clear from the above discussions, is that the
charges that describe an “asymptotic state” are really obtained by taking into account all
the charges constructed from the asymptotic Killing vectors of the background metric and
not just the ones associated to eract background Killing vectors. The difference stands in
the fact that

The asymptotic Killing vectors of a given background metric may notl be expressed as
exact background Killing vectors of any background metric.

To appreciate the difference between charges associated to exact or asymptotic sym-
metries, it is interesting at this point to introduce the notion of the asymptotic symmetry
group. The asymptotic symmetry group is the group of asymptotic symmetries associated
to non-trivial conserved charges modulo the (trivial) asymptotic symmetries that are associ-
ated to trivial charges. Given this definition, one can be faced to three different possibilities
whether the asymptotic symmetry group is generated by the exact Killing vectors of the
background metric, of @ background metric, or if it is generated by Killing vectors that are
not isometries of any background metric.

To illustrate our discussion, let us briefly comment on the very famous case of AdS3.
In that case, the group generated by the exact Killing vectors of the background is O(2, 2).
However, for a specific class of spacetimes that approach the one of AdS at infinity, it
was found by J.D. Brown and M. Henneaux in [35] that the asymptotic symmetry group
can be extended to the [ull conformal group. This asymptotic symmetry group can not be
generated by the isometries of any given background metric. Note that this study also led to
the discovery of a central extension of the algebra of asymptotic symmetries. The presence
of a central charge has been an important clue of the celebrated AdS/CFT correspondence.
We hope we have convinced the reader that the study of the asymptotic symmetries is of
physical relevance and not just a technicality.

1.4 A path to the infinity of Minkowski spacetime

In the rest of this thesis, we will be concerned with asymptotically flat spacetimes that are
spacetimes approaching, at large distances, the boundary metric of Minkowski. We know
from special relativity that the exact Killing vectors of Minkowski generate the Poincaré
group. So, if the asymptotic symmetry group is just the Poincaré group, then one can say
that the class of asymptotically fiat spacetimes are characterized by the charges associated to
the exact Killing vectors of the Minkowski background. If one moreover assumes asymptotic
linearity, these charges should be equivalent to the AD expressions.

We will see in the following that the determination of the asymptotic symmetry group is
a rather complicated problem as it strongly depends on the determination of the asymptotic
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Killing vectors of the background metric and the choice of a good set of so-called boundary
conditions. Note that these specifications precisely correspond to the first two steps of the
program depicted in the previous section.

To obtain the asymptotic Killing vectors of the background, one first needs to know how
to reach infinity. This will be the subject of this section. It will allow us to answer the step
(1) of our program for the particular case of Minkowski spacetime.

To know what are the allowed asymptotic symmetries and the asymptotic symmetry
generators which form part of the asymptotic symmetry group (assuming that such charges
can be constructed), one needs to specify a set of boundary conditions that defines our class
of asymptotically flat spacetimes. The boundary conditions thus refer to the set of con-
ditions that defines “spacetimes that approach asymptotically the asymptotic formn of the
background metric”, in our case the boundary of Minkowski. Boundary conditions usually
amount to the specification of the asymptotic form of a class ot metrics. In some cases, ad-
ditional restrictions may also be imposed on the boundary fields. The allowed asymptotic
symmetries are the transformations that map an allowed state to another allowed state,
i.c. a state that satisfies the boundary conditions. A specific construction of an asymp-
totic symmetry. group, given a set of asymptotically Killing vectors and specific boundary
conditions, will be reviewed in the next section.

For the moment, let us focus on the description of the asymptotic region of the Minkowski
spacetime, i.e. flat spacetime.

The boundary of Minkowski spacetime

The structure of Minkowski spacetime at infinity is best. understood through its so-called
Carter-Penrose diagram. To characterize infinity in a more mathematical framework, one
would like to possess concepts such as “the neighborhood at infinity”. As pointed out by
R. Penrose in [36]: "from the point of view of the metric structure of space-time, there is
no such thing as a point at infinity, since such a point would be an infinite distance from its
neighbors”. In [36], Penrose evades these issues by proposing to work with the conformal
structure of space-time, which implies that only ratios of neighboring infinitesimal distances
are to have significance. The idea can be summed up as follows. We bring what we have
called “infinity” to a finite distance by considering a new “unphysical” metric g, which is
related to the physical metric g, by

Guv = ngpu, (1.4.1)

where € is the conformal factor. One says that both metrics are conformally related to
cach other. The “infinity part”, or boundary .7 of our spacetime M, has been brought to
a finite distance. It lies at 2 = 0. Note that ©., # 0.

For Minkowski spacetime, one can check that on 7 we have
.,07 =0, (1.4.2)

telling us that the boundary is a null hypersurface. As illustrated on Fig.1.1., one distin-
guishes five disjoint parts on this null hypersurface : the three points /=, I+, I? which
represent past, spatial and future infinity and the two null hypersurfaces 7~ and J+ which
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represent the past and future null infinities. The conformal structure of a space-time is
often represented by a small diagram called the Carter-Penrose diagram (see Fig.1.1.).

Figure 1.1: Carter-Penrose diagram of Minkowski spacetime.

In this approach, a spacetime is thus specified by the bulk metric, the metric describing
the geometry of the inside, and the boundary, an hypersurface attached to the manifold.
The method just described is known as the conformal (or Penrose) completion of spacetime.

From this analysis, we thus see that Minkowski is a quite non-trivial case as there exists
two different ways one can reach infinity. Indeed, to characterize a given solution, that we
may understand as a source, we make the distinction between

o Null infinity 7%: region situated at very large null separations from the source.

e Spatial infinity: region situated at very large spacelike distances from the source.

Null infinity was first considered for the study of gravitational waves. Indeed, as com-
pared to spatial infinity, gravitational radiation can escape through this boundary. The
study of asymptotic symmetries revealed a much richer structure than expected as first dis-
covered by Bondi, Metzner and Sachs (BMS). The group of asymptotic symmetries at null
infinity is known as the BMS group (see [37] and [38]). It is the semi-direct product of the
group of globally defined conformal transformations of the unit 2-sphere, which is isomor-
phic to the orthochronous homogeneous Lorentz group, times the abelian normal subgroup
of so-called supertranslations. This result was revisited in [39] (see also [40, 41, 42]) where
it was shown that local conformal transformations can actually be considered. :

In this thesis we will restrict ourselves to considerations about spatial infinity. Let
us just mention that for null infinity, one reaches it by considering null three-dimensional
hypersurfaces. However, on the Carter-Penrose diagram, we just saw that spatial infinity
is a point. If we want to approach spatial infinity as a limiting procedure of data given
on 3-surfaces, we are faced with the dilemma of choosing whether the 3-surface used to
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describe spatial infinity should be spacelike or timelike, Let us now comment on these two
approaches.

Hamiltonian descriptioﬁ of spatial infinity: Cylindrical (ADM) slicing

The first description of spatial infinity was established by Arnowitt, Deser and Misner [4].
As we have discussed previously, they considered a splitting of space and time so that one
can formulate Einstein’s theory in terms of a well-posed initial formulation. In their work,
spatial infinity is described by taking » — oo on a specific Cauchy slice of spacetime.

Going through the Hamiltonian formalisin, after fixation of the frst class constraints,
they obtained expressions for the charges associated to energy and momentum. We do not
want to enter into details of their procedure as we will review the Regge-Teitelboim con-
struction which recover the ADM expressions, and agree with the Abbott-Deser expressions,
in the next section.

Criticisins (see for example [8]) towards this approach to spatial infinity rely on the
fact that the formalism is not covariant and does not permit comparison with conserved
quantities defined at null infinity, such as the Bondi energy [37].

Covariant description of spatial infinity: Hyperbolic slicing

A way to deal with these drawbacks was first formulated by Ashtekar and Hansen (8] who
developed a formalism, known as the i formalism. This formalism deals with spatial infinity
as the vertex of the light cone representing future and past null infinities J%. As such, they
were able to compare quantities defined at null and spatial infinity. The comparison with
the 3+1 description was described by Ashtekar and Magnon in [43]. However, the Ashtekar-
Hansen formalism considers spatial infinity as a point and as such awkward differentiability
conditions have to be imposed at °.

A way to overcome these awkward differentiability conditions, in a coordinate-dependent
way, was provided by the formalism'! of Beig and Schmidt [44]. This led Ashtekar and
Romano [12] to formulate spatial infinity, in a coordinate-indepedent way, as a limit of
timelike 3-surfaces. Their formalism is a reformulation of Penrose’s conformal approach
(of null infinity) to deal with spatial infinity. In this scnse, they gave a more geometrical
formulation of spatial infinity.

In (12}, the way spatial infinity is described is through a specific compactification that
permits to deal with spatial infinity in terms of a limiting procedure of timelike hypersur-
faces. The first thing to notice is that if one starts with Minkowski spacetime in cartesian
coordinates

ds® = —dt? + dz® + dy® + d2?, (1.4.3)

one can introduce, in the region of Minkowski spacetime exterior to the light cone at the
origin, the standard hyperbolic coordinates

t = psinh T, z = pcosh7sinf cos ¢,
y = pcosh 7sinfsin ¢, z = pcosh T cosf. (1.4.4)

"W refer the reader to the next chapter for a description of this formalisin.
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In this chart, the metric takes the form

d§? = i dztdz’ = dp? + p*h) d¢de?, (1.4.5)
)

where A,

is the unit time like hyperboloid metric
h)dp?dg? = —dr? + cosh® 7(d6? + sin? 0dg?). (1.4.6)

Following Penrose’s approach described above, since spatial infinity is at p — oc, one defines
2 = 1/p. Doing this, spatial infinity is at 2 = 0. In these new coordinates, the physical
metric is such that

d5? = fidzdz’ = Q7V,0QV,Q detde’ + Q2R detde?, (1.4.7)
and it is singular at Q2 = 0.

It is obvious from (1.4.7) that the usual conformal completion we described above will
not work. Indeed, it would tell us to introduce an unphysical metric as a conformal rescaling
of the physical one such as ), = 2%, As such, the surface = 0 will have zero volume
with respect to the unphysical metric. Spatial infinity would then be described by a single
point, which is not what we were aiming at.

Looking again at (1.4.7), and because we want something like g, = n,n, + hy,, the
solution to this problem is to rescale the 3-metric and the normals to the 2 =cst 3-surfaces
by different powers of Q. Indeed, the induced metric on this timelike hypersurface is

Bab = 007 2qup = flap — 1~ Va2V, (1.4.8)
where | = V.0V, and qas is a general 3-metric which reduces to hg’ for Minkowski.
As we just said, this scaling can not be applied to the full metric as 2%, does not admit
a simooth extension to the 3-surface 2 = 0. However, the rescaled 3-metric

hay = inlab ) (1.4.9)
is well defined on the boundary. Now, the contravariant normal to these 3-surfaces
d \ea
~ab e
PV, = Q (an) . (1.4.10)
needed to extract information off the 2 =cst surfaces can be rescaled such that
n® = Q4%v,Q, (1.4.11)

because (9/02) is well defined on the boundary. By rescaling the 3-metrics and the normals
to 2 —cst surfaces by different powers of Q, we have achieved a description of spatial infinity
in terms of timelike 3-surfaces.

Asymptotically flat spacetimes at spatial infinity are understood as spacetime that re-
semble Minkowski spacetime sufficiently so as to admit a completion in which the fields hig
and n® have smooth limits to the boundary.

We will not discuss how asymptotic symmetries and charges can be constructed in this
geometrical way and refer the reader to the original paper. However, we will study in
the next two chapters the Beig-Schmidt formalism which is understood as a coordinate-
dependent formulation of the Ashtekar-Romano formalism. This will be motivated by the
fact that this formalism is easier to deal with when concerned with solutions of equation of
motions.
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1.5 The Regge-Teitelboim approach

For general relativity, we have reviewed the construction of the Abbott-Deser conserved
charges associated to exact Killing vectors of a background metric. However, to describe the
charges of a specific class of spacetimes, one needs to consider the charges associated to their
asymptotic symmetries. In this section, we review the work of Regge and Teitelboim who
recovered the Poincaré group as the asymptotic symmetry group of a class of asymptotically
flat spacetimes at spatial infinity.

To find the set of asymptotic symmetries, we said that one needs to: (1) describe
how one reaches infinity and (2) give a set of boundary conditions. In [6], T. Regge and
C. Teitelboim considered asymptotically flat spacetimes at spatial infinity, using an ADM
slicing of spacetime. The class of spacetimes they considered are asymptotically of the form

1
R (n) . h (n)

3 -(2
915 r-:)oo 6\] + - .'.2 + O(r ( +€)) 3
. (2)-'1'( ) (3) U(n) .
m n . m n
iy ~(3+¢}
LS A A = - -3 +O(r ¥ (1.5.1)

where 3g,j is the three-dimensional metric on the Cauchy surface and 7" is the conjugate
momenta to the three-metric %;;. Note that 7/ is a tensorial density of weight +1. They
also restricted their study to spacetimes which also obey the following parity conditions

R (-n) = hPm), a@9(-n) = -a®Ym), n=rzy2), (152

ie. hs) must be of even parity and 7(¥ % of odd parity. The specifications (1.5.1) and
(1.5.2) are referred as the boundary conditions.

One can now derive the group of asymptotic symmetries or allowed diffeomorphisms
at infinity, i.e. diffcomorphisms that map an allowed configuration at infinity to another
allowed one. It was shown in [6] that the most general deformations of the hypersurface, on
which the state is defined (see also section 1.2), that leave the form of (1.5.1) and (1.5.2)
invariant are

N¥ r:oo ot + ﬁ“,'x‘ + E“(n) a5 0(1/1‘), 3;11 = _ﬁm s f“(_n) = "£”(n) . (153)
The parameters o are the four translations, the §,; are six parameters associated to boosts
and rotations, while the £* are (parity odd) supertranslations. As we have explained in the
previous section, this is again a manifestation that asymptotic symmetries are not always
equivalent to background Killing vectors. Indeed, the background Minkowski metric only
has ten Killing vectors associated to translations, rotations and boosts, i.c. the ten Poincaré
transformations, while our class of asymptotically flat spacetimes at spatial infinity admits
a richer set of transformations as an infinite class of (parity-odd) supertranslations arc also
allowed transformations.

In section 1.1, we have seen that Noether associates a conserved charge to a symmetry of
the action. If the Abbott-Deser charges associated to asymptotic symmetries are really the
generators of these asymptotic symmetries, one should be able to associate them to symme-
tries of an action. Actually, even before the Abbott-Deser construction, this is precisely how
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Poincaré charges for asymptotically flat spacetimes at spatial infinity were constructed by
Regge and Teitelboim. Starting from the Hamiltonian action, they studied the definition of
a good variational principle for asymptotically flat spacetimes and obtained the conserved
charges as generators of the asymptotic symmetries of the Hamiltonian action. Doing so,
they recovered the previous expressions given by ADM.

Regge and Teitelboim showed in [6] that starting from the Hamiltonian (1.2.5), and al-
lowing asymptotic transformations of the form (1.5.3) for the class of spacetimes described
by (1.5.1), Hamilton’s principle is not a good variational principle as it is not station-
ary under variations including all these allowed trajectories. Actually, a good variational
principle can be achieved if and only if specific surface integrals are supplemented to the
original Einstein-Hilbert action. These surface integrals are understood as the generators
of the asymptotic symmetries, i.e. the Noether charges, when evaluated on solutions of the
constraint equations.

To have a well-defined variational principle, it is necessary that the variation of the
Hamiltonian, under any variation allowed in our phase space, takes the form

dHy = / d*z AY8%;; + BijonY | (1.5.4)

where AY and B;; were defined in (1.2.8). However, one can compute this variation from
(1.2.5) and realize that this is true up to surface integral terms. By using

1 ~ ~ iy 3
5\ = 5\/539"539& : 83712 = —539 12 3549 53,5 | (1.5.5)

and the following quantities

/ >z §(N'H) = - }[ d®s (2N‘-61r" + (2NFyit - N'wjk)éag,-k)
+/d3:r (Nyj + Njj)omt + (N‘i,nﬂ"‘j + N"I‘mvr'"")él’gq X
/dsz NH) = /daﬂi S(NGijramin®) + N /Yy %Y ((R“" - %R)5390 - 0Ry;) ,
(1.5.6)
we find

/ &3z S(NGjqminkl) = / d*z (2N3g-‘/2(n.-, = %w 3g,-,-))61r'7
_ N3 2345 mn. 1 2 8 ~1/204m-g _ 1 _4iv\s9.
+( 3 ] g (7" Tynn -2-11' )+2N% (7wl 21r1r ))6 Gij»
/ d®z NV %8(Ry;) = }{ d*s; GVH(N 8%, — Nikd%i;)
" / d VBN — GINITY s, (15.7)
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In the end, one rapidly obtains
Hy = / Bz A95%;; + Byybr¥
- fdzsz GIR(N 6% — Nikb%ij)
= f s (2N + (2Nt — N'at*)6%,e) (1.5.8)

From this, we see that Hamilton's equations can not be obtained from asking stationarity
of the Hamiltonian action

So = /d’z ;79 — Hp (1.5.9)

and reproduce Einstein's equations, unless the surface integrals are vanishing. This is
obviously true for closed space-times and in this case Hamilton’s principle is well-defined
when one starts from the Hamiltonian (1.2.5). However, it is not the case for the class
of asymptotically flat spacetimes under consideration and the Hamiltonian has thus to
be supplemented with the non-vanishing parts of these surface integrals to give a good
variational principle and reproduce Hamilton's equations.

One can now evaluate those surface integrals for each particular asymptotic transforma-
tion given in (1.5.3). Plugging (1.5.1) and (1.5.3) into those integrals, it was realized that
some surface integrals might potentially linearly diverge. This is why Regge and Teitelboim
imposed the additional parity conditions (1.5.2). For the divergences to cancel, one should
have hS‘) and 7?7 of opposite parities, The fact that h.f; ) is chosen to be parity even is
only motivated by the fact that the Schwarzschild solution lies in the phase space of allowed
metrics. Imposing these additional parity conditions, the linearly divergent parts of the
surface integrals identically vanish as the integrands are of odd parity. Non-linear terms
that would have appeared otherwise in the expressions for the Lorentz charges vanish for
the same reasons. In the end, they find that the correct extended Hamiltonian should be

H = Hy=aPP;+ %ﬁ‘“’M“,, , (1.5.10)

where P, are the four momenta, generators of translations, and M, are the six Lorentz
charges associated to boosts and rotations. Note that charges associated to parity-odd
supertranslations are always zero because of the parity conditions they imposed on the first
order fields in the asymptotic expansion. Here, parity-odd supertranslations, associated to
trivial charges, are true gauge transformations.

For the energy, associated with the invariance of the action under a time translation,
we have N} = a;, N; = 0, and only the first integral in (1.5.8) contributes. The associated
conserved charge is

Pr=E= fdzs, (h) - )

1, iy ) -

(1.5.11)
For spatial translations, we have N; ~ oy and we find

Pla=3 fd“s, AL (1.5.12)
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These expressions are the same as the expressions obtained by ADM. For rotations and
boosts, we respectively find

MY

-2 fdzsj LA (1.5.13)

M, = %d’s, GOz 3 3(2) 5, gu))

f 81z, (%5, — 00 — %D + %26, . (1.5.14)

The algebra of the above ten charges was shown to reproduce the Poincaré algebra.

On can rapidly convince himself that the expressions of Abbott and Deser, when evalu-
ated on each of the Killing vectors of Minkowski, agree with the above (Regge-Teitelboim)
Poincaré charges.

Regge and Teitelboim realized that, following Dirac’s idea, the canonical phase space
should be described by ( 3gg,,vr”) supplemented with 10 additional independent canonical
pairs, the allowed asymptotic lapse and shift and their canonical conjugates, which describe
the Poincaré transformations of the spacelike surface at infinity. The supertranslations &/
should not be considered as extra variables as they are pure gauge transformations, i.e.
their associated charges are trivial, and can thus be gauge-fixed.

1.6 Summary: Asymptotic linearity, parity conditions and equa-
tions of motion.

In this chapter, we applied Noether’s theorem for global and local symmetries of the ex-
tended action of a constrained Hamiltonian system. We have seen that, for classical me-
chanics, gauge symmetries are associated to trivial charges. For gauge field theories, such
as general relativity, Noether's theorem associates a current which is vanishing on-shell up
to the divergence of a superpotential.

These results have motivated the construction of “global” conserved charges for gauge
field theories in terms of surface integrals. For general relativity, we have reviewed the work
of Abbott and Deser who have given a generic definition of charges that describe metrics
which can be expressed as fluctuations around a given background metric g,,. From the
linearized equations of motion, these charges are written as surface integrals.

Although the Abbott-Deser construction seems to answer the problem of defining con-
served charges for general relativity, we have pointed out that charges should actually be
associated to asymptotic symmetries and that this often differs from the consideration
of charges associated to exact background Killing vectors. To find what are the allowed
asymptotic symmetries, one needs a specification of the asymptotic sector to be considered.

For asymptotically flat spacetimes, spacetimes that approach Minkowski spacetime at
infinity, we have seen that two different regimes may exist at infinity, i.e. null infinity and
spatial infinity. Focusing on spatial infinity, we have then provided two different ways one
approaches it using either a [amily of Cauchy surfaces, a cylindrical slicing of spacetime,
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or a specific conformal completion of spacetime that introduces an hyperbolic slicing of
spacetime. In the first of these frameworks, we have reviewed the work of Regge and
Teitelboim who constructed, for a class of metrics specified by a given set of boundary
conditions, the ten Poincaré surface charges as generators of asymptotic symmetries of the
Hamiltonian action. For this splitting of spacetime and these boundary conditions, the
construction of charges is equivalent to a construction that would use the Abbott-Deser
charges associated to the ten Poincaré Killing vectors.

As a way to motivate the considerations presented in the next two chapters, let us finish
here with some comments on the asymptotic linearity assumption of Abbott and Deser, the
parity boundary conditions used by Regge and Teitelboim, and the relevance of a study of
Einstein's equations in the process of determining a physically interesting set of boundary
conditions.

In the work of Abbott and Deser, conserved charges were constructed from the lineariza-
tion of a metric around a given background and the subsequent linearization of Einstein’s
equations. The charges one obtains are thus linear in the fluctuations hy,. This is referred
as asymptotic linearity. However, as we have already pointed out, general relativity is a
non-linear theory, charges may thus contain non-linearities. It can thus not be the end of
the story, unless general relativity is proved to be asymptotically linear.

The construction of Regge and Teitelboim does not refer at all to asymptotic linearity.
Their construction of charges relies on Noether’s theorem applied to asymptotic symmetries
of an action and, as such, they may well turn out to be non-linear. However, they do find
charges which are linear in the fluctuations and which are equivalent to the Abbott-Deser
charges. The fact that the charges are linear is achieved thanks to the parity conditions
imposed on the first order fields. As we have quickly explained, this was implemented to
cancel divergences present in the Lorentz charges. The presence of such parity conditions
remains however quite obscure and, maybe for this reason, their discussion was relegated
to the appendices of their paper.

As we will show in the next chapter, these parity conditions are sufficient to ensure
that the spacetimes allowed by the boundary conditions are solutions of the Einstein’s
equations. They may however not be necessary conditions. One way to state about the
necessity of these conditions would be to show that only such asymptotically flat spacetimes
are solutions of Einstein’s equations. The analysis of the next chapter will show that the
Regge-Teitelboim class of spacetimes, where parity conditions would not have been imposed,
are solutions of Einstein's equations only if a specific subset of conditions on the fields are
imposed. From this perspective, the requirement of parity conditions is seen as a very
stringent condition.

The justification of Regge and Teitelboim for introducing parity conditions was that
these conditions are sufficient to cancel the linear divergences present in the expressions of
the charges. However, we will also see that these contributions vanish under the conditions
imposed by Einstein’s equations in the absence of parity conditions. However, parity condi-
tions do have their importance as logarithmic divergences are still present as firstly noticed
by Beig and o'Murchadha in [11]. Although these divergences have not been discussed by
Regge and Teitelboim, we will see that it is connected to the status of logarithmic trans-
lations which can be, for a specific set of boundary conditions, considered as asymptotic
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symmetries in the absence of parity conditions.

From the existing litterature, the fact that the asymptotic symmetry group at spatial
infinity is always found to be the Poincaré group and that the theory should be seen as
asymptotically linear is thus intimately connected with the choice of boundary conditions.
To state about asymptotic linearity, we believe that one should impose the less possible
stringent boundary conditions, but still enough stringent so that they describe solutions of
Einstein's equations. In the last chapter of Part I, we propose a way to relax parity con-
ditions. As such, we find that the asymptotic symmetry group is larger than the Poincaré
group and contain charges that can not be obtained from the linearized theory. This con-
struction differs thus radically from the results presented in the litterature. Our analysis
relies on the Beig-Schmidt formalism we describe in the next chapter.
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Chapter 2

Generalized Beig-Schmidt formalism

The Beig-Schmidt formalism is a coordinate dependent description of the covariant Ashtekar-
Hansen formalism, which was presented in chapter 1, to describe asymptotically flat space-
times at spatial infinity. Our first aim in this chapter will consist in reviewing their formal-
ism. This will enable us to discuss the unicity of conserved charges that one can construct
when taking into account the equations of motion. The other aim is to extend this formalism
such as to pave the road for the discussions in the following chapter.

We start in section 2.1 by reviewing the definition of asymptotically flat spacetimes given
by R. Beig and B. Schmidt in [44], discuss the asymptotic symmetries of their ansatz and
motivate the consideration of a generalized ansatz that includes a logarithmic contribution
at second order in a radial expansion. We continue, in section 2.2, by plugging our gener-
alized ansatz in Einstein’s equations to obtain the zeroth, first and second order equations
in the radial expansion. In section 2.3, we rewrite the first and second order equations in
terms of symmetric and divergenceless tensors that we have previously classified. In the
meantime, we also discuss the solutions to these equations. After reviewing the conditions
imposed by Einstein’s equations at second order in section 2.4, which we recognize as lin-
earization stability constraints, and describing the properties of tensors and Killing vectors
on de Sitter space, in section 2.5 we construct charges associated to translations, rotations
and boosts and show that they are unique within the Beig-Schmidt formalism. We also
comment about these constructions in our general set up.

Our main result in this chapter resides in the fact that, within the Beig-Schmidt for-
malism, only ten independent non-trivial Poincaré charges can be defined from the analysis
of the equations of motion. Also, we see that six of them, the Lorentz charges, can be
written in two equivalent ways using either the electric or the magnetic part of the Weyl
tensor. As we will see in the next chapter, this gives a generic proof of the equivalence, as
shown in [45], between the counterterm Lorentz charges of Mann and Marolf [17], who use
the electric part of the Weyl tensor, and the Ashtekar-Hansen Lorentz charges [8] described
with the magnetic part of the Weyl tensor.

As this chapter is rather technical, we end up in section 2.6 with an extended summary
of the results contained in this chapter. The reader familiar with this formalism, not
interested with the details, or lost in the middle of technical details, may directly proceed
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to this summary section.

In Appendix ILA, we describe how the Schwarzschild solution can be brought to the
Beig-Schmidt form. Appendix I.B sums up a number of useful properties of tensors on the
unit hyperboloid that are used throughout this chapter and the following one. Eventually,
Appendix 1.C provides the proofs of the five Lemmae stated in the main text,

2.1 The Beig-Schmidt ansatz

R. Beig and B. Schmidt considered, in [44], a class of spacetimes which are asymptotically
flat at spatial infinity. Their considerations were motivated by previous results obtained at
null infinity and their will to learn more about the structure at infinity, and in particular
about solutions, satisfying specific boundary conditions, of the equations of motion. Their
definition provides a framework where, in a neighborhood of spatial infinity, the new class
of spacetimes admits an expansion in negative powers of a radial coordinate. Einstein's
equations can be expressed as a hierarchy of equations for the coefficients in this expansion
sourced by nonlinear terms of subleading orders. The first work of R. Beig and B. Schmidt
in [44] proves that this hierarchy can be completely solved provided the initial data satisfies
certain constraints. The follow-up work of R. Beig [46] proves that the system can actually
be solved under the milder assumption that the first order field in the expansion satisfics
six conditions, that he refers to as integrability conditions.

Before discussing Einstein's equations, let us discuss the form of the ansatz for the
metric. The ansatz for the metric will be part of the definition of our boundary conditions.

2.1.1 Asymptotically flat spacetimes at spatial infinity

In [44], asymptotically flat spacetimes at spatial infinity are defined as space-times admitting
a radially smooth Minkowskian spacelike infinity. The coordinate p defined in the following
is the same as the one previously defined in (1.4.4).

Definition : (M, g) is radially smooth of order m at spatial infinity, if the following holds:
(1) For a part of M, a chart (z*) exists which is defined for
po < p < 00, P = nuats” . (2.1.1)

(2) The components of the metric in this chart satisfy
= 'hw'*'zp,. pu( ) +fm+lv (212)
where

(3) i, is C™ in 27 /p and |fj| < 2B, |fii+] < 20,...
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Apart from technicalities, this definition is readily the same as was previously presented by
Ashtekar in [47].

The first important thing to remark is that there exists a large freedom of performing
changes of coordinates such that (2.1.2) holds. Indeed, this is true for example for s > m—1
with

E} =y
=2y a—%.-/-p—), 7 = 5. (2.1.3)

There are also other transformations known as supertranslations or logarithmic translations
which preserve the form of the metric (2.1.2). They read respectively

sk
z#

z# + S*(z¥) , (2.1.4)
Z*+C*Inp, C* = const, (2.1.5)

where supertranslations are direction dependent shifts of the origin.

In summary, we sce that the set of diffeomorphisms preserving the form of the metric
(2.1.2), i.e. the asymptotic symmetries, can be written as

7 = LA a" + T + S*(z*) + C*Inp + o(s°) , (2.1.6)

where L¥, are the Lorentz transformations, T# are the translations, S* are the supertrans-
lations , and C* are the four logarithmic translations.

If one consider that (¢%) is a local chart on the manifold of directions z**/p, it implies
that there exists functions w”(¢*) such that

ok

= = w"(¢"), da* = w'dp + pwh, dg®. (2.1.7)

Given this and also
nudzidz” = dp® + p*h) d¢*de’, (2.1.8)
" = [, whw", hagy = 1, whuwl, A = L, wly, (2.1.9)

we see that the metric (2.1.2) can be written as

An

it = dg? [(1+2—)2+0(1/p’"+‘) +2pdpd¢°[“zj +0(p'"+‘)]

+p2d¢%dg [h‘°’ 5 Z hgp. + 0(1/p"'+')] (2.1.10)

n=1

where we have set

m an n

(1+Z )=( i%)2+0(1/p"‘”). (2.1.11)
n=|

n=l
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2.1.2 The Beig-Schmidt ansatz

As we already said, Beig and Schmidt were motivated by the study of Einstein’s equations
in a radial expansion. In [44], they pointed out that solutions of (0® = 0, for a certain field
d admitting a radial expansion of the forin

_0(1,0.9)  9*(1.6,9)
- SRl RS

can be obtained, due to the choice of coordinates, from solving a decoupled system of
equations for various terms in the expansion

o

(2.1.12)

h®) D D" + n(n —2)d" =0. (2.1.13)
This is what motivated their will to write a generic ansatz for the metric as
-1 =2 (1)
207 A 2, 2((0) h'Lb a b
ds? = (L+ ==+ 25 +.)de? + p (hab ot +..A)d¢ d¢®, (2.1.14)
where hi‘;’) is the metric on the unit hyperboloid H. Let us now see how they obtained

such an ansatz for the metric starting from (2.1.10) and fixing specific supertranslations
and higher order transformations.

Beig-Schmidt algorithm

Starting from (2.1.10), there is always a change of coordinates such that

@ = o® =W o =gm g,
A = A = AR = = AlM) =g (2.1.15)

which allows to bring the metric into the desired form
ds? = (1+ %)2dp2 + hayddde®, (2.1.16)
where we have set o(!) = ¢ and

l T
hay = PR + phlY) + B + . + +Fh.f;;’ +0(1/p"H). (2.1.17)
This was proven by the following iterative procedure. The terms AL’ and o® can be
cancelled by making the following transformations: first act with a supertranslation of the
form

0% = 9% + lG“"‘(&s"), Gb = (0 abg(1) (2.1.18)
P

such that the mixed term dé®dp(Al — G(‘)”hfg)) cancels, and then with the higher order
transformation

F(2)
p=p+— FO =42 (2.1.19)
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such that the 1/5% in dp® also cancels. By iteration, a transformation of the form

Fw

= 3 + = GvNe, p=P+Ts

2.1.20
P ( )

removes the terms o™ and ALY, In a similar manner, onc removes A" Following this
procedure, one arrives at the requested form (2.1.14) that we write as

2
ds? = (1 + i'p-) dp? + hapdd®dd®,  hay = p?h'Q + palD) 4 (2.1.21)

where we have used (2.1.11) and then set ¢ = o'. This ansatz for the metric is known as
the Beig-Schmidt ansatz.

In this Part I, we will mainly be concerned with metrics up to second order in /.
To cast a metric into Beig-Schmidt coordinates, we only need to perform the change of
coordinates that brings Minkowski metric into the unit hyperboloid and then follow the
previous detailed algorithm such that

AV =A% =0, o®=0. (2.1.22)
Starting from the general metric up to second order
201 a()? 4 25(2) A“) Am
ds* = dp® [1 - - ( )p2 +0(1/p%) +2pdpd¢°[ o J)]
+p2dg?de® [h(o’ e h“) pznﬁ’ +0(1 /p3)], (2.1.23)

the Beig-Schmidt algorithm brings the metric into the form
ds? = [(1 +0)+ O(l/ps)] dp?® + 2pdpdg” [O(l/ps)]
+p? [hff,’,) +- hf,;’ s h‘” + 0(1/p3)]
(2.1.24)

In Appendix I.A, we show how this procedure is implemented for the Schwarzschild
black hole. It has been recently described in [48] how to cast the Kerr-NUT black hole into
Beig-Schmidt coordinates (see also [45] for results for the Kerr or the boosted Schwarzschild
black holes).

Gauge freedom and gauge fixing of the Beig-Schmidt ansatz

Up to second order, apart from Lorentz transformations, we first see that the metric is now
invariant under a subgroup of the supertranslations (2.1.4) that we write as

Fl2) a)

P o= Prul@)+ ﬁ(¢ Fo, (2.1.25)
(2)n

¢t = ¢+ h(°)°"w +G - (2.1.26)

43



and where w is a function that can be chosen arbitrarily. Let us insist on the fact that it is
a subgroup as we have partially fixed the gauge freedom when writing the metric into the
Beig-Schmidt form. For reasons that will become clear later, Beig and Schmidt [44] only
considered a restricted set of metrics where we can impose the additional condition

kab = b} + 2009 = 0. (2.1.27)

For this specific class of solutions, which we will specify later, this can always be reached by a
supertranslation of the form (2.1.25). Indeed, applying the transformation to (2.1.24), we see

that it generates no new Ag‘) or o term. Also, one can see that under these supertranslations,
we have

h$) = hlY) + 2D, Dyw + 20k (2.1.28)
In the end, we see that w must be fixed by imposing that
hl)) + 2D, Dyw + 2wk = —2h%). (2.1.29)

)

When it is possible, we see that, under a specific supertranslation, hfl:, is completely fixed by

o and hﬁ) up to the ambiguity of performing a supertranslation of the form D,,wa-i—hf,?,) w=
0. These last supertranslations can however be recognized as translations. We see that
imposing the additional condition (2.1.27) completely removes the freedom of performing
supertranslations, but not translations. Let us mention also that the first order terms in
(2.1.25) also bring in contributions to o?) and Af,z) and thus interfere with the second step
of the Beig-Schmidt algorithm. This is the reason we added the higher-order terms (F(2)
and G(? %) in the supertranslation described here above. The functions F (2) and Gf,z) are
precisely there to cancel the terms ¢(® and A and are thus functions of w, o and their
derivatives. As we restrict ourselves to an expansion at second order, we do not need to
take care of higher order terms.

We said previously that there also exists logarithmic translations that leave the form
of the Beig-Schmidt metric invariant. This is actually not completely true. Indeed, the
logarithmic translation can be written in the form

p = p+H(@)Inp—1)+ 0", (2.1.30)

¢* = ¢°+ H@)(Inp)/p+o(p™"), (2.1.31)

where H* = D*H and H satisfies D, Dy H + H h,(g,) = 0 (which also implies (D, D¢+43)H = 0).
We can check that it leaves the form of the metric invariant up to first order with

oa+H, A ) —2HRlD. (2.1.32)

However, at second order, it introduces a logarithmic term in the expansion. To leave the
form of the metric invariant, one sees alter a quite lengthy computation that we also need
to require (see [16])

(1) grey _ ge (1) _ (1) _

D.E, H) = HD.E ' —3HE,’ =0, (2.1.33)
where E‘(J,) = —Cap — ah‘(f;) and o4, = DyD,o. This condition was recognized in [46] as the
condition for the spacetime to admit an asymptotically translation Killing vector related to
H. Indeed, one can check that asymptotically Lyga = DC(E‘E;) H¢).
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Generalized Beig-Schmidt ansatz

Logarithmic translations are ambiguities in the choice of asymptotically cartesian coordi-
nates and were first discovered by P. Bergmann in [49]. Following the work of R. Beig and
B. Schmidt, Ashtekar studied more carefully those transformations in [50]. With Ashtekar’s
definition of asymptotically flat spacetimes in the above described coordinates, which only
differs from the Beig-Schmidt definition by the relaxed condition

limpf3 =0, (2.1.34)
instead of the condition | 3,,| < 99‘-,’5—"-‘-, logarithmic translations are now completely allowed
transformations. Based on his results pointing out that logarithmic translations do not
affect the definition of momenta or Lorentz charges, and are thus pure gauge, he showed
that one can fix them appropriately by setting a parity condition on ¢. Indeed, by imposing
the further strict condition

o(r,0,¢9) =c(—7,m— 0,0+ m), (2.1.35)

one removes the freedom of performing logarithmic translations. Indeed, as we will see later
in equation (2.3.75), the functions H which are solutions of D, DyH + H h‘(:z) = () are parity
odd functions on the hyperboloid. A logarithmic translation that sends ¢ — o + H is thus
not allowed anymore.

Actually, as we will try to explain in detail in the following chapter, we have found it
interesting to consider a generalized form of the Beig-Schmidt ansatz that includes a loga-
rithmic term at second order such that logarithmic translations are allowed transformations.
This will be motivated by the construction of an enlarged phase space where logarithmic
and specific supertranslations are allowed and associated to non-trivial charges. Our gener-
alized class of asymptotically flat spacetimes are spacetimes whose metrics can be brought
into the form up to second order

2 _ 20 o’ -2 2 - a
ds* = |1+ —+ — +o0(p™°) | dp® + o(p " )dpdx
PP
{2)

+p? (hg? + —"pi +1In p%‘z‘l + —;;; + o(p~?) | dzd=®. (2.1.36)

Although we have not explicitly checked it, we believe that this metric can be readily
obtained from the definition of asymptotically flat spacetimes of Beig and Schmidt, where
we allow for the relaxed condition (2.1.34), and aflter proceeding through the Beig-Schmidt
algorithm as described above.

As we want to be as general as possible, we will also not consider that supertranslations
are fixed but rather allow for non-trivial values of k.. For reasons that will become clear in
the next chapter, we consider that k. is a symmetric, traceless and divergenceless (SDT)
tensor. It thus fulfills

by =04 W9%g=0, Dhy=0. (2.1.37)
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Because kg, transforms under supertranslations as
kap — Kap + 2(wap + wh(y), (2.1.38)

we see that only supertranslations that obey (D,D® + 3)w = 0 are allowed. When referring
to our enlarged boundary conditions, we will always assume that the metric is written in the
form (2.1.36) where k, is an SDT tensor. The Beig-Schmidt boundary conditions assume
moreover that kg, = 1,5 = 0.

Let us now move to the study of the equations of motion and the conserved charges
that can be defined from symnetric and divergence-free (SD) tensors contracted with some
asymptotic symmetry. We will come back, in the next chapter, to the comparison between
these charges and the ones obtained from the variational principle.

2.2 The equations of motion

In this section we will see how Einstein's equations can be expanded in powers of p for our
enlarged boundary conditions (2.1.36)-(2.1.37). We [irst start by splitting them into a set
of three equations using a 3+1 split.

2.2.1 The 341 split

The 3+1 split is achieved as soon as the relations between the three and four-dimensional
Riemann tensors are established. These relations are known as the Gauss-Codazzi equa-
tions. Here, our objective is to expand the Einstein-equations into the (generalized) Beig-
Schimdt form, so that the 3+1 split provides, contrarily to the usual ADM formulation,
a split between a spatial coordinate and the coordinates on the hyperboloid. Note that
this merely changes signs in the relations but not the overall form of the Gauss-Codazzi
equations.

Before reviewing these important relations, we need to establish a few definitions and
identities involving the extrinsic curvature.

The extrinsic curvature

The extrinsic curvature is defined as
I(ab = hé‘hbvvunu, (221)

where V, is the covariant derivative associated to g,, and the metric hf' is understood here
as a projector that projects directions normal to the hypersurface.

To rewrite K, differently, let us now define the quantity

1
K = =(Lah)yw = §(n,,;,, + Ny — NuGy — Nyay,), (2.2.2)

(S
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and remind the reader that the Lie derivative of a general tensor 7"} , with respect
to a vector field v* in a given coordinate basis is defined as

k
(L, T)™ “akbl...b‘ = chcTa""aﬁ,.,.,,‘ ™ ZTapnc---a.b‘r”b' Vo™

1=1

]
YT Vgt (2:23)
1=1

Given this, the Lie derivative of the three and four-dimensional metrics along the unit
normal n* are

(Cng)uu = ngvag‘u/ + gayvpnd + g“gVyna = V“nu + V,,nu,
(Cnh),w = (Cng)uv - nn(Cnn)u 13 nv(Cnn);n
= Vun, + Vun, —nua, —nyay, (2.2.4)

where in the last equation we used hy, = g, — n,n,. We also introduced a* which is the
curvature vector (4-acceleration) of the spacelike normal curves whose tangent field is n#

ay = (Lan)y, = n*Van, 4+ n,V,n? = n*Vyn,, a* = g¢"a,, (2.2.5)

where it is understood that 0 = V,(n,n%) = 2n,V,n?. The definition (2.2.2) allows us to
re-express our extrinsic curvature K as

Kab = hh K = SRR (Cah)us = +(Eab)as = hihg Vs, (2.26)
where we used hyn, = 0. To summarize, we have
Kap = hPhY'V uny = %(c,,h),‘,,. (2.2.7)
The trace of the extrinsic curvature is defined as
K = h K. (2.2.8)

For the following, let us now derive some identities involving the extrinsic curvature.
By means of (2.2.7), one easily sees that

hIMR VLR = IR IVL(9,) = nen?) = —h )b 7 (Vng)n® = —Kgen?,
hn*Vewy = —h*un\Ven? = — K, w, (2.2.9)

where wy, is a dual vector field on the timelike hypersurface, so that w,n* = 0.

The Lie derivative of /,; can be obtained by considering the Lie derivative of K,,,.
Using (2.2.2), we find

L,K,, =

8|

Lang.y + Loty — 20,0, — (Lpa)un, — (Cna),,n“]. (2.2.10)
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However, we also have

Lang, = n°VoVun, + Vun,V,n? + Von,V,n’
7lc(vUVy -~ Vng)nl_‘ + Vya" + Vynav“'r‘a
n’ Rauu'\n,\ +Voa, +Vun,V,n%,

so that
oK = ~Rurvam®n® + V(ua,) + Vyuno Vyn® — aua, — %(Cna)“n,, - %([ma),n“.
(2.2.11)
By project'm'g with the three-dimensional metric, we obtain
LoKap = hFhY LoKyw = —h*hY Rusven®n? + Digay) + KacK,® = aaap.  (2.2.12)
Eventually, we also have

LoK = Lo(hKp) = h™L,Ku + Kop(n®Vch® — B¢V m® — h*Vcn®)
AL, Ky = 2K°h 1y 4V cng
RO L Koy — 2K 5 K% . (2.2.13)

The Gauss-Codazzi equations

One way to derive the Gauss-Codazzi equations is to re-express the four dimensional Rie-
mann tensor in terms of three dimensional quantities. In here, we will closely follow Wald’s
approach [34] who first defines three-dimensional objects and then connects them to their
four dimensional counterparts.

To start with, the three-dimensional Riemann tensor on the hypersuface is denoted by
Rt and is defined by

Rabcd Wy = [Dm Db]"')c = (Dan = Dy Dy )we, (2214)

where w, is a dual vector field defined on the hypersurface. In the following, V, and D,
are the covariant derivatives associated respectively with g,, and h,.

To link R, ¢ to the Riemann tensor R,,,* in four dimensions, we first see that

DaDywe = Da(ly™h Vewy) = b 0 h 2V, (h W)V w))

[ha"hb"hc"vnv,‘ + Ko I - Ka,,hc"n"'V,‘] Wi, (2.2.15)
where in the last equality we made use of the identities (2.2.9). This means that
Rl wa= [h,}‘hb‘hc*(v“w — VaVy) + KoKy — K,,cl(,,*]m, (2.2.16)
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which immediately gives us the first Gauss-Codazzi equation
R = bl hIRYR ™ + Kook, = KiK. (2.2.17)

With this result in hand, it is interesting to look at the relation between the three-dimensional
Ricei tensor or scalar and the four dimensional Riemann tensor. We have

Rab = R’ = hlhh Ryvor + Kpp K — G IC,E
R Ry = W h"ARyy0r — K K™ + K2 . (2.2.18)

One can simplify the expression for the three dimensional Ricci scalar by realizing that

Ruash* R = Rouoa(g" —n#n%)(g** - n"n*) = R — 2R, ,n*n"
o= _QGuynMn” 3 (2.2.19)
which also implies
R = —2G, n"n"” — K, K® + K2. (2.2.20)

If we look at the expression for the Ricei tensor, we can rewrite it as

Rab

hth? (9 — n*n*)Ruver + K K — KicK,°
= h hy’ Rus — R hy Ruvaan’n® + Ko K — K\ K, 6. (2.2.21)

The second term on the right hand side can be re-expressed using (2.2.12), and we eventually
find

Rab = h'hyY Ry + LnKop — D(aab) + aqay + Koy K — 2K, K, . (2.2.22)
As for the second Gauss-Codazzi equation, one can check that

DK% — DoK®, = h#*n’ R, = h'n"G,,. (2.2.23)

Einstein’s equations in the 341 split

As we said, the 3+1 split sums up to a splitting of Einstein equations. In our case, it is
obtained by projecting them either along, or perpendicular to, the hyperboloid of constant
p using either the projector h,, = gy — n,n,, which is also the metric on the timelike
hypersurface, or the outward pointing unit (spacelike) normal n,(such that n,n* = 1).
The equations we obtain are a set of equations depending on the lapse N = 1 + ¢{!) and
the three-dimensional metric h,. They take the form

H = =2n"n"G,, =0,
Fo = hln’Gu =h)n"Ru =0,
b = ht'hWR,, =0. (2.2.24)
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Using respectively equations (2.2.20),(2.2.23) and (2.2.22), we directly obtain
H = R-K*+KuK®=0,
Fs = DyK% —D.K% =0,
Fa Rap — LaKap + D(a“b) — aquy — KoK + 2K K, = 0. (2.2.25)

The first equation can be simplified by taking the trace of the third equation
h%®Fy =0 = R = h®L,Kap — Daa® + aqa® + K? = 2K, K%, (2.2.26)
which implies

H

—h® L Koy + Doa® — aqa® + Ko K
= =LoK + Daa® — aga® — KapK®, (2.2.27)

where in the last equation we made use of (2.2.13).

In analogy with the Arnowitt-Deser-Misner formalism, we will refer to the equation
(2.2.27) as the Hamiltonian equation, and to the second and third equations of (2.2.24) as
the momentum equation and the equation of motion.

A simplified form of the equations

For our ansatz, these equations can be even more simplified. Indeed, in our case, the shift
is zero and the lapse N is defined by

N=1+

; (2.2.28)

=19

so that
nt = (1/N)é4, gun*n’ =1. (2.2.29)

Now, using D, = ha“V,, the covariant derivative associated to hy and the projector
hi = gh — nan* = gk because n, = 0, we rapidly obtain

1 1
Ka = 5(Eah)u = %h,{‘hb"(cnh),w = ShERY (0" Vohyy + hug Vi + by, V,un)
3 %(n”v,hab + hay Dyn® + hoy Danl®)
- %n"a,,h(,b, (2.2.30)

where in the last line we used hgp Dyn” = hgpdpn? — h,,cn"rcd,, =0and n?V,hap = n?dpha.
We also have

Loy = N'9,Kq. (2.2.31)
The 4-acceleration also simplifies as
at =n"Vyn* =n" [aun" + n? g*" (grow — %g,,,,,‘)], (2.2.32)
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s0 we easily see that

1 1
a® = ——IVD“N' g = -—-}-V—D..N. (2.2.33)
We eventually have
Daay — aqay = -—I-DanN. (2.2.34)

N

Given all this, the equations take the much simpler form [44]

H = —L.K—KpK® - N"'h®D,DyN =0,
F, = DyK* - D,K =0,
Fapb = Rap—N7'9,Kep —N'D,DyN — KKop + 2K,°Kiy =0.  (2.2.35)

2.2.2 Radial expansion

We now expand these equations using our metric ansatz (2.1.36). The results we obtain
reduce at zeroth and first order in the expansion when iy, = 0 to the results presented in
[44] and, at second order when kgp = 155 = 0 to the results presented in [46]. In several
places, we simplify the computations by setting the trace and the divergence of kg to zero.
As already discussed these are additional boundary conditions that we will justify in the
next chapter.

The inverse metric is expanded as
hnb(p‘ wC) e p—2h(0)ab aus p—3h(l)ab as? Inpp"i“b e p—4(l‘(2)ab == h(l)t:,_h“)d)) 78 O(p—.')) )

The extrinsic curvature admits the simple expansion

1 1.7:1 1
Ka = phly + (§hf,},’ ~ ahf.?) t= (2—,1',.,, — Shiyo + azhﬂ;p) +0(p7%), (2.2.36)

and we also have

K% = iag . #k’; - "37”17';,

1 l N1 l o 3 (s -—

+p—3 (—h&) b -2"& bt 2026(‘; + Ek“ckb — EU’C b) + ()(p 4) ‘ (2237)

The covariant derivative requires an expansion of the Christoffel symbols
g = I‘(O)':,c + p"'l’(l)‘:m + lnpp‘zl‘“"‘ﬂ“ - p‘2F(2) 'Zc +0(p™), (2.2.38)

where
1
rs, = 3 (P + Dnte - Donll)
¥ a I . . .

pinde 5 (Dei® + D% = D) , (2.2.39)

1 1
I, = 5 (Dh}® + D@ - Doh) — Sh0 (Do) + Dyhly) — Dahly) -

c
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The expansion of the three-dimensional Ricci curvature tensor is
Rap =R + p'RY) +Inpp~?RGH + p72RE) + 0(p7%) . (2.2.40)

The zeroth order Ricci tensor is the one constructed with the metric hfg,). The first order
Ricci tensor and the tensor R(l';f) are

ac

1 : :
R(lib o= i [F(l)cab] —'Dl, [[‘(l)l‘u] — _2_ [»D(Dbh(l) + DCDah((,:) R ’D.,’Dbh(l) _ D“Dchi:,)] ,
R _ Mipen . o pep . e
b = 3 biac + D Dyaipc — DaDpt — DDeigy |

and the second order Ricci tensor reads as

\

. 1
=% = 1 [vcvbhffg 4+ DDeh® — DDy — D‘Dr.hf,i’] +5Dp [h“’“’Dahf-,':’]

1 1

~5Dd [h“’“‘(v,,h,(,l’ + Dyhll) ~ vchfj,’)] +7 D% ['D,.hf;’ + Dphll) — Dchg‘b’]
1

~2Dah Dy e + %DJ:S}'D‘I;“"‘,, - %Dchf,}}v“h“’g.

Finally, the equations can be expanded as

H p3HDY £ Inpp  HI 4 p~4H?) 4 O(p7),
Fo = p 2FY 41npp=3F2 4 p73F2 4 0(p™Y), (2.2.41)
Fao = FO 407 FD +1npp~2F8™ 4 p=2p@ 4 0(p79).

At zeroth order

At zeroth order, the Hamiltonian and momentum equations are trivial. We are left with
the equation of motion

FO — R _2p@ =g, (2.2.42)
which implies that the boundary metric is the three-dimensional de Sitter spacetime
ds%i = hﬁ’dx“dx" = —d7? + cosh® 7(d6? + sin® 0d¢?) . (2.2.43)
0)

The metric hf,b is the unit hyperboloid metric on H.

Indeed, if hi? is an unspecified Lorentz metric on the manifold S x R, the equation
(2.2.42) and the vanishing of the Weyl tensor in three dimensions imply that

Rigns = hOh{R — hiPn(). (2.2.44)
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At first order
At first order, the Hamiltonian equation HY) = 0 is simply
(O+3)o =0. (2.2.45)
The momentum equation F,f‘) =01is
D ks = Dak, (2.2.46)
and the radial equation of motion F(S) is
(O = 3)kap = DaDpk — kb, (2.2.47)
which can also be written as
Okap — DDgkpe = 0. (2.2.48)

If we further impose that kg, is a traceless and divergence-free tensor, the momentum
cquation is trivial and the first order equations of wotions are smmmnarized as

| (O+3)0=0, (O-3)ks=0,] (2.2.49)

At second order

At second order we easily get for the logarithmic terms H("2) =, F,f‘"'z) = 0 and F‘S:’"'z) =
0

i=0, Dligy =0, (O0-2)ip=0, (2.2.50)

For the finite terms at second order we find
3 1 1
2) 2 . aby (1) 1
H® = _p®4 5it Zh“) hiy + -2-ah( )
+902 + 0D% + VD, Dyo + DY DhL}) — -;-‘D,,GD“h“) . (2251)

Using only ¢ and kg, = hf,:,) + 2013,(:;), and also k = 1 = 0, we obtain

h? = 1202 + 0.0° + Theak® + kego™? | (2.2.52)

where we also made use of the first order equations of motion. We also have
F® = Dy — DK@ 4 TP ge _plleghb — o (2.2.53)

which amounts, after simplifications, to

DY) = LDbkock,® + Dg (000 + 802 = bkogk®™ + kego™) (2.2.54)
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The radial equation of motion can be obtained after a straightforward computation and we
find the quite intricate form

(O - 2)h2 = 2i4 + NLuy(0,0) + NLy(0, k) + NLas(k, k) (2.2.55)

where Lhe non-linear terms are given by

NLu(o,0) = DDy (Scr2 RS ar,a") - hfl%) (—1802 + 4a°oc) + dooyy, ,
NLu(o,k) = DoDs (koda“‘) — 2koqo™h)) + dokap + 40°(Diaksye — Dekas) + 40(ak) »
NLap(k. k) = kackS + kY =DuD(akyye + DeDakab)

—%D,,k“"l),,kcd + DUy Dyykf + DekadDkY — DekadDkS, - (2.2.56)

Using the relation 004 = 000+ 0a0y —hfg) o.0° (see also Appendix 1.B), one can rewrite
the NL4y(o, o) non-linear terms as

NLgs(o,0) = Gacachﬁg) + 80,04 + 14004 — 1802h£%) + 204005 + 205.0°. (2.2.57)

The equations of motion reproduce the expressions of [46] when kqp = 105 = 0.

2.3 Compact equations and their solutions

In this section, 'we would like to put the previously derived equations into more compact
forms that would allow us to study them efficiently. To achieve this, we first review the def-
inition of the Weyl tensor and its decomposition into electric and magnetic parts. We then
move to the classification of symmetric and divergence-free tensors (SD tensors) that can
be built out of quadratic quantities in the first order fields o and kg, and their derivatives.
Here, the reader should remember that we assume that kg, is a symmetric, traceless and
divergence-free (SDT) tensor.

2.3.1 The electric and magnetic parts of the Weyl tensor

The Weyl tensor is the trace-free part of the Riemann tensor and it is defined by

1
Cyupo o Ruwm - (gu[pRa]u o gu[pRu]u) Tt :’;'Rgu[pga]u- (2~3‘1)

It can be decomposed into its electric and magnetic parts, respectively denoted E,; and
B,y which are defined as follows

1
Eup = R PhYClurve 1 0%, Bap = =€ 4eCogpyntn’. (2.3.2)
a b Yu 2 f
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Electric part of the Weyl tensor

Starting from its definition (2.3.2), the electric part of the Weyl tensor can also be written
as

Eu h PR Curve n* n°

by Rysue ntn® — %habR,, antn? — -;—h““hb"Rw, + %Rhab, (2.3.3)

where in the second line we used the fact that g,, = h,, + n,n, and h,{‘n“ = (. This
implies hqn#gu, = 0, hd"hy’ g, = hap and also n#n¥g,, = 1. In the following, we will only
deal with the on-shell Weyl tensor. Upon setting 17, = 0 and using (2.2.12), we have

Ega hthy” Ruave n*n? = LK+ Diqapy + KoclG,® — aqas

—%(a,,Ka,, + DaDyN) + KS. K, (2.3.4)

Its asymptotic expansion is given by

Inp

7

By computing the following quantities

1

p?

1
Ep = ;Eg;) + =B 4 E® 4 0(p7?). (2.3.5)

1 _ a1 . _
LaKagp = ﬁa,,K‘,,, = hl(:z) —-p 'ahsz) +p 2E(aka¢, - 20’2113) — i) + O(p7),
KKy = hs,),) +p7! [ - 201&&2’} —p % Inpig

a

” 1
+p"2[ — b i+ 4020 + 7 ucky — ak.,b] +0(p™%),

I

D,ap — ayay _llVD“DbN

1
= ~plog+p? [aaab — 20q0p + oca‘lcf‘? + 0°D(gkp)c — Eoc'Dcknb

+0(p7%), (2.3.6)
we find
E‘(.,l)) = =Og— ahfg), (2.3.7)
EQ? = —i,, (2.3.8)
ED = b3+ Siu+ 50" + 0w ~ 2000y + 00 h)
1 3 1
+'4"kackcb = fakab 3 n D(ukb)aac = ipcknboc . (2.3.9)
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Magnetic Part of the Weyl Tensor

The magnetic part of the Weyl tensor is defined as

Bay = %emn“ mnb]ne‘n! = —€™" . DnKnp. (2.3.10)
where €., = Emnapn’ admits the expansion, upon setting k = 0,
3o 3
S = PP e (1 =5t ofp ‘)) i (2.3.11)
1
™, = pied, (6;"53(1 + %) ~ ;(k;"a,'; + k38T + o(p"‘)) : (2.3.12)

Also, we have

DmKnb

1 0 1 Inp 0 in,2
DK - TAHD ~ TIHD + B2 (_pnmen® — rigenm)

1 4 2 .
b= (DK S — Tk - ekl — T@hS —T0enD)  (23.3)

mib
+o(p™), (2.3.14)
1 Inp 1 f2)yikaac (0)
= §Dmk1|b + 7 (—Dmitm) + ; = Dmhnb + '2"Dm1nb + 200""1"”
1 m_1 w1y ooy Lor o p
+§0Dmhub - iamhnb + Z m ( b nf) + § (65n) !"‘/
1 1) -
—Eh(l)!(bvlf|h$x)m) +o (p l) ' (23'5)
where we used
Finally, we obtain
1 In 1 2
By ==BY + 2L 4 _B® 4 0(p™), (2:3.17)
P P P
where
B‘(l:’) = %e,f'"Dckdb , (2.3.18)
Biﬁ"z) = €Digy, (2.3.19)
1
BY = e ['Dc (hg’ - %m - 2020 + okay - deesz)

1 1 1
—§kde0°h§2) + ki (Diekgp + 5Diekyc) — gy D[dkcje]
1
= & [’Dc (nf;’ ~ %id,, ~ 202hYy) + okap — %kdek,f) - Ekdcaﬂhg‘j_’]
+gk:3,§;’ + kB - %kfdag’hg’} , (2.3.20)
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where in the last equation we used the definition of B‘(,:,) to write
Dickgy = —€¢f, B . (2.3.21)
Just remark that assuming k,;, = 2, = 0, the expansion simplifies Lo
L @) () 1
B = e o (Dahll) ~ a00uh5)) + 0 z) (2.3.22)
which agrees with the equation (C.7) of [51].

2.3.2 Classification of symmetric and divergence-free tensors

In this section, we prove that all symmetric and divergence-free tensors (SD tensors) built
out of quadratic terms in the first order fields ¢ and kg can be formed from symmetric
tensors M,y obeying D" M, = D, M and which we call tensor potentials. A complete set of
SD tensors consists of SD tensors given by k.5 = My, — thg) and of symmetric, traceless
and divergence-[ree tensors (SDT tensors) obtained by acting with successive curls on M, or
equivalently by acting with successive symmetrized curls on K44. Indeed, an SDT tensor can
be constructed from Ty, = €, D My, = ecd(,,'Dcnb As the curl of a tensor potential might
be trivially zero, the SD and SDT tensors, whose curls are non-zero, can be classified using
the equivalence of classes of tensor potentials where two tensor potentials are equivalent if
their difference has a trivial curl. We will refer to one representative of such equivalence
class of non-trivial tensor potentials as a RNT tensor potential,

Becausce the first order fields o and k,; obey decoupled linear equations as it is obvious
from (2.2.49), we can consider separately the quadratic combinations (o, o), (k, k) and (o, k).
What we show in the following is that any SD or SDT tensor whose curl is non-zero, let us
denote it X4, can be written up to the addition of SD tensors with trivial curls as

Xap = Za(o()t) ‘(‘? )curl(n(i))(,,;,) + a' () curl 2(x™)gp + ... + a(j()i)curlj(n(‘)),,b
(2.3.23)

where a(J ) are arbitrary real coefficients and K()

is an SD tensor given by one of the
followmgS) D tensors

ke = (20% - 2009hS) + 400, (2.3.24)
n‘[:’b‘k'” = okg + o,;(,‘kb)c - %ocdk‘dhf‘?,) — 0°Dekab + 0°D(akp)c » (2.3.25)
i = 28 + 2By - o2BY K + 2080, (2.3:26)

KM MM AR — _qpWe 4 9B Wketn(®), (2.3.27)

‘['Abk 1 - Ek dk‘dh(o) kack’, + ‘D kd,'Dckdeh(o) _ EDakcdDbdea (2.3.28)

‘l"Lk JI __B(l)ch(l)h(O) + Bi(‘:Bg)"c, (2.3.29)
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which form a complete basis of SD tensors whose symmetrized curls are non-trivial. In
(2.3.26), Z}li) is an SDT tensor

1
29 = 8B + Seosuriftht + 505, B
1 0
~ 5eci(a0“ Dkt — 20 0Bl — o°DcBy) . (2.3.30)

From (2.3.27), one can use the curl of the tensor potential Mﬂ‘k‘k] to construct the SDT

tensor that we denote Ya(bz )

2 : 1,k,k] d &k d
Ya(b) = ccda'D“M!E e c,;d(,,'Dcnib) L
- Bg(‘gaf,;" — 2€yaDkyf B4 = 2 €cq(aDyy B k% . (2.3.31)

There exists obviously also an infinite list of SD tensors that have a trivial symmetrized
curl. We will not consider them further in the rest of this thesis. Indeed, we will be mainly
concerned with charges and we will see that regular SD tensors with trivial symmetrized
curl are associated to trivial charges. For the sake of completeness, and because such tensors
will appear in the following constructions, let us just present two such tensors

nz;a‘”] = 20,0y + 200, + h(a?)) (402 - 2047‘), (2.3.32)
e R (—%‘Dckdc'D%"‘ s %kcdk“‘)hff;) & %‘D(ak“‘m)kcd
1
+§k°“’D(a'Db)k¢d . ; (2.3.33)

We start our analysis by explaining the general procedure we have followed in order to prove
that we have listed all RNT tensor potentials needed to construct any SD or SDT tensor
whose curl is non-zero. We then move on to the specific classification for each class: (o, a),
(o,k) and (k, k). Remember that we will always consider kg4 to be SDT in the following.

Algorithm for classification

For each case (0,0), (0,k) or (k, k), we use the following procedure

1. We start by listing a basis symmetric tensors of rank two with m derivatives built out
of quadratic terms which are independent on-shell. It exists a number of derivatives
m* such that for all m > m* the number of terms in that basis is maximal. At
lower values m < m*, not all possible tensor structures can appear due to a lack of
derivatives. We find m* = 2 for (0, 0), m* = 3 for (k, k) and m* = 4 for (k, o) tensors.
Due to the presence or the absence of the epsilon tensor, depending on whether m is
even or odd, the general form of a symmmetric tensor of rank two built out of linear
combinations of the basis takes a different form. We denote this tensor as Qﬁ") or

Qf,inﬂ) and we provide its general form.
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2. We continue by deriving a bound on the possible SDT tensors that one can build
at a fixed number m > m* of derivatives. We simply compute the number H of
linearly independent tensors sz't?) which obey both D°Q,(",?) =0 and Q™ = 0 where
equalities here are valid up to terms with lower derivatives. At this stage, the number
H is only a bound on the number of SDT tensors at order m because none of them
has been fully yet constructed. We obtain that If = 1 in the (o, 0) case, H = 3 in the
(k,k) case and H = 2 in the (o, k) case, for both m even or odd.

3. We then derive the explicit form of all RNT potentials, SD tensors and SDT tensors at
cach low value m < m* of derivatives by enumeration. We write a basis of symmetric
tensors of rank two built out of quadratic terms which are independent on-shell with
at most m derivatives for each 1 < m* and impose the RNT or SDT conditions. The
SD tensors K45, whose curls are non-zero, are obtained from the RNT potentials by

the correspondence kb = My, — h‘(:;) ME.

4. For the (0,k) and (k, k) cases, we finally observe that there are exactly H SDT
tensors that have at most m* derivatives and at least one term with m* derivatives.
This provides a proof that each candidate SDT tensor exists at order m*. We then
note that the SDT tensors obtained by acting with the curl operator on these tensors
form a basis for SDT tensors at order m* + 1 and by successive iterations at each order
m > m*. Since there are H SDT tensors at each order m > m*, there cannot be any
other SD tensor which is not traceless but whose curls are non-zero or equivalently
any RNT tensor at order m. Otherwise, there would be one additional SDT tensor at
order m+ 1 by applying the curl operator but this would raise the number of SDT at
level m + 1 to H + 1, which is not the case. These considerations apply to the (o, o)
case when m” is replaced by m* + 1.

We conclude that all RNT potentials and SD tensors whose curls are non-zero are
classified by the explicit tensors that we build out of terms with up to m* derivatives.
At higher order m > m* in derivatives, all SD tensors, whose curls are non-zero, are
traceless and can be obtained by applying curls on the RNT potentials.

(<]

(o,0) SD tensors

The analysis in the (o, 0) case, first performed in [52], is rather straightforward. One can
rapidly realize that, for an odd number (2n+ 1) of derivatives, there is only one independent
structure such that

2n+1 . Cn— .
Qflb'H- )= fc[(aab)ecnczi..c"-la‘;lc) i (2.3.34)

while for an even number (2n) of derivatives, we have

Qﬁ") s ahg;)dch,__cndc‘c’“'c" +b0abc1‘.4c,.-‘aclmc"d i w“lmonﬂa_bc;...c.._l. (2'3'35)

This is so because we take into account that of = —3¢ on shell and also that a structure
such as

O¢y...ep—yab [ S (2.3.36)
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is not an independent structure. Indeed, one can always bring it back to a form identical to
the second term in (2.3.35) by commuting derivatives. This operation will only add terms
with lower derivatives, terms that we neglect for this argument.

From (2.3.34) and (2.3.35), we immediately see that m* = 2. Imposing divergence-free
and traceless conditions on (2.3.35) provides us with the following requirements on the
parameters

3a+c=0, 20 +b+c=0. (2.3.37)

Also, one can check that (2.3.34) is always SDT. All in all, this tells us that /T = 1.

Let us now derive the explicit form of all RNT potentials, SD tensors and SDT tensors
for m < m*. A generic symmetric tensor containing zero, one or two derivatives has the
form

(ac?® + bocac)hfg) + o040 + do0gp, (2.3.38)

for some coefficients a,b,¢,d. One can easily show that there are no SDT tensors in this
class. However, there are two independent tensor potentials

Mli»d.ﬂ.,] pss (50-2 + aco‘c)h‘(:;) + 40'0'01“
A/I‘[j’,d,d.l” = (Dqu + h(a[l)))) ”2 X (2-339)

The first one is a RNT potential while the curl of the sccond term is trivial. From this first
potential, one can build an SDT tensor with three derivatives

X3 = €, 9D MY """ = deyia0°0%y = —denyq0° BN, (2.3.40)

where E((‘,l,) is the first order electric part of the Weyl tensor given in (2.3.7).

By a recursive application of the curl operator, one can build one SDT tensor at each
order in derivatives. At the next order, we have

X§ = Xy =(@-3)M2N _ppypitecdl 4 pl2oadipQ)
2060°hS) + 20ca0“hy) + 20anc0” — 180%hy —~ 18004, — 60,0,

(2.3.41)

This ends the classification for the (o, o) case. Indeed, we have found one RNT potential
whose successive curls generate the unique SDT tensor at each order m > m*. The two SD
tensors associated with the tensor potentials (2.3.39) are given by

nE;-""] s A,[L[‘iuﬂ.ﬂ'” = M[?,a,a,l]h'(‘?’)
= (20% - 20,00 + 4004, (2.3.42)
Kl(zab,o.ll] . Ala[:.d.v.”l < AI[?,a,a,II]hf'g)
= 20404 + 2005 + h) (4a2 - 2acac). (2.3.43)
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The second SD tensor has a zero symmetrized curl. We also see from (2.3.34) that at each
odd order n > 3 any SD tensor is also SDT. At each even order n > 4, any SD tensor is a
linear combination of the unique SDT tensor and a tensor with vanishing curl. If it was not
the case, then a new independent SD tensor with at most four derivatives would generate
an additional independent tensor with at most five derivatives that we do not observe. The
general SD tensor whose curl is non-zero, up to the addition of SD tensors with trivial curls,
has the form

a(t)"}. A 4 a(g)X( |+ aggycurl (X®)gp+--- + a(,,)curl"(Xlsl)ab - O (2.3.44)

for some arbitrary coefficients a(; and X8 ab = (curl lo?: ’l)(ab)

(k,k) SD tensors

The classification of (k, k) structures is considerably more tedious than the classification of
(o,0) structures. In order to simplify the identification of a basis of independent teusors
on-shell, we will make an efficient use of the relations

DB

blc

=0, Dk =—taa BN, (2.3.15)

where B(b) is the first order magnetic part of the Weyl tensor given in (2.3.18). We start
by listing the independent structures quadratic in B(") and its derivatives. Then, we add
an independent subset of structures of the form (B{V) k) such that no linear combinations
are of the form (B!, B(Y)) and eventually we add a subset of independent (k, k) structures
such that no linear combinations are of the form (B(Y), B(V) or (BM") k). To look if such
linear combinations exist, we just need to take into account the equations (2.3.45).

For an odd number (2n + 1) of derivatives we find the general form

Q(2n+l) oo God(a'Di'~~Di"_|Db)Bu)ceDi|---D;"_,le)d
+b € D" ... D1 D/ Dy kD;, .. D;,_, Dk

+c D DD BY) D, D;, Dk,

+d D"...D""-‘DCB;L’D., Di,_,D%k%®hy)

ab

in

+e D" DD, DBYD,, .. D, k™
+f Dtl...'Din—l B((;;)Dll ..-Di"W]DcD(akb) 3 (2.3-46)
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while for an even number (2n) of derivatives we find
QY = aD;,..Di _,DBYDY... Din-2pe B de O

+b Dil ”"Din—z'DcB(,:‘)"D" D' -—z'DcB(l)d

+¢Dy,.. Dy, ,DcDyBY DY, Din-2 1) cd

+d €y(a D" ... D2 DI Dk D, ... Dy, _, Dy B

+e €oqaP"...D"-?D/ Dy BV °D;, ... D, , Dk

+f D, .. Di, ; DeD(uk® DM ... D=2 DDy kcy

+9 Di;... D1,y DDy Dy kDM .. D" 2D,k q

+hD;,...D;,_, DeDykeyD ... Dn-2D D (D) | (2.3.47)

ln=2

We deduce that m* = 3. Indeed, when m = 2 the third term in fob) does not exist while

when m = 3,4, or higher, all terms in Qub exist. Looking at m > m* and imposing the
SDT condition, we find after a straightforward analysis that there can be at most three
independent SDT tensors. We thus have H = 3.

We now need to construct RNT potentials and SDT tensors at each order m < m*. At
= 0, there are no tensor potentials and no SDT tensors. At m = 1, we have

QL) = a €cawDuykk?, + b B okys + ¢ B kA , (2.3.48)
and one easily checks that there are no SDT tensors but there is one RNT potential
MM = 4Bl + BERHRD). (2.3.49)
At m = 2, we have
QY = aBYBMURS +bBY) B + ¢ ecaaDhyf BM? + d ecaiaDyy BLY k%
+€ Dk Dyykct + f kD (aDpykea + g Dekae Dk¥RY
+h kS kye + i keak®h) (2.3.50)

where we also introduced the structures with m = 0‘ derivatives. Here, we get
Q® = [3a+b-2dBWBY) L Dk D,k e + 3] + [3f + h + Bi}keak®?,
D.Q?® = [6a+2b—4cBND,BY 4 [2¢ + 6g|D,Dyka Dk
+[6f + 2h + 6i)kogDok?
d :
p*Q% = [2a+b-24)BV DB + [g - E]ccm’D"kb‘D”B},” ¢
+[2¢ — 2d — 4e + Af + 2h) €k B + (e + [ + 20)Da D kcyDykea
+k“Dakegle + Tf + h + 2i] (2.3.51)
where we made use of the relations

k“‘ODked = 5k““Dukea + 4k Dekut,  k“D*DDykus, = Tk Dekad ,
kDD, Dykeg = k' ODgkeq — 2k Dekagy,  k™Dekoq = 2€cdak’s BV ¢ + k™ Dgkicq .
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We obtain that tensors Qﬁ’ satisfying ’D"QS? = D,Q'? are of the form

YD+ a4 mgMER MBS, (25
where
Yo) = —ABGB 2 ecuaDHif B! ~ 2 ecaaDyy Bk = ecaaD My,
MEFEN = Sk ah ) — Kook, + 5DkaDRR) — - DakeaDeh
MBI —%B,‘,;)B(”“‘ hQ + B BY,
MBRRIT %kmb(avb)kcd + %D(,,k“‘D,,,ka, + ll—ekcdkw"f;? : (2:3.53)

We thus see that Ya(: ) is the unique SDT tensor and it is obtained from the RNT potential
MR that Mﬁ‘k‘k'” and Mg'k'k’”! are two new RNT potentials and that Mﬁ'k'k""] is

ab
a tensor potential whose curl iss vanishing as it is of the form (D,Dy, + hﬁ))ka‘k"d. From
the three tensor potentials found, we can define 3 SD tensors

K"[‘kb'k'l] = (szktk)[] 2 ﬂ!lz,k‘k,llhg;))
3 1 1
= Theak®hGy) — Kack, + 3 Dckae DR hGy) — SDakea Dk,
KE:;I:.II] = § Mﬁ.k,k,ll] Mk h,(,?) i _;_ B ed B((:(lz) h((f,’,) 4 3‘58 Bé)‘)",
K‘{‘I:;k,lll] = Mﬁ.k.k,li!] _ M2&kTT) hf:;))

1 1 1 1
= (__s_Dck‘chdec - Ek(‘dk”l)hfg) + §'D(akc’lvb)ku1 +4- '8‘ka'D(an)kcd .

(2.3.54)
Now, at m = 3, we obtain
Q% = ‘aecuaDyBY BN + by DI DykDsk? + ¢ DBY) Dk, !
+d DBY Dk + e D.D4BY K + f BYDD k! (2.3.55)

up to terms with lower derivatives. One can explicitly construct three independent SDT
tensors which can also be obtained as curls of the three previous RNT potentials. We have
thus completed our algorithm. We have three towers of SDT tensors generated by the three
RNT potentials M,[l:,‘k'k] (which leads to Yu(,,2 N, M,[.";,‘k'k"] and ME*&I]

ab

(o,k) SD tensors
For the (o, k) case, we find that a generic tensor with 2n + 1 derivatives is of the form

Q' = aDy..D,BYe " +bD;,.. Dy, B)a, s

+¢ (D" ... D" Dy k0 ,+d €qaD . D=1k gt L L

i1..0n

+e D;,..D;,_, B~} | D, D, BYo Hr-n-t | (33.56)
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while, for an even number 2n of derivatives, it is of the form
QB = ggolir-inaD, | D, DDigkya+ bo™ 1D, . D, DigDyykes
t o2, D, DcDukuy+ d O, 4 y(aD" . D2 Dyyk™
+e Uodu....‘,‘_z(a'D”-..D"‘"’Dckb)“ + f Gobediy. in_sDM... D=3}
+9 b oy i DV .Din1kA (2.3.57)

We find that m* = 4. Indeed, for m = 3 derivatives, the last term in Ql(f:) does not exist

while for m = 4,5,... all terms in Q‘(::) exist. For any m > 4, one can check that there are
at most 2 SDT tensors. We therefore find H = 2. At lower levels m = 0 or m = 1, we see
that there are no SDT tensors and no tensor potentials. At m = 2, we have

QY = acka+bewak?yot +coBl) +doDekay
+€ 0°D(akp)c + f Ocqaky’ + 9 0tk hly) . (2.3.58)
There is no SDT tensor, but there is one RNT potential
: 1
MM = gkap — 0Dokas + 0°Diaks)e + Teiakyf — z T A (2.3.59)
Its curl gives an SDT tensor
3 y 1 d 1)
Zy = 80By)+ SecaaosfKt + 503, By,
1
~56ca(a0 " Do)k’ — 2hgy 0B — oD BY) (2.3.60)

At m = 3, the general SDT tensor or RNT potential can be written as a linear combination
of a basis of terms with 1 and 3 derivatives

QY = aBloy +bh)o™BY) + cecaarthkd + d ecyaDyko™ + e 0*D.BY)
+feod(,,k’£)a" +9g 032,) s (2.3.61)
We find oue SDT tensor which is obviously Zg) and a new RNT pétential Mﬁ'o’kl
k) 5 1
M‘[li” o= 735(1305) - Ehig)a“Bg) - 55,,,(,‘0,,)"%46
1
- 5 caDo)k0™ - o*D.BY + 10081} . (2.3.62)

As expected, at m = 4, one can check that we have 2 SDT tensors. The algorithm is
therefore completed. The two RNT potentials that generate the two independent towers of
SDT tensors are M, ﬁ'"'k' and M ﬁ’a'kl. To each of these potentials corresponds a unique SD
tensor

,{E:;‘k.ll e Mﬁ"'k] = hfg) M(2oK]

= okap + Op(aky’ ~ %acdk“hf,‘,’,’ — 0“Dekay + 0°Digkyye,  (2.3.63)
et = pBeM _ g Qmbek

= 23 +28B{ oy — 0B 1) +20B). (2.3.64)
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All other SDT tensors, with m > m"', are then constructed from linear combinations of
successive curls of those SD tensors. This ends the classification of RNT and SDT (o, k)
tensors.

2.3.3 First order equations

Now that we have established all this, we start by rewriting the first order equations of
motion and study their solutions,

Compact form

From the definitions of the first order clectric Efl,l,) and magnetic B‘(lz) parts of the Weyl
tensor that were given in (2.3.7) and (2.3.18), we see that these tensors satisfy the properties

WO =0, El) =0, DEY) =0 (2.3.65)

The first two properties are trivial, while the third one stating that E‘(lz) is curl-free can be
easily proved using (see also Appendix [.B)

[Da, Dsloe = 2600y, (2.3.66)
Now, it is also easy to see that the first order equations of motion can be summarized by
0) ab (1) __ (1) . (1) _
ROREY =0, By, =0, DBy, =0. (2.3.67)

Indeed, the first one is a trivial rewriting of the first order Hamiltonian equation (CJ+3)e = 0
using the definition of ES,). The second one states that

¢ B} =0, (2.3.68)
and by definition of Bt(l,l,) , we recover the first order momentum equation
2e Bl}) = ¢ ¢ %Dk, = Dk - DOKS, = 0. (2.3.69)
Eventually, the third equation implies that
2¢,% DB} = Okap — DDykne = 0, (2.3.70)

which is just the first order equation of motion obtained in (2.2.48). One can check that all
these properties also imply that

p'EY) =0, DB =0, (2.3.71)
@-3EY =0, @-3BY =0 (2.3.72)

The first order electric and magnetic parts of the Weyl tensor are thus, on shell, SDT
tensors which are moreover curl-free and satisly (2.3.72)
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Solutions to the equations

Let us characterize the solutions to these first order equations. As we will sce just after,
it is sufficient, to specify the physical content of the tensors Et(ﬂl,) and B,(IL), to solve the
hyperbolic equation

0@ + 3 = 0. (2.3.73)

The general solution to this equation is the sum of a function of 7 times a spherical harmonic,
fon(T) Y1 (0,¢), [ = 0,1,..., m = —1,...,l. However, two independent solutions for fp,,(7),
which we denote as fi,(7) and flm(r), exist since the hyperbolic equation is second order.
We express each independent solution of that equation as a hyperbolic harmonic. One can
then write

3 !
¢ = Z (ﬂ(f)C(i) + d(i)(-(i)) + Z % (almflm(T) + &zynﬂm(T)) Yim(6,9),  (2.3.74)
i=0 152 m=—1

where the first set of lowest harmonics are given by the four solutions
oy =sinh7,  (py =cosh7fiy, k=123 (2.3.75)

of Dy Dy((q) + h‘(g,)((a) = 0, which are odd under parity (7,0,¢) = (—7,7 —0,¢ + ) while
the other set of lowest harmonics are

- cosh 27 - tanh T
= g = 3| : = 2.3:
C(o) Solir 4 C(L) (2 sinh7 + oah T) f(k), k 1, 2, 3, ( 3 76)
which are even under parity. Here,
f(l) = CO0s 0, f(z) = sinfcos ¢, f(3) = sinfsin qb, (2377)

are the three | = 1 harmonics on the two-sphere.

This analysis clearly classifies the possible solutions for E‘(‘z) since it is expressed in terms
of a scalar that fulfills this hyperbolic equation. Actually, it is also sufficient to classify
solutions of B((.:') as we now see with the following lemma that we prove in Appendix I.C.

Lemma 1 (Ashtekar-Hansen). On the three-dimensional hyperboloid, any traceless curl-free
divergence-free symmetric tensor Top such that OTy, = 3T, can be wrilten as

Toy = DaDy® + h) @, (2.3.78)

with O® 4+ 3% = 0. The scalar ¢ is determined up to the ambiguily of adding a combination
of the four functions (2.3.75).

‘ollowing this lemma, one can express the first order magnetic part of the Weyl tensor

BS,) =gl — aDhsp, (O +3)e? =0. (2.3.79)

Let us note, as also proved in Appendix L.C, that
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Lemma 2 (Beig-Schmidt). On the three dimensional hyperboloid, any scalar ® satisfying
O®+3% = 0 and such that it does not contain the four lowest hyperbolic harmonics (2.3.76)
defines a symmetric, lraceless, curl-free and divergence-free tensor Tp, = D,DyP + hfi)tb
that can be written as

Tos = €D Py, (2.3.80)

where Py, 18 a syinmetric, traceless and divergence-free tensor. This tensor is defined up to
the ambiguity Py — Poy +D.,'wa+h£g)w where w is an arbitrary scalar obeying Dw+3w = 0.

This second lemma tells us that, equivalently, the first order electric part can be rewritten
as

1
B = 5ea°"vck£,. (2.3.81)

2.3.4 Second order equations

Let us now move to the second order equations. In [16], Beig showed that in the case
kab = tap = 0, the system could be written in terms of the second order part of the magnetic
Weyl tensor. Here, we show that for our enlarged boundary conditions, the second order
equations of motion can actually be written in terms of two equivalent systems constructed
from two SDT tensors that are mutually conjugate in a way that we precise below. In the
case kqp = i, = 0, we see that one of the SDT tensors reduces to the result of Beig and
that the other can be expressed in terms of the electric part of the Weyl tensor.

Linearized equations and their solutions

In an attempt to present the material in a more pedagogical way, we start by discussing
the second order equations in the linear case when the quadratic terms in (o, 0), (o, k) and
(k, k) are set to zero. We also set 74, = 0. The equations reduce to

rPe=0, DhE =0, (@-2n =0. (2.3.82)
Let us define
Vs = —h%,  We=curlh®, (2.3.83)

where the curl operator is (curl T = €,°D.Ty. Let us emphasize here that the curl
operator obeys remarkable properties. The curl of a symmetric tensor Ty, satisfying DT, =
D,T}? is symmetric: (curl 1 Jjat) = 0. Moreover, the curl is the square root of the operator
[J - 3 when acting on an SDT tensor Ty,

curl (curl (T"))gp = (O — 3)T - (2.3.84)

The latter property also implies that the square of the curl operator when acting on an SDT
tensor Typ obeying (J — 2)7,, = 0 is minus the identity. This shows that this operator is
invertible when acting on Ty, satisfying ((0—2)Tp; = 0. Finally, one has [0—2, curl|Tg = 0
for an SDT tensor T,.
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With these properties in mind, we see that the above defined quantities enjoy the duality
properties

Wap = —curl Vg, Vap = curl Wy, (2.3.85)

Moreover, the linearized second order equations (2.3.82) can then be written in two equiv-
alent ways

Vi=0, DV = 0, (O —-2)Va =0, (2.3.86)
or
we =0, D'W, = 0, (01— 2)Wep = 0. (2.3.87)

The two sets of equations are related by the curl operator. Given a solution to one of these
systems, one can reconstrict the metric nsing definitions (2.3.83). We have thus shown the
equivalence of linearized Einstein’s equations at second order (with 2, = 0) to any one of
the above two systems of equations.

Let us remember and insist on the fact that tensor fields that derive from a scalar
potential, like the first order electric part of the Weyl tensor E“(l;) = —D,Dyo — hﬁ)a, have
vanishing curl,

Top = DaDs® + hi® = (curlT)e = 0. (2.3.88)

These tensors therefore obey (curl2 7, = (O — 3)T% = 0 as opposed to (O — 2)Ty, = 0.
As a consequence, none of the lemmae used in the first order analysis, see also (44, 8§,
capture tensor structures appearing at second order. The general form of the solutions to
the equations

T = DMy = (O - 2)Ta = 0, (2.3.89)
is summarized in the following lemma, proved in Appendix I.C, stating that

Lemma 3. On the hyperboloid, any reqular symmetric divergence-free traceless tensor Ty,
obeying (O — 2) T,y = 0 can be uniquely decomposed as

3
Tab = Y _ (v Viyas + 0y Wiyas) + Jabs (2.3.90)
i=1
where the three tensors Vi;)qp and the three tensors Wigap, i = 1,2,3 are given by
V(x)-rf - 250ChSTC(;‘), V(i)-n = sech®r tanh Ta;C(,), V(,),j = i scch37((,~), (2391)
W(i)ff = 0, ‘V(i).“' = SCChaffijajC("), W(!)!J = 0. (2392)

These tensors are dual to each other in the sense that

eIDViyw = ~Wayarr € DeWyay = Viiyas- (2.3.93)
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These tensors also obey the orihogonality properties

/5 Vi Clynd?S = /S Wikya(Gynbd?S = 0, (2.3.94)
[g Vikjab€rory d>S = /s WikjabEboosty d>S = 0, (2.3.95)
1 s 8”
/S Vikiab€hoom(yn'd’S = /S“’(k)nbfmm""dzs = 30k (2.3.96)

where 833y = 1 if1 = j, and C(“,) = D%y are the four translation Killing vectors (conformal
Killing vectors on dS3) with () given in (2.3.75). The tensor Jq ts a symmelric traceless
dwergence-free tensor obeying

/ 25T €0 n® = / ST ot = / PSJuCEnb =0, (O —2)Ju =0.
S S S
(2.3.97)

Full non-linear equations

Let us now consider the full non-linear second orcer equations. Based on the previous
analysis, we would like to rewrite them in terms of two tensors Vg, and Wy,

1

Vs = =A% + iab + o\ S (2.3.98)
1.

Wa = ¢2D. (hf,i’ ~ gia+ Q,‘,‘;) : (2.3.99)

where an are appropriate quadratic terms in (o0,0), (o, ka) or (kas, kas) that we will
construct herebelow. We require that V and W are SDT tensors that obey the following
duality properties

Wap + €DV = KY,  Vip - €D Wyp = —2igp + K, , (2.3.100)

where K“‘/l;w are non-linear terms quadratic in o and kg, which are also SDT. Applying the
curl operator on both equations (2.3.100) we obtain that V,; and W, obey

(@ = 2)Vap = —2iap + KY, + €7D KY (2.3.101)
(O—2)Wap = —2jap + K2y — €DK, (2.3.102)
where ju, = —curl(i)yy. Our construction of the non-linear tensors QV'W, KY'W goes as

follows. In order for Wy, to be traceless, we require Qavg to be symmetric. Using the
Hamiltonian and momentum equation of motion, one can rewrite the symmetry condition
of Wy as the following equation on Q%

D'QY — DaQy* = “;'kbcvbkac + Dy (402 + gkcdk“‘) : (2.3.103)
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The divergence-free conditions of Wy, can then be rewritten as
1
e, (D"Q,‘,‘{ + -2-'Dck,,fk‘f) =0, (2.3.104)

which is a consequence of the previous equation. The equation (2.3.103) can be solved up to
the ambiguity of adding to Q:% tensors obeying D?My, = DM . We will fix the ambiguity
in defining Q.% since we would like to find one equivalent formulation of the equations of

" motion, not all possible formulations. By choosing a Qf‘fg with the smallest possible number
of derivatives, we obtain

1 1

Using again the Hamiltonian and momentum equations of motion, one can rewrite the
traceless and divergence-free conditions of Vg as the following equations on QXb

Vo _ 1952 4 g,0% + %kcdkc“ + kogo®, (2.3.106)
D*Qy, = %Dbkukbc + Dq (aw“ + 802 - %kcdk“‘ + kc,,a“‘> . (2.3.107)

This system has a unique solution up to the ambiguity of adding an SDT tensor to Q,‘fb.
We will make a specific choice for the ambiguity in defining Q}l’b as well. In fact, the SDT
tensor K‘n can be computed using (2.3.100) and the equations of motion (2.2.56) as

KY% = —=NLg(o,0) — NLg(o,k) — NLag(k, k) + QY — (O - 3)Q%
+D. DD + QYY) — D (D + Q¥ 9. (2.3.108)

We will choose to fix the ambiguity of adding SDT tensors to Q(Yb by requiring
KY=0. (2.3.109)

After a tedious computation, we obtain simply

; 1 1
QXb = (60'1 + o0, + §kcdde ) §'Dckdevckde)hfg) + 2004 — 20,0
+4 0koy — 4 0°Dekay + 40Dk + d0yakyy” — Tcak™hly
1 3 s
= “z‘k»'uckbC = gDakc:lDbkL" + gktdv(avb)krd + Ya(bz) ) (2'3'110)

where Y‘f: ) is an SDT tensor given in (2.3.53). Remark that to perform this computation,
one can separate the analysis of non-linear terms for each set of quadratic terms (k, k),
(o,k) or (k, k) independently since those terms never mix in the equations.

Using then the definition of K} in (2.3.100) we find

K% curl(M)gp = €, DMy, , (2.3.111)
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where
My =Qu +Qp s (2.3.112)

is a tensor obeying D'M,y, = DaM. Using the classification of snch tensors described in
section 2.3.2, we have explicitly

My, = MBoo) _ pldoodl] | gpgltokl | y(@) o gkl | pgRERIIN (5 3113)
where

Mﬁ’”‘"‘ll = (50%+ acac)hg?,) + 400gp,
MES = (DD + 1Y) o2,
M2%%  — Gk — 0°Dek Dok k€ - L g kedh©
ab = 0o ab g c ab+ g (0 b)c+ Uc(a b) 40cd ab 1
MERRI %ka,kmhg‘;’ — kack§, + %Dck,,cv%df-hg‘;’ - %’Dakm'D,,k“",

1
16

M‘fli.k,k.lll] (Dan + hf,?,)) Kk y . (2.3.114)

In summary, the equations of motion can be written in the form

W2 = DWW, =0,
(O-2)Wa = curl(2i+ M)gp, (2.3.115)
P8 = Dlig =0,
(O-2)iw = 0. (2.3.116)
Using the curl operator and the definition ju = —(curl i).p, one can derive an equivalent

form of those equations in terms of Vjy as

VE = D, =0,

(O=2)Va, = curl(—23 + curl (M))u, (2.3.117)
jo = Dlu =0,
(O=-2)jas = O. (2.3.118)

Since the curl of the latter set of equations lead to (2.3.115)-(2.3.116), the two sets are
equivalent. Once the set of equations (2.3.115)-(2.3.116) is solved, one can reconstruct hS‘;)
from the definitions (2.3.98) or (2.3.99). Einstein’s equations at second order are therefore
equivalent to either set of the above systems of equations.

As a last remark, we could also use in the above equations the symmetrized curl of

Kap = Mgy — M hs;) instead of M. Indeed, the symmetrized curl of k. is equivalent to the
curl of the tensor potential M.
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Non-linear equations with kg =i, = 0

If we restrict ourselves to kg = 145 = 0, we see [rom the definitions of Vi, and Wy, given in
(2.3.98) and (2.3.99), but also (2.3.110) and (2.3.105), that

Ve = —hZ + 6020 + 2000 — 20000 + 0 Tchly (2.3.119)
We = €D, (hf,f) = 20%},‘,’]) : (2.3.120)

From the expansions of the electric and magnetic parts of the Weyl tensor given in (2.3.7),
(2.3.18), and (2.3.22), one easily realizes that

Vo= E2 —0EY),  Wa=BY. (2.3.121)

The equations of motion can be reformulated in terms of Bﬁ), as firstly derived in [46],

B¥e = o, (2.3.122)
D“B% = o, (2.3.123)
(O-2)BY = curl(M)aw = ~deya0°Eypy?, (2.3.124)

but they can also be written in terms of Eg) - oE{(,;)

(E® —gEM),* = 0, (2.3.125)
pyED -¢EY) = o, (2.3.126)
(4 - 2)(E$’—0E'(1:‘)) = curl[—4ecd(aacE§)l)“]. (2.3.127)

Remark that the right hand side of (2.3.124) is precisely the SDT tensor X ﬁ] defined in
(2.3.40). The duality properties of the tensors Vg and W, written in (2.3.100) reduce to

Eﬁ) - aE‘(‘,',) = curl Bﬁ)’ —curl (E,(z) - aE,(‘:,)) = ij) + tlea,(aacEg)l)d. (2.3.128)

2.4 Linearization stability constraints

Solutions of linearized equations are not always linearizations of solutions of non-linear
equations. This phenomenon is well-known as a linearization instability [53, 54, 55]. The
main result of [44] is that Einstein’s equations can always be solved order by order provided
a subpart of them, the Hamiltonian and momentum equations, are satisfied. The follow-up
paper [46] aims at removing this provision, i.e. solve the constraints. It is shown that

Given a spacetime of the Beig-Schmidt form with kg, = i, = 0, Einstein's vacuum equations

can be solved to all orders if and only if the field o satisfies the field equation (0 + 3)o =0,
and is such that the siz charges associaled to Killing veclors

Qléo)l = }{S 8 eqyao®ESY) “Etoyn® , (2.4.1)
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where the integrand is a tensor that is conserved at infinity and built from quadratic terms
of the first order field o, vanish.

In the following, we refer Lo these six additional conditions imposed by Einstein's equa-
Lions as the linearization stability constraints. They were named integrability conditions in
[46].

This section is devoted to review how these six conditions arise and are generalized for
our enlarged ansatz. These conditions will turn out to be crucial when discussing unicity
of conserved charges in the next section. To derive these conditions, we start by reviewing
properties of Killing vectors on dS3 and by showing an important result, that we will use
throughout our argumentation, which states that a charge constructed by contracting an
SD tensor with a certain Killing vector is equivalent to a charge constructed by contracting
the curl of this tensor with another particular Killing vector. This is the main result we will
use in the next section to show that there exists two equivalent forms to describe conserved
charges associated with boosts or rotations. It also tells us that charges associated to SD
tensors that have a zero symmetrized curl are trivial.

2.4.1 Properties of Killing Vectors on dS;

Three-dimensional de-Sitter space admits six Killing vectors. Three of them are rotations
and the other three correspond to four-dimensional Lorentz boosts when interpreted in the
asymptotically flat context. The rotations are

Sonda = O, (2.4.2)
fgoz(z)aa = —sindds — cot f cos ¢y, (2.4.3)
Erou3de = co0s@dy — cot Osin @Iy . (2.4.4)

These Killing vectors are precisely the three Killing vectors of the round two-sphere. On
the round two-sphere, Killing vectors satisly a special property: they can be written as

§ror(k) = 5(2)"'"D5.2)f(k), (2.4.5)

where f(;) are the three scalar [ = 1 harmonics on the two-sphere
4m 3
(@2 +2) fry =0, /sdzsf(k)f(t) - T‘s(k)(l)a (2.4.6)

given explicitly in (2.3.77). We use the conventions ¢(g2)04 = sin 8, D‘(,z) is the unique torsion
free covariant derivative on §?, dS = sin8df A d¢, and 0 is the scalar Laplacian on S2.

The boost Killing vectors of the three-dimensional de-Sitter space can be written as

Ehoost(i) = Jnn® + cosh 7 sinh Thify 9y ), (2.4.7)

or, explicitly, as
hoo(1)Pu = cos83; — tanh T sin 63y, (2.4.8)
$hoost(2)Pa = sinfcos §dr + tanh 7 cos B cos pdp — tanh 7 cschsin pdy,  (2.4.9)
boost(3)a = sinfsin@dy + tanh T cosOsinpdy + tanheschcos pdy.  (2.4.10)

73




The unit vector normal to the two sphere in dSj is n%g, = 0.

The boost Killing vectors are intimately related to the rotational Killing vectors by the
following relation

1

Egoost(i) = _§€me£rot(i)Cs (2.4.11)
1

Erot(i) = Efabcvbfboos&(oc: (2.4.12)

where D, is the covariant derivative on the hyperboloid and €z the totally anti-symmetric
tensor normalized as €94 = + cosh? 7sin@. The latter relation implies

where [0 = D*D,.

Now, let us see how these relations imply that a charge constructed by contracting an
SD tensor with a rotational (respectively boost) Killing vector is equivalent to the charge
constructed by contracting the curl of this SD tensor with a boost (respectively rotational)
Killing vector, or alternatively said how the relations between boost and rotational Killing
vectors imply two equivalent forms for the conserved charges associated with these vectors.

Given a tensor Ty, without special properties, one can show that on the 7 = 0 slice of
de Sitter space,

2
Tabbroriyn’ = €2 DeTusbfoos(y™ + DE (Tub€lSa fryyn®) - (2.4.14)
For any symmetric and divergence-free Lensor, one has
D (Talorii) = 0; D¥((curl T) (apyEfengsy) = 0-
Note that (curlT'),, is symmetrized in the second equation, as it is not necessarily sym-

metric. Therefore, for any regular symmetric and divergence-free tensor, the conserved
charges

QlTabs &) = /S d*S n*Toplouy » (2.4.15)

can be expressed in two equivalent ways as follows
QT Eeg)] = /S d*s anabg;'m(,.) = /S d%S nlcurl (T)(ab)Eboost (s) - (2.4.16)

Replacing T,y by the curl of Ty, in identity (2.4.14), we get on the 7 = 0 slice
Tabfgowt(.)na = —curl (T)nbéfo‘(‘)n"%D‘(:sa)(2‘D{ch],,n‘n° fiiy)+(curl (curl T)+T)am°£{’m;(,-).

For any symmetric and divergence-free tensor, we have (curl (curlT) + T)ap = ([ = 2) Ty +
h9T, and

(O-2)Tw+ 2h§‘,’,’T) €6y = 20° (€6 PiaThie + TeaDy€ly) ) (2.4.17)
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Therefore, one obtains
/; d’S n"Tabggw“w = - /s d*S n®curl (T)abrory — ./s 2STER n, (2.4.18)

For a tensor T, whose trace is non-vanishing, curl (T")4 is not symmetric in general. De-
composing into symmetric and anti-symmetric parts and usmg integrations by parts, the
following conserved charges

QlTub: Epooar(iy] = /b d*s n"mggm(‘), (2.4.19)

can also be expressed in two equivalent forms
QT o] = /S @S T Tl i) = /s 28 nbourl (T) wyfoy-  (24.20)

In establishing this, we used curl (T')jo) = —3€uD°T.

To summarize, we have shown in equations (2.4.16) and (2.4.20) that charges associated
with any symmetric and divergence-free tensor are equivalent to charges associated with the
symmetrized curl of this tensor. In particular, this means that charges constructed using an
SDT tensor are equivalent to charges constructed using the curl of this SDT tensor. Also,
charges constructed with symmetric and divergence free tensors that have zero symmetrized
curl are automatically zero.

2.4.2 Linearization stability constraints when k., = i, = 0

In the case where &k, = 7,5 = 0, we have seen in section 2.3.4 that the second order equations
can be written in the following compact form

B = p, (2.4.21)
p*BY = o, (2.4.22)
(O-2)BY = curl (M) = —eg(a0 By ™ . (2.4.23)

The presence of six necessary conditions, or obstructions, to the existence of non-linear
solutions, constructed from given linear solutions, can be seen as follows. Contracting
equation (2.4.23) with a Killing vector on dS3, one can rewrite the l.h.s of the expression,
upon using the equations of motion and (2.4.13), as

(O-2)B mfm) gy (£(0)D[°Bb]r + B(,[u Dblf(O)) (24.24)

which is a total divergence and vanishes when integrated on a Cauchy surface S on the
unit hyperboloid. For consistency, we must require that the integrals on the sphere of the
r.h.s of (2.4.23) contracted with 5(0) are also zero. These requirements are precisely Beig’s
integrability conditions

Q[&(D)] - deZSC,,[(,‘GcE(;)) df?g)nb =() ’ (2425)
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where ffo) are the six Killing vectors on the hyperboloid, S is a Cauchy surface in the unit
hyperboloid, and n* is a unit timelike vector normal to S in the unit hyperboloid.

Before proceeding, let us present a new way of looking at these integrability conditions.
It is clear that the equation for the mass aspect o, which was given by

(0 +3)o =0, (2.4.26)

can be derived from the free scalar Lagrangian L(?)

1 3
L@ = —-h(o)( -5 o %0 + 502), (2.4.27)
with mass m? = —3 on three-dimensional de Sitter space. Now, it is interesting to note
that Beig’s integrability conditions are precisely the conditions that all six Noether charges
derived from this Lagrangian vanish. Indeed, one has ecd(aocadb) = —(curl K)(ap) Where K

is precisely the stress-tensor of L)
2 6L 1 ©) 3

3 0
JTTE(T)W =Kgp = —§o°o,,hab + ou0p + 5021132. (2.4.28)

Note that this tensor is also an SD tensor and that following our classification it can be
identified as a linear combination of the (o,0) SD tensors defined in (2.3.24) and (2.3.32)

( s
T = -

1

4’(5;0,11 " 14“;;"'”1 (2.4.29)

Kab = 3

Because the charges constructed using the symmetrized curl of an SD tensor contracted
with a Killing vector or with the SD tensor himself are equivalent as we have just shown in
the previous section, the linearization stability constraints reduce to

}é PSTE ynd = )‘; P9 rl et md = 0. (2.4.30)

where we also used the fact that nL‘Z“"”’ has a trivial symmetrized curl and is thus associated

to trivial charges.

Let us mention that it was also understood in [46] that charges constructed with Xz =
ccd(aa"a“b) contracted with a conformal Killing vector w®, a translation which satisfies w® +

wh{® e = 0 also vanish as
1
Xapw?® = D?|ecap 0 ELV w® — 5 €bad(0c0¢ + 0%)w?|, (2.4.31)

can be written as a total divergence.

At this point, we should warn the reader that the above construction only presents the
linearization stability constraints as necessary conditions. It was shown in [46] that these
conditions are also sufficient to solve Einstein’s equations to all orders in the expansion.
The general idea of this construction is to split the linear part in a 2 + 1 decomposition
and keep non linear terms general. Then, a study of the harmonic decomposition of those

76




equations revealed that only six conditions are to be imposed on these general non-linear
terms, conditions that appear at second order in the expansion. These conditions for the
system of equations to have a solution are thus equivalent to the necessary conditions
previously reviewed. Note that there are minor typos in equations (25) and (43) of [46). In
(25), the indices are incoherent and have been corrected in our formula (2.4.31), while in
(43) the cocfficient multiplying 8, is (n — 1)? instead of (n + 1)2.

2.4.3 Generalized linearization stability constraints

The generalization of these constraints to the case where k;;, and 7, are non-zero is straight-
forward. Indeed, from the general second order equation

(O0-2)Wg = curl (2i + K')(nb) ’ (2.4.32)

we see that the integrability conditions are

f d*S igy€fyyn® = ... }{ d*S Kap Epym”, (2.4.33)
5 2
where

Kabh = 'CE:;;U'” - rcg‘:;a'”'ul + 4&5“;‘"'” + Ya(:) + rc‘[;'k'n + x?b'k‘k'”” . (2.4.34)

Let us try to simplify those constraints as much as we can by identifying the currents,
constructed out of SD tensors contracted with Killing vectors, that can be written as total
derivatives. We can already get rid of r:‘[,z,;"’"‘"] and n‘[fb'k'k'[”] as these SD tensors have a
vanishing symmetrized curl! and are thus associated to trivial charges. Now, we sce that the
two currents associated with the two independent (o, k) SD tensors are total divergences.
To prove this efficiently, one first needs to check that the current n!;'k'llf“ can be expressed

as a total divergence
xlaklle = D"( = &ja ky“0c + Dq oky)e + £ 0Digkye + £° a[a.kb]c) A (2.4.35)

This also implies that its symmetrized curl, the SDT tensor 2.3, defined in (2.3.60), will
not contribute either. Eventually, from the definition of nff'b'k'”] given in (2.3.64) and the

following result
0 1
(28{20s° — 0BG 1) + 20BL) )¢ = 2D (D% 0By — € B “oc + £ 01aBY),
(2.4.36)
we see that nﬂ‘k‘”f contracted with a Killing vector can also be expressed as a total diver-
gence.

'One could also check that these tensors contracted with Killing vectors can be written as total derivatives.
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In the same line of thoughts, for the terms quadratic in (k, k), one can show by inspection
that

D* (26 kafaDhyf — Deka Kaky)
- (and(aD"k,‘,’) + ok, - k““'DL.D,,k“,,) gt
= (7 B BMhS) — 6 BB + 4 ecqaDCkyy BV + 4 0o Dy B k%
+ Dk “Dyykes — kD (o Dyykos + 4 kgkpye + k,,,k““hff?){"
= (_ 2},“(:) _ 4KLkb,k,I] _ 14,4:;&,”] _ S’CLIZ.L-.III])EL , (2.4.37)
and also

D ('Dcﬁga ky Ky = & Dckb]dkcd ~ £ k% Dykea + £° kcdD(akb]")

1
i ( — 25 ki — % keak®n') — §Dckdevdk“h£‘,’,’

+D kY Dyyked — Deka(aDkh + k“‘DCD(,,k,,,,,) ¢
- ( -5 BY BN RY) + 6 BE(IZBS)C — 2 €04 D%y B — 2 4o D) BY) k%
1 5
+ KD (Dyyked — 5 Dekae DK hly) — 2 K{hne = 5 keak™h(3) ) €*

= (y‘}f) + 2l 4 10xl RN 4 gilGR I et (2.4.38)
These two equations show that the current constructed out of ny;)'k'”] can be written as a

total divergence and that the equality
v P @b = _gglkkll ()5 (2.4.39)

is true up to a total divergence.

With all these results in hand, it is now easy to see that the linearization stability
constraints (2.4.33) reduce to

i 1 a1, 10,2 sa
f;dzs '&nbﬁzxo)ub =-3 fdQS (K,Lc;a I+ §Ya(b)) 5(0)nb. (2.4.140)

In comparison with the analysis presented in the previous section, one realizes that the
equations of motion for kg can be derived from the Lagrangian L%

1

k (1) (1) ab

LK) =/ h(ﬁ)(_4 By BiYa ), (2.4.41)
whose six associated Noether charges are

® = _ 2 8LW 1 egrn 1

v T2 = 2.4.4
. —~h{0) §1,(0) ab znub 8)/“1’ . ( 2)
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The linearization stability constraints can thus be written in the more elegant form

/ d*S gy Efgyn’” = 2 L 3 (15" + 1) €oyn®, (2.4.43)
S -
where
2 SLW) 1 1
o) — ___ ¢ o _ 1leed | 1 lowll]
T’ib e /_h(o) §h(0) b 4Kab * 2K'ab ’ (2.4.44)

2 SLK) 1 (k1 T) 1 @
T/ h© SR ab — 3'ab =Y (2.4.45)

are the stress-tensors associated to L(?) and L),

T

Although the realization that the integrability conditions can be expressed using the
stress-tensors of specific actions for the first order fields may sound like a curiosity at this
stage, we will show in section 3.3 that they play an important role in the discussion of a
‘good variational principle.

One important thing that comes out of this analysis is that, when i, and k., are
non-zero, we can build twelve possibly non-trivial and independent Noether charges out of
quadratic expressions of the first order quantities. If we set iy, to zero, the integrability
conditions impose that only six of them are independent.

2.5 Conserved charges from the equations of motion

In this section we would like to consider all the possible conserved charges that can be
constructed from SD tensors contracted with a Killing vector or SDT tensors with a con-
formal Killing vector. As we have seen in the previous sections, some charges are trivial
by construction. Indeed, charges constructed from an SD tensor with a trivial symmetrized
curl contracted with a Killing vector are vanishing. Similarly, some currents built out of a
specific SD tensor, respectively SDT tensor, contracted with a Killing vector, respectively
a conformal Killing vector, can be expressed as total divergences. Also, we have seen that
some quantities should be restricted to zero when one imposes the equations of motion. All
these results will obviously severely restrict the possible independent conserved charges one
can construct.

We will see in the following that, in the particular case where kg = 24, = 0, only ten
independent charges can be defined when the equations of motion are taken into account.
These can be identified as the ten Poincaré charges. In this section, we will focus on the
case kg = igp = 0 and just give some comments on the construction of charges for our
enlarged boundary conditions. This analysis in the general case will be presented in the
next chapter.

2.5.1 First order: momenta and dual momenta

Since

DY (Tusly) = PPTusllyy — Ty, (2.5.1)
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for a symmetric tensor T,y and a conformal Killing vector C(‘), i.e. a translation, we need
to consider SDT tensors Ta,, if we want to define charges associated to translations that are
conserved.

To start our analysis, the first thing to realize is that, given a symmetric tensor Uy, we
have

curl (U),.bC(“‘.)nb =P; (q, CdUﬂdC(‘,)) n’. (2.5.2)

The r.h.s of this equation is a total divergence on the two-sphere. Let us now state the two
following lemimnas that we prove in Appendix L.C.

Lemma 4. On the three dimensional hyperbolowd, any symmetric traceless and divergence-
free tensor can be decomposed as

Tap = curl(To) + DaDpl + H9C, (2.5.3)

where Ty is a symmeltric, traceless and divergence-free lensor andf is a combination of the
Jour functions (2.3.76).

Lemma 5. On the hyperboloid, any reqular symmetric divergence-free traceless tensor Tgy
obeying (00 + n® — 2n — 2) Ty, = 0 with n any integer n > 3 also obeys

/ TanCyn’d’S =0, 1=0,1,2,3, / Tup€fpyn°d®S =0, (2.5.4)
s S

where C(f) D%y are the four translation Killing vectors (conformal Killing vectors on
dS3) with () given in (2.3.75) and §(oy are the siz Killing vectors on dS;.

From Lemma 4 and (2.5.2), it then follows that charges constructed from SDT tensors

Ty contracted with translations are simply associated with the coefficients of the four lowest
harmonics ((; given in (2.3.76),

QI Gy = / d2STuChyn® = / dS(DaDiC + h )" (2.5.5)
This readily means that there are only four such charges and the only possibility is?
QU] =~ g .85 EW necly. (256)

These expressions are precisely the ones derived by R. Geroch [56] (see also [7]), Ashtekar-
Hansen (8], Ashtekar-Romano [12].

2 Another way, to see this, is as follows. F‘rom Lemma 3 and the linearization stabnhty consl.rmnt.s wc can
check that any SDT tensor satisfying (0 + n? — 2n — 2)Tas = 0 with n = 2, such as £ —oE'}) and B, is
associated Lo a trivial charge when contracted with a conformal Killing vector. This is also due to the fact
that any other SDT tensor built out of quadratic combinations in ¢ can be expressed as the curl of n"’ o]
and is thus not contributing because of (2.5.2). Eventually, from Lemma 5, we sce that all higher order SDT
tensors including hf,":), h{Y would also be associated to trivial charges. We are thus left considering tensors

made out of lincar quantities in o and the only possibility is Ef‘:)
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These were shown in [43] (see also [57]) to agree with the ADM momenta [4], which are
also equivalent to the Regge-Teitelboim expressions. For the energy, using our Appendix
I.D which establishes a link between our covariant boundary conditions and the boundary
conditions of Regge-Teitelboim, we see that the ADM definition is just

= ;:; fdQSa 3 (2.5.7)

where ¢ is our first order field which is often referred to as the mass aspect for this particular
reason. One can now check that this expression is equivalent to

5 1 2
E= Snfd S Epé8nt, (2.5.8)

where £§ is a time-unit translation. Indeed, in [43], it it shown that if we pick S to be an
extremal slice where the extrinsic curvature vanishes, we have {§ = n® and

Eu & n® = —n®nD,Dyo — on,n® = —330' +o=-0%s -2, (2.5.9)

where in the last equality we made use of the equation of motion of o to write D®g + 3¢ =
(=22 +0® + 3)o = 0. Then, the result follows immediately

= ——ff:,.b 3 nbd?S = —f( 0@ +0)d?S = —}{dzsa (2.5.10)

The same could be done for the space translations along the same lines.

Before moving to the classification of charges associated to Killing vectors, let us com-
ment on the case where k,;, is allowed to take non-trivial values. Indeed, at first sight, one
could enjoy constructing charges of the form (see [20, 21])

a 1 1) a
Qlegy = _m;_fsdzs By n" ¢, . (2.5.11)

From Lemma 1, we know that B‘(w can always be expressed as Bm —aPol — thg).
From Lemma 2, it can also be derived [rom a regular potential k), if cru does not contain the
four lowest harmonics ((‘:) However, we just saw that these are the only harmonics that can
contribute to (2.5.11). These charges are thus trivial for a regular k;5. The following Lemma
is a generalization of Lemma 2 that circumvents the restriction on the four lowest hyperbolic
harmonics to define B(b in terms of a tensor potential. However, we see that it implies
that kab should develop wire singularities if it has to reproduce the correct value of B( )

using 0P = {*. These singularities are of the same type as the Misner-string smgularltxes
we discuss in Part II of this thesis.

Lemma 6. On the three dimensional hyperboloid, any scalar ® satisfying OP + 3¢ = 0
defines a symmetric, traceless, curl-free and divergence-free tensor Tpy = DoaDy® + 1153,)‘1)
which can be writlen as

Tab = Ea"’Dcde, (2.5.12)
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where Py, is a syminetric, traceless lensor of the form
3
Pas =Y Nyok$) + P37, (2.5.13)
=0

where P..? is regular and kfl';) are four singular tensors listed here below.

The regular tensors P, are the same as the ones described in Lemma 2 (see also [44]).
The four singular tensors k‘(x) can be derived by integrating equation (2.5.12) for ® = (“(“).
They can be written in the traceless gauge h‘(‘g)k(“)ab =0 as

0 0 L L

cosh .
koyab = 0 0 sinh reos20-dkeoedtd |,
k—cos® _: 20—4k cos0+3
25 sinh 7 2Sone 0
0 0 —3% sin’ @
k(l)ab = 0 0 E?W coshr ) (25‘4)
~38mh T gin?@ s coshr 0
0 3BMTsing  312RIcosfsinfcos ¢
k2yap = 3amht gin g —2?‘:‘3-0- coshTsing 57 coshrcos¢g ,
3t20h” 0650 sin f cos o cosh 7 cos ¢ g cosh 7 sin ¢
0 38T cos ¢ BL2MRT cos fsinfsin ¢
k(3)ab = —3:—:&‘% cos ¢ ﬁigg—a cosh 7 cos ¢ sin%o cosh 7 sin ¢ y
34207 ¢os 0 sin 0 sin ¢ —scoshrsing  —5f5cosh7cosg
where a = —8k + 9cos 8§ — cos 36, b = cos? 6 — 4k cos @ + 3. These tensors are regular in the
north patch upon choosing k = +1 and in the south patch upon choosing k£ = —1. They
are transverse and obey the equation
(O — 3)kuyas = 0, (2.5.15)

outside of the singularities. The singular transition functions between the south and north
patches can be written as

4
: : ey
Jk(o)ab = k((_))ab|3mdh Ex k(O)abLVorlh = 0 0 Y Ostabir ,
= ;034,—, 4cot@sinhr 0
0 0
0k(1yab = K(1yablsouth = Kyaslvortn = 0 40;:!\7 :
4ooshf 0

sin®

sin

0 0
——8— cosh Tsin ¢ %%‘—g-coshfcosqb ,
8cos . % g
orycoshreosg  gcoshrsing

6k(3)ab = k(3)ab|50utl; = k(:})able‘lh —

cCoOoOOo0 o0 oo Q

0k2)ab = K(2)ablSouth — K(2)aslNortn = (

0 0

ék—:qcoshrcosda %‘;‘%’gcoshrsind: ;
cos 8 : 8

mcoshrsmd) —sog cosh 7 cos ¢

o
3




These transition functions obey
Dibkype =0, (O =3)0k(as =0, WOk 0 =0, D'k = 042.5.16)

on the hyperboloid outside the singular region # = 0 and # = 7 and obey the normalized
orthogonality relations

2x
d¢ 6’C(,‘)¢“DQC(,,) = —8x« 6(”)(“), v = 0, RN 3, (2517)

where () are the four solutions of Dy Dp(,,) + hab (49 = 0 which are odd under parity-time
reversal and normalized such that (8, + p~18%((,)0u + 0(p~") = 8, where 8, = 8;, ;.

2,5.2 Second order: Lorentz charges

In this section, we present a general construction of conserved Lorentz charges. Our ap-
proach is to construct these charges using SD tensors as

DY(T,6%) = (2.5.18)

for Killing vectors £€° which satisfy D“¢% = 0, when T}, is an SD tensor which does not
need to be moreover traceless. Since Killing vectors corresponding to asymptotic Lorentz
transformations are larger at infinity than translations, corresponding conserved tensors
are constructed both from the leading and the next-to-leading terms in the Beig-Schmidt
expansion. These tensors are linear in the next-to-leading terms and quadratic in the leading
terms. What we readily show is that for kg, = ig = 0, only six independent non-trivial
conserved charges can be associated to Killing vectors. These six charges must thus agree
with the six Lorentz charges.

The first thing to realize is that the SDT tensors E.(;;) and B,(l:,), linear in the first order
fields, have a trivial syminetrized curl and are thus associated to trivial charges. Following
previous results, SD tensors quadratic in the first order field o will not contribute either.
This is obviously true for SD tensors whose symmetrized curls are zero. For SD tensors
with non-trivial symmetrized curl, this is proved using the same argument as before and
using the linearization stability constraints, which state that charges associated to nLab’a"]
must be set to zero.

We are thus left considering the tensors Eg) - aEg) and Bg) that could a priori define
12 independent charges

1 2 1
.7(') = STG— ‘%;sz(Eib) p— UE( ))£m(,)n ’

1
Ky = _f CFS(ES‘;) = "E«(zz))ggomt(i)"b ’
. 2
\7(1') = 8 G f d*s B( )fboost(t)n
- 2
Lo = ge f B’ st
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However, we have scen in (2.3.128) that these tensors are mutually conjugate in the sense
that

ED _6EY =curiBY,  —curl(ED —oE)) = BY — x1 (2.5.20)
where X ,‘3} = —4ecd(aa°E§;)d is an SDT tensor. From the first of these relations, we see

that charges associated with E((,i) - aE‘(‘L) contracted with either a rotational or a boost
Killing vector are equivalent to charges associated with Bg) contracted with either a boost
or a rotational Killing vector. This could also have been derived {rom the second relation in
(2.5.20) as . Ez’, or successive curls of this tensor, are associated to trivial charges by means
of the linearization stability constraints. This eventually shows that only six charges are
independent as

._7(,) - ‘7(,') ' K(,’) = K:(,) . (2521)
Note that this result is in agreement with Lemma 3 which basically states that the general
solution for SDT tensors Ty, satisfying (O — 2)7,;, = 0 consists of two sets, related by the
curl operator, of three tensors that capture the six charges [ Tabﬁ?o)nb associated with
Lorentz transformations, supplemented by higher harmonic tensors that do not contribute
to the charges.

In the case kg and 1,5 are non-trivial, one can define twelve additional boundary charges
constructed from tensors quadratic in the first order fields

il = fsT ont . Qlble) = f ST efynt . 2529

These tensors represent the two classes of equivalence of SD tensors quadratic in (o,0),
(o, k) or (k,k) that do not have a trivial symmetrized curl and that can not be written as
total divergences when contracted with a Killing vector. All charges constructed with curls
of these tensors are equivalent to the above charges by means of our previous results.

One possible way to define the Lorentz charges is

1 P g7 ; 1 ror
‘7(‘) = g‘;a fs dQS —'h(o)(vnb + 21@){:;‘(‘-)11" = —-S—W'E fi;dzs _h'(o)wnbét’;oogg(g’)"br

1 s ; 1 AR TT S
K:(‘) % ﬁ d2s —-h(u)(Vab + 21ab)€g°m‘(l)nb = -8—;5 ﬁdzs —h(o) defraot(;')nb'

(2.5.23)

However, as we have just emphasized, these charges are not unique as one can add any
linear combination of the boundary charges to them

AQ[¢f) = }2 PS5V 1O (o) T + a T )eln, (2.5.24)

where o) and ag are arbitrary constants. No matter how we define them, if we set kg =
15 = 0, they reduce to the six uniquely defined Lorentz charges that were given in (2.5.19)-
(2.5.21).

To finish this section, let us just remark that singular contributions of kqp, as discussed
in Lemma 6, have not been considered here for Lorentz charges but would most certainly
render the analysis much more complicated. As a first difficulty, the very definition of a
charge that is conserved is not straightforward anymore.
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2.6 Summary of the results

Choosing an hyperbolic slicing of spacetime to describe spatial infinity, which basically
amounts to make the change of coordinates outside the light cone at large distances

p=r\/l1——

t
ok T = arctanh(;) ; (2.6.1)

where r is the usual radial coordinate from the spherical coordinates, we have defined
asymptotically flat spacetimes as spacetimes whose metrics can be cast into the asymptotic
form up to second order in the new radial coordinate p
2 20  a° -2 2 —1 a
ds® = 1+7+7+o(p ) ) dp® +o(p™ " )dpdz
R h( )
p? (nf,‘},’ + Tb +1In p 2+ =2 4 o(p7?) | da®da?, (2.6.2)

where hfg,) is the metric on the unit hyperboloid, denoted 7,

ds? = hd¢%dg® = —dr? + cosh® 7(d6* + sin® 0dg?) (2.6.3)
and where o, hf,?, hg) and i, are fields defined on H, i.e. on 3-dimensional de Sitter space.

Note that h,y = pzhf:z) + phg) +Inpig+ hﬁ) + ... denotes the full three-dimensional metric,
the induced metric on the three-dimensional timelike hypersurface. We have referred to
the ansatz (2.6.2) as the generalized Beig-Schmidt ansatz. Indeed, it generalizes spacetimes
considered by R. Beig and B. Schimidt in [46] and [44] where only spacetimes where B( ) =0
were considered, i.e. where one can set ky, = h.(;},) + 2011((3,) and i, to zero.

Our metric (2.6.2) is invariant under Lorentz transformations but also under supertrans-
lations of the form

F2)(4a (2) a
p=p+w(d®) + If‘“ ey @8 ¢°+ph(°)“bw+G

oy (264)

where translations are singled out as the four supertranslations that satisfy wg -+-wh£g) =0
with wy, = DyD,w, and eventually under logarithmic translations

p = p+H@)(Inp—1)+0(), ¢°=3¢"+HS)(Inp)/p+0(p"), (2.6.5)

where the functions H are required to satisfy M, + thg,) = 0 so that no logarithmic terms
are generated at first order.

Our generalized ansatz was justified by our will to consider logarithmic translations and
particular supertranslations as allowed transformalions. Indeed, considering logarithmic
transformations, that will generate a logarithmic term at second order, has driven us to
include a non-trivial field i,,. Supertranslations are allowed even when 1., = 0, they do not
act on o but they do transform kg as

kab = kab + 2(wap + wh(D). (2.6.6)
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The usual attitude in the literature is to consider only spacetimes for which k. can be
set to zero so that supertranslations are gauge-fixed. We have (and we will do so in the
rest of this Part I) relaxed this condition by considering spacetimes for which kg, can be
non-trivial with the restriction that kg, must be an SDT tensor. This will be justified, in
the next chapter, when discussing the variational principle. Note that this last condition
implies that we restrict to these supertranslations w that satisfy

(O+3)w=0, (2.6.7)

where [0 = D,D®. Let us insist on the fact thal, in the case k,, = i, = 0, logarithmic
translations and supertranslations are not allowed transformations anymore as they have
been gauge-fixed. Actually, the status of the logarithmic translations in this case is less
trivial as they may be allowed when 'DC(ESLL)H ) =0.

The section 2.2 was devoted to the study of the equations of motion for our specific
class of spacetimes. To study these equations, given the form of the metric (2.6.2), we have
reviewed in section 2.2.1 how the vacuum Einstein equations can be projected along, or
perpendicular to, the hyperboloid of constant p using the projector h,, = gay — nany, or
the outward-pointing unit normal n®, respectively. This is known as the 3+1 split although
it is in our case a split along the radial coordinate as compared to time in the Arnowitt-
Deser-Misner formalism. This has provided us with Hamiltonian and momentum equations
of motion (these equations contain time derivatives and therefore are not constraints) and
equations of motion on the 3-dimensional hypersurface which respectively read [44]

H = Run'n’=-L,K— KK~ N'1*D,D,N =0,
Fa = hFn“Gu = htn’Ry, = DyKb, — DK =0,
Fapo = hlhyRu, =Rap— N7 '3,Kap — N'DgDyN — KKy + 2K, °Kg, = 0,

(2.6.8)

where D is the covariant derivative compatible with the full metric kg, on the hyperboloid,
K, is the extrinsic curvature, N = 1+ o/p is the lapse [unction, £, is the Lie derivative in
the direction of n®, and L, K = L,(h®®K_;). In here, indices are raised and lowered with
B

In section 2.2.2, we have plugged our general ansatz (2.6.2) for the metric into the
set of equations (2.6.8) and imposed k., to be SDT. We have obtained the respective
radial expansions of these equations at zeroth, first and second order in terms of the fields
hfg) O, kab,hf:‘,:) and 2,5. We have seen that the equations of motion at zeroth order imply

that ha?,) is locally the metric on the unit hyperboloid as firstly assumed because we have
locally that

R = hOnQ — BI80). (2.6.9)
The first order equations take the form [44]

(O-3)0=0, (O+3)ke =0, (2.6.10)
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while the second order equations are of the generic form

it = 0, Dbig =0, (00— 2)igy =0,
r@e = NL, DD =N,  @-2)h =2iu+NLY, (26.12)

ab *

where NL(‘) for i = 1,2,3 are non-linear terms, each given in terms of (o, o), (o, k) and

(k, k) quadratic quantities. We have also seen how these second order equations for h( )

reduce to the expressions obtained by Beig in [46] when kg = iq = 0.

In section 2.3, we have studied in more details the first and second order equations. To
do that, we started by reviewing in 2.3.1 the split of the Weyl tensor into electric £, and
magnetic B,y parts and gave their respective asymptotic expansions up to second order.
This enabled us to rewrite in section 2.3.3 the first order equations of motion using the
electric and magnetic first order parts of the Weyl tensor

EY = -D.Dyw 190, Bg’s%eacdv,:k‘,,,. (2.6.12)

Indeed, we saw that by construction, these two tensors enjoy the following properties
1 1
KOl =0, Ef=0, DLEY= (2.6.13)
and that the first order equations of motion (2.6.10) are equivalent to
0)ah (1) () _ (1) _
WOPE, =0, By =0, DBy =0. (2.6.14)

Note that these quantities also satisfy

DPEY) =0, (D ~-3)EY) = (2.6.15)
D°B}) =0, 0-3)BY) = (2.6.16)

telling us that the first order parts of the Weyl tensor are on-shell curl-free SDT tensors.
Solutions to the equation ([J+ 3)o = 0 were then studied.

To express the second order equations of motion, we have first reviewed in section 2.3.2
the classification of SD tensors k43 constructed out of quadratic quantities in the first order
fields. We then considered, in section 2.3.4, two SDT tensors, Vs and W, which are
defined in the generic form

Vi = —hD 4 21,,,,+Q,,,,, (2.6.17)
Wy = eu‘“‘Dc(hg)—%idb-:-Q},X), (2.6.18)

where Qub and Q‘ W, are specific tensor potentials satisfying ‘Danw = D.QY'W and Q'YW =
1(0) ""Q;lb“ . The tensors Vg, and Wy are set to be mutually dual, or conjugate, in the sense
that they obey the [ollowing duality properties

Wap = —(curl V)gp + (curl £) (qp), Vap = (curl W)ap — 2igp . (2.6.19)
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We eventually showed that the equations at second order can be recast into the equivalent
form

Wt = D'W, =0, (O — 2)Wyy, = curl (2i + ) ap), (2.6.20)
¢ = Dby =0, (0 = 2)ig =0, (2.6.21)
or with the help of the curl operator, and the definition ja5 = —(curl i)g, in the form
Ve = D=0, (O-2)Vu = curl(—2j + curl (k))as, (2.6.22)
j2 = D=0, (O-2)jas=0. (2.6.23)

In the case where k,, = 1, = 0, we have seen that the tensors Vg, and W, just reduce

to Em aE(') and B ), where E(z) and B ) are the second order electric and magnetic
parts of the Weyl tensor.

In section 2.4, we have reviewed the important result of [46] showing that Einstein's
vacuum equations can be solved to all orders, in the case kgp = igp = 0, if and only if the
field o satisfies the field equation ([J + 3)o = 0 and the following six conditions

QK?O)] = f’ d’s fat(uacE( )df(o)'n =0, (2.6.24)
JS

where §E‘0) are Killing vectors on dS3. This result was established by first integrating the
equation of motion (2.6.20) contracted with a Killing vector and showing that it can be
written as a total divergence. The integration of the r.h.s, of the equation of motion
contracted with any Killing vector is precisely the above condition. These integrability
conditions were understood as linearization stability constraints. We then moved to the
generalization of these conditions in the case where kg5 and ig are non-trivial. We found
that, for the equations to have a solution at least up to second order, we need to require
the following necessary conditions

fsdQSiab éz‘o)nb =2 f;dﬁs (Té:) g Té:))g?m"’bs (2:6.25)
where
o) —-—2-—-_6_[1(_‘1.— 1 ["U’l 1 [aall]
Tw' = T h© oROab  glab + 5 Kb (2.6.26)
(k)
T,E,'f) e 2 LY 1 (kg Yu(bZ)’ (2.6.27)

T /RO 6h@a 2 2 ab 8

are the stress-tensors, expressed as linear combinations of SD tensors K.y, associated to the
actions

L = VRO 8,000 +307), L™ = VRO BYBO®) (2.6.28)

which were found by requiring that their variations respectively reproduce the equations of
motion for o and Kg.
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Eventually, in section 2.5, we have looked at all possible conserved charges that one can
associate to conformal Killing vectors, i.e. translations, or Killing vectors, i.e. boosts or
rotations. To do so, we have made extensive use of the results established in the previous
sections such as the properties of Killing vectors on dSj, the classification of SD tensors, the
proof that charges constructed by contracting an SD tensor with a certain Killing vector
is equivalent to a charge constructed with the curl of this tensor with another particular
Killing vector, and the linearization stability constraints. In the case where k,j, = i = 0,
we have seen that only four charges, which agree with the ADM momenta, can be associated
to translations

1 1
Qo) = ~5 }i PSEYn ¢, (2.6.29)
and that six charges, the Lorentz charges, can be associated to the Killing vectors

- (2 1 1
Ty = 81( = f d*S(Eyy) — 0By )iyn® =~ c.'

- v o(2) (2) ca b
Ky = 55 f; PS(ES) — 0BGl somian® = }( ?SBe, on?,  (2.6.31)

d%B‘”.gmul)n" (2.6.30)

using either the electric or magnetic parts of the Weyl tensor. As we will review in the
following chapter, this last result is also a proof of the uniqueness of the Lorentz charges
defined by Ashtekar-Hansen in [8, 12| using the magnetic part of the Weyl tensor and the
counter-term charges of Mann and Marolf [17] expressed in terms of the electric part of
the Weyl tensor. This also trivially proves their equivalence as established in [45]. We also
mentioned that, only in the case where k,, is allowed to develop singularities, one can define
non-trivial dual momenta

1
QlSH! = —‘é;‘c'f *$ B n* - (2.6.32)

For regular kg, the above dual momenta are identically zero.

We also pointed out that Lorentz charges are a priori not unique in the case where ky
and 1, are non-trivial. Indeed, one possible choice is

1
Jo = f d®SV=hO) (Vo + 2ia)Elyyn” = . fs SV —-hOWék o’

81rG
— a./ 1 4 a b
K:(') - 87!’6 f d*s _]‘(0 (Vﬂb + Ztﬂb)ﬁboosf-(!)n 7|'G ‘f;dzs 7 h(O)WubEmL(i)" ]
(2.6.33)

However, there is an infinite number of possible choices as one can add to them any linear
combination of the twelve boundary charges

AQlglyl = § SR T + 0 T ety (2634
S
where a; and ay are arbitrary constants. In all cases, they reduce to the Lorentz charges

(2.6.30)-(2.6.31) for ky, = i, = 0 upon taking into account the linearization stability
constraints (2.6.25). We will explore these issues in greater detail in the next chapter.
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Chapter 3

Conserved charges from the variational
principle

Asymptotically flat spacetimes are defined up to a frame at infinity which is specified by
all diffeomorphisms that preserve the boundary conditions. Allowed diffeomorphisms asso-
ciated with non-trivial conserved charges - the large diffeomorphisms - modulo diffeomor-
phisms associated with zero charges - the pure gauge transformations - define the asymptotic
symmetry group. For asymptotically flat spacetimes at spatial infinity with specific parity
conditions imposed on the first order fields, the construction of the asymptotic syminetry
group has been worked out both with Hamiltonian and covariant phase space methods.
As we have reviewed, in the Hamiltonian framework, the Regge-Teitelboim (RT) construc-
tion [6] shows that the asymptotic symmetry group is just the Poincaré group. In that
framework, parity odd supertranslations also preserve the boundary conditions but they
are associated with vanishing Hamiltonian generators. In covariant phase space, we have
seen in the previous chapter that the asymptotic symmetry group is the Poincaré group
when truncating the phase space, by setting to zero a part of the first order fields, i.e. the
first order magnetic part of the Weyl tensor is set to zero. This last condition also fixes all
supertranslations (8, 43]. We have however not discussed yet how parity conditions show
up in this setup.

In this chapter, we will deal with conserved charges associated to asymptotic symmetries
that can be constructed from a Lagrangian which provides a good variational principle. Our
analysis also relies on the covariant phase space (see [57]) which is the space of dynamically
allowed histories, i.e. solutions of Einstein’s equations. We refer the reader to [57] for more
details about the construction of charges as Noether charges in this set-up and the precise
meaning of a symplectic structure on the covariant phase space.

We start by reviewing in section 3.1 the Crnkovic-Witten-Lee-Wald symplectic structure,
constructed from the Einstein-Hilbert Lagrangian, the Barnich-Brandt-Compére symplectic
structure, and the ambiguity in their definitions. We point out that for asymptotically
flat spacetimes that can be cast into the Beig-Schmidt form, parity conditions must be
imposed on the first order field o to obtain a finite symplectic structure, and thus a good
definition of the covariant phase space, as first realized by Ashtckar, Bombelli and Reula
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(ABR) [57]. Comparing the ABR phase space with the work of Regge-Teitelboim, where
supertranslations are allowed at first, we show the existence of a larger covariant phase space
which allows the inclusion of a traceless and divergence-free k,;, with a fixed parity (see also
comments in [11]). Here, when logarithmic translations are not allowed and parity even
conditions have been imposed, we also recover the Poincaré group as asymptotic symmetry
group by computing the charges that can be constructed from the symplectic structure.
In comparison with the ABR phase space, particular parity even supertranslations are
allowed, namely the covariant equivalent of the Hamiltonian odd supertranslations. These
are associated to trivial charges in agreement with the RT analysis.

In section 3.2, we review the Mann-Marolf construction [17] of a good Lagrangian varia-
tional principle for asymptotically flat spacetimes at spatial infinity, their construction of a
boundary stress-energy tensor and its associated counter-term charges. Based on the results
presented in the previous chapter, we revisit the equivalence of the counter-term charges
with the expressions of Ashtekar and Hansen (see also [45]). We finish this section by point-
ing out the relation between parity conditions and boundary terms at future infinity and
past null infinity in the variational principle.

In section 3.3, we propose a new way of regulating the covariant phase space without
imposing parity conditions. This is implemented by adding counter-terms to the action so
that divergences cancel in the variational principle and makes it well-defined. The charges
associated to the symplectic structure, when the bulk part is regulated by the boundary
counter-term contribution, are thus also shown to be finite and non-trivial for all asymptotic
transformations allowed by our enlarged Beig-Schmidt ansatz.

We relegate to Appendix [.LD a comparison belween covariant and 341 boundary con-
ditions.

3.1 The covariant symplectic structure and associated charges

In this section, we review two different definitions of the symplectic structure and sec how
they are related by a boundary term manifesting the ambiguity in its definition. We then
study conservation and finiteness of the symplectic structure, when using our enlarged Beig-
Schmidt ansatz, which are the crucial properties the symplectic structure should satisfy to
define a good covariant phase space. Our computations review the result of Ashtekar-
Bombelli-Reula [57] which shows that the symplectic structure is conserved and logarith-
mically divergent. It can however be made finite, for the Beig-Schmidt ansatz, by imposing
parity conditions on the field . Here, we also show that a generalized covariant phase space
can be considered when both o and k., with specific parity conditions are allowed. In the
last part, we see how the symplectic structure can be used to define conserved charges, that
are finite and reduce to previous expressions known in the litterature for the Beig-Schmidt
ansatz. Although we will not discuss it here, we refer the reader to [58, 15, 18, 19} for the
understanding of the charges, constructed from the symplectic structure, as generators of
(Poincaré) asymptotic symmetries.
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3.1.1 Two symplectic structures

The symplectic structure is a phase space 2-form that is defined as the integral over a
Cauchy slice of a spacetime 3-form that we refer to as the integrand for the symplectic
structure.

As for conventions, we denote a 3-form ©® and a 2-form k as

e = % Ouvp dz* Adz¥ A dz’ = O (dz),, , (3.1.1)
k = % wdzh Adz¥ = k*(d%z),, , (3.1.2)

where
(@ P gy = E(;l:p—)icm,.,undz""“ e odat (3.13)

with n being the number of dimensions.

For Stokes’ theorem to hold, we have set conventions (see Appendix B of [34]) that
imply

67‘p0¢ = fpoé — —c,roé = fa¢_ (3.14)
This also tells us that

(*z), = —dp(d’z)-, (d®z), = —dr(d’z), ,
(), = —(d®z), = 2(d%z),r = —d*S, (3.1.5)

where @28 = %e(‘dn:c A dz* with ¢ and ¢ being coordinates on the sphere.

The Crnkovic-Witten-Lee-Wald symplectic structure

The Crnkovic-Witten-Lee-Wald integrand [59, 58] for the covariant phase space symplectic
structure is given by

1 .
w(dyg,d2g] = W(dam)u\/ -9 (519"'9V”52!laﬁ + 061GV 8295 + 8195V V829
~519V*82g - 26195V 620" — (1 6 2)), (3.1.6)

where 6,9, 829,, are perturbations around a general asymptotically flat spacetime g,,,
and we use the convention dg" = ¢g/"*¢**dg,».

To recover this expression, we follow closely the approach given by Burnett and Wald
in [60]. Starting from the Einstein-Hilbert action

1
Sgn = —_/ d'z v—-g R, Ly =vV—-gR, (3.1.7)
16’”0 M

one computes the on-shell variation of that action while keeping the boundary terms. We
find

0L = d(Rpu)g"" V=g + Rud(g" V—y) . (3.1.8)
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By explicit computation, we check that

1
R = Vol s A =T% =508 Y% ="V 0m — 5V b0 ),
og" = —g"* ¢"? bgxo » (3.1.9)
and we obtain

1
§(v—g) = —Eguuéy“”\/ -9,

6L = (VaA%,) §*V—9 + V=9 G 69" . (3.1.10)
On shell, we have G, = 0 so that the second term vanishes. The first term is a boundary
term. Let us re-express it as

1 —__..l...._ = o uv =/
1snG/Md415L"16wG/Mddxa"(V 9N g™) = | 4O,

(3.1.11)
where © is a 3-form, as defined in (3.1.1). Its exterior derivative is
de = %V, Opup dz® A dz? A dz” A dz” . (3.1.12)
The Hodge dual of this 3-form is a 1-form © = x@
1 w, = - L ‘
*O = 5'(4——_5-)-' o/ pf.,wpa dx” N e = 6“ dac (3113)
This gives us
> 1 :
ot = '6' e P eupo ) eupa = Ok Epvpa (3114)
and implies that
dO = d( 6" (d*z),.) . (3.1.15)
In our case, we immediately see that
= vV—9g
e =" (ds.’l:)“ = 167G A“ua g"" (dsx)“
V-9
= Yo 9" 9" (Vobgun — Vidgor) (d*z), . (3.1.16)

The pre-symplectic structure is obtained from the pre-symplectic potential ® as

w(d19,029) = 51©(d29) — 520(d19) , (3.1.17)
and the bulk symplectic structure is

Qbulk - / w .
b
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We find the pre-symplectic structure associated to the Einstein-Hilbert Lagrangian to be
given by

W(819,629) = J—Z R0 (5,0,V 581955 ~ (1 6 2)) (&), (3.1.19)

where

1 1 1 1

R;wnﬂ'yd = o7 v _off _ = pB vy do T v o y§ 1 wve py 88 , T _wva pB 8 (3.1.20
S e i S R G i U R B e e e B )

This is exactly the expression given by Wald and Zoupas in [15]. It is completely equivalent
to our expression (3.1.6) as soon as one rewrites it using our convention §¢"¥ = g"? g"* §g.«.
In short, one usually says that the Crnkovic-Witten-Lee-Wald integrand (3.1.6) is obtained
by varying a second time the boundary term ©[dg| obtained after a variation of the Einstein-

Hilbert Lagrangian as w{d; g, d29] = §,0(d29] — 5.0(d,9|.

Barnich-Brandt-Compére symplectic structure

In [18, 19|, the integrand for the symplectic structure was obtained from Einstein’s equa-
tions. We refer the reader to these papers for more details about its construction. The
Barnich-Brandt-Compére symplectic structure is given by

WI19,620] = 5o (d2)u VTG P (5100552025 — 5200 V52026
= ﬁ(d"’x),,\/—_g(élg“ﬂw‘&zg,,g + 019V 8204 + 6195V 829
~519V*829 — 81905V 529" — 810" VPh2g05 — (1 6 2)), (3.1.21)
where
phrvabyd guvgw(ngﬁ)ﬁ 4 glt('yy&)ugnﬁ + gn(agﬂ)ugwd

-g;wgnﬁgw = gu(“rgél(ogﬂ)v 3 gu(ayﬂ)(*rgJ)U_ (3.1.22)

Comparison of symplectic structures and the ambiguity

One can check that the integrands of the two symplectic structures defined above differ by
the boundary term

1 R
W(b1g,029] — w[brg, 029] = m(dax)p\/"yvv(olg'}atszg"ﬂ ~(u—= V))- (3.1.23)

This result reflects the well-known fact that there is an ambiguity in the definition of the
symplectic structure. Indeed, if one adds a boundary term dK to the Lagrangian, then the
equations of motion are unaffected. However, the presymplectic potential will be modified
by a term 6K = dY[dg|. Then, the integrand for the symplectic structure becomes

W w+ d(&lY[égg] —(1e 2)) : (3.1.24)
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In the following, we will be interested by their expressions for a specilic ansatz of the
Beig-Schimidt form. In this case, we see that this difference vanishes on constant p and 7
surfaces when the metric and perturbations are expanded in the Beig-Schmidt expansion
with

Ypa =0, 09pa = 0. (3.1.25)

We can therefore use interchangeably w and W in what follows. Note that this does not
change the fact that there is still an ambiguity in the definition of the symplectic structure.

Conservation and finiteness of the symplectic structure

Before looking at the construction of charges, let us discuss conservation and finiteness of
the symplectic structure.

Conservation is established as soon as the symplectic structure given in (3.1.18) is shown
to be independent of the specific choice of the three surface 3. Because the symplectic
structure is closed by definition, to analyze its couservation it is sufficient to evaluate the
integrand on a constant p hypersurface and see if it is of order o(p”). Indeed, if this
is the case, the integration on a region delimited by ¥;, ¥2 and 9%, representing two
Cauchy surfaces joining the boundary of these two surfaces at fixed p will be vanishing.
The conservation then automatically follows as

/dw=0=—/ w+/ w+/ W, /wz/ w . (3.1.26)
M 2y p I 8% b JE,

The finiteness of the symplectic structure can be studied by integrating on a constant 7
hypersurface. It is finite if

/ wdp<o0o. (3.1.27)
B, r=fixed

Note that the above argumentation for conservation of the integrand implicitly assumes
that it is also finite.

To compute these quantities, let us first give some relevant information. Let us first
remember our generalized Beig-Schmidt ansatz

a 3 0 h.(l) Tab h(z)
ds? = (1+Z) ap? +p? (AD + =2 + Inp=2 4+ “ab 4 . |da%dz®, (3.1.28)
p aaic

o
P p?
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meaning that

2
¢ = 1—2—0+§E—+O(p‘3), g7 =0,
p P
gab = p—2h(0) ab p—ah(l)ub b p-d lnpi“" _ p—d(h(’l) ab h.“)'u:hf:l) b) + 0([)_4) .
2¢ 20? _ —1. -
o = -~z =25 +0(™), Bpgad = 200 + KD + pVigy + (o)
1
VEE = 1+ D)6 VRO + %h 3 %h;jh‘; ~ T )
RV +20) 1 1 1
= Vool B0 +20) 1 ey Lz _ Ly ayae )
h0 g [l+ % - 2p2(h +4h 2hﬂbh +ah'')
= V-h0 [,,3 ~ 20p% + g(hm ~30% = %kabk“") + o(p2)] : (3.1.29)

where we work in the gauge K = 0. The variation of the metric is

dgditda” = (2670 + 2060) dpz

02
i (p(&kab — 260hD) + In pigs + 502 + o(p°)) dz®dz® | (3.1.30)

where

45
P = ;:7 (3hea) — 14060 — K%6kap) +0(p2) (3.1.31)

89" = ¢°°g"*8gca = p~3(5k™ ~ 260hly) +

p~*(In p8i® + 6h{3) — Bodohfy) + 4k* b0 + 406k — k*Sk? — k*6kE) |
200 6odo

dg

bgPP

|
—
<%
5]
S
L~
o,
)
Il
|

(3.1.32)
(3.1.33)

Remember our notation dgh” = g**g"*ég,.».

The covariant derivative requires an expansion of the Christoffel symbols. One checks
that

1

2
o 0 1 g oo
D o gl T3 B s o T8, 08 LB
oo 29 Gpp.p P2 + p3 +O(p ): pa 29 pp.a p pz + (p )
1 o* k%®g, — 300°

I“ﬂ = — ab = —— _ =4 3

on 29 Geod P + A o(p™)

1 1

% = —phgy — skap+ 30h%) - 5 (lab — 20kas + 10620 + 0(p7%) ,

~a 1 ac -1 sa -2 1 a @ -3 -a
lﬂb = ag Gebp = P bb +p ""2‘k5 + 060 +p logp(—tb)

libd + -;-k-"ckbc — 20ky + 202h§0) “Y4o(p7Y),

+/)_3(—h§2) ‘4 5
(3.1.34)
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and also
8 — [-(O)t;c + p—lr(l)tzc_‘__ o(p™Y), (3.1.35)

where
rive = 1 D k* . —-D b 82 + o*hY
e = .2.( ck® + Dpk®, — D%kye) — 0c0f — au02 + a°hy, . (3.1.36)

Now, on the one hand, using the expansion (3.1.28) only up to first order, the symplectic
structure integrand evaluated on a hypersurface p = constant gives

1

W(d19: 029l fizedp = onC (d*z),v/ —9(51y°BV”52yaa + 8 gV dagh + 6195V 02g

—~519V"820 — 61905V 520" — 81979 82005 — (1 6 2))

£
= 32,,G(dd-'t)m/ -9 (619“"V”6mab + (819 — 8198)(V p0295 — V 4020)
-1« 2)) ; (3.1.37)

where we used g,q = 0 and dgyq = 0 in the second equation. Computing the following terms

519%VP80u = p 3 (12010020 + 6k drka) , (3.1.38)
(619 - d198) = —6dop", (3.1.39)
(019 — 6195)(Vp52g£ — V?Phag) = —36/)_3610'620 > (3.1.40)
we see that
W (819, 629]| fized p = 0(p°). (3.1.41)

This shows that our boundary conditions ensure that the symplectic structure is conserved.

On the other hand, the integrand for the symplectic structure evaluated on a Cauchy
slice £ asymptotic to a constant 7 hypersurface reads

1 X T
32ﬂG(d"$)r\/ -9 (519""V7529pp + 6:9™(V™829u — Vib2g])

+819(V"b2] — V7829) + 6197 (Vabag — V'hagur) — (1 0 2)) .
(3.1.42)

u’[é.g; 6’29”]:2:::(1 T

We find

019°°V 7 629, +4p~8,6D" 630 ,
8 g (V7 62gay — Vdagl) = p~° (86101)'620 — 267 §1k 4 8, B{) + 26,k"’520,,) ;
619(V029% — V7bag) = —8p 16,0D" 630, ,
519" (Vab2g — V829a) ot (4610"1)"620 = 26lk"’62m,) 4 (3.1.43)

I
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Therefore, we obtain

-1 l
Wibi9:b20]ls = ;—G(d%)a\/—mw (Jla’D“6go - se*aki 5Bl - (1 0 2)) +olo).
(3.1.44)

The bulk symplectic structure

Quik(019, 829] = L W1(b19,629] , (3.1.45)

is therefore logarithmically divergent for generic o and k.

This result was originally obtained by Ashtekar, Bombelli and Reula in [57], under the
restrictive assumption that kg, = 0, where it was suggested that one should impose that o
satisfies the following (even) parity condition

o(r,0,¢) = o(-t1,m—-0,p+7), (3.1.46)

so that the gymplectic structure be finite. Actually, one can inake the symplectic structure
finite even in the presence of kg5 by imposing

o(r,0,8) = soo(~7,m—0,6+m), (3.1.47)
kab(T, 0, ¢) Spkap(—7, % — 0,0 + 7). (3.1.48)

Here, s, and s are two signs which define the phase space with parity conditions. Indeed,
these conditions are sufficient as they impose the integrand to be of odd parity. Following
the dictionary between cylindrical and hyperbolic coordinates presented in Appendix LD,
the RT parity conditions, reviewed in chapter 1, amount to s, = s = +1. Remember
that in RT work, the parities were chosen so that Schwarzschild is allowed as a solution.
Note that a necessary and sufficient condition to allow Schwarzschild is actually only s, =
+1. For the sake of simplicity, we will not discuss the case of mixed parities here but
restrict the analysis to even parities. The conclusions concerning mixed parities can be
straightforwardly obtained from the results presented in the following.

The covariant phase space where even parity conditions on o and kg are imposed is
more general than the one considered by ABR in [57] since here we do not impose kq, = 0
but only require that D%k, = k2 = 0. In the latter case, the parity even supertranslations
fulfilling (00 + 3)w = 0, such that k,, remains an SDT tensor with even parity, are allowed
while logarithmic translations are not, because we do not allow here for i, and o of odd
parity. As we will see in the [ollowing, the conserved charges associated with these allowed
supertranslations are vanishing while the Poincaré generators are non-vanishing. Therefore,
this enlarged phase space is a consistent phase space where the asymptotic symmetry group
is still the Poincaré group. This consistent phase space generalizes the one defined in [57]
by allowing the field k,; and therefore the first order part of the magnetic Weyl tensor
Bi,l,) = %e,f“'Dck.db to be non-vanishing while still keeping the Poincaré group as asymptotic
symmetry group. Note that the four lowest harmonics in Bi;,) are zero because we impose
that kg, has to be regular.
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Let us finally mention that this enlarged covariant phase space we have just discussed is
a subset of the phase space described by Regge and Teitelboim in [6]. There is a one-to-one
mapping between Poincaré transformations between 341 and covariant formalism. To see
the mapping between supertranslations, let us decompose the odd supertranslations £'(n)
of RT as temporal supertranslations £+, radial supertranslations £” and angular supertrans-
lations £ where ¢ is a coordinate on the two-sphere. Following our Appendix I.D, there is
a one-to-one mapping between canonical temporal and radial supertranslations and even
parity covariant supertranslations satisfying (O + 3)w = 0. However, our phase space is a
subset of the RT phase space as angular supertranslations generate mixed components gy,
in hyperbolic coordinates. These have been frame-fixed when putting the metric into its
Beig-Schmidt form.

3.1.2 Charges constructed with the symplectic structure

To discuss conserved charges, it turns out to be much more easy to work with the integrand
for the symplectic structure W, the one derived from Einstein's equations. Indeed, when
contracted with the Lie derivative of the metric, it becomes a boundary term

Wldg. Leg) = dkeldy; gl (3.1.49)

where the last equality has to be understood up to Einstein’s equations of motion for
the metric and the linearized perturbations (see also [19]). The boundary term ke[dg; g] is
exactly given by the Abbott-Deser expression [10] (see also chapter 1) for the surface charge
constructed from a linear perturbation dg,, around a solution g,

2 1
3 167G
V=9

= (@) =g (£ (V#5g — V4697) + V" 69"

+%69V"§" + %Jg'"’v,,ev + -;-69"°V"£., —(ue u)). (3.1.50)

keldg; g

V=g (dzx)#apwaﬁﬁ (2Evvﬁ6g-yé = 59‘76Vﬂfu)

The equality (3.1.49) can be checked rapidly as follows. The two-form k¢ is

. . . 1
k= kyde* Ade” =k (d?2), , k= -;-e,w“k"" L R = ok, (3.151)

which gives, from (3.1.50),

- 1 ) )
K = % el ana p"""f’“f")(zg,,vﬂag.,J - 69.,5V3£o,) : (3.1.52)

and we also have by definition

dk = Y,k (d%z),

= 3 Torg (@2 (PravPr® — proui)

(2vu£avﬁég'76 + 2{0V0V55916 e Vu5916vﬁfa = 5916vuvﬁ§a) . (3-1'53)
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One then needs to compute this last expression by discarding terms which are zero on-shell.
For example, one obtains
1
§ (levﬂ‘yé oo Pvnllﬂvﬁ)(zvugﬂvﬂagv& - Vuég-yévﬂfa) 2o leaﬂ”r& Vaeﬂ V”(sg.ﬂs :
(3.1.54)

In the end, one finds

1
‘32wc(d3"')“ PRRER: ((Vafﬂ + V€a)Vudgrs = 09apVi(VAEs + Va&w))

= dke, (3.1.55)

W(dg, L¢g]

where the first equality was obtained by definition of the Lie derivative L¢g,, = V, £+ V6.

The covariant phase space infinitesimal charges associated with a diffeomorphism tan-
gent to the phase space are defined from the symplectic structure as

$Qelg] = Q[dg, Leg) . (3.1.56)

Here, we use the symbol §Q¢[g] to remind the reader that the infinitesimal charge between
the solution g and ¢ + d¢y can be considered as a one-form in field space which is not
necessarily exact. When §Q¢(g] is an exact form in phase space, as will turn out to be
the case for each diffeornorphisim we consider, the charges can be defined. We denote the
integrated charge as Q¢|g; 7| (we have §Q¢|g; 3] = §Q¢[g]) and fix the integration constant
so that Q¢[7; 3] = 0 for Minkowski spacetime 7. See also [19] for more details.

Using the definition of the bulk symplectic structure (3.1.45) and its property (3.1.49),
the charge one-form §Q¢[g} can be written as a surface integral

#Qclg] = /s keldg; gl (3.1.57)

evaluated on the sphere S at constant time ¢ and at p = A. The expression [or the charges
can be rewritten in the alternative form

1
kelogigl = —OkE + ——(da)u V=g (€ (V59 - Vobg™) + V466" ~ ElLeg,b9),
(3.1.58)
where
K - __l__ 2 T Wev Ve r

ko) = o (d2)uv=g (Ve — ¥er), (3.1.59)

is the Komar term and

1 1 o

E|Le9,69) = 1o (d2)uv/=5(50"*00059" Legros™ — (1 e+ 1)), (3.1.60)

is a term linear in the Killing equations that might not vanish in general for asymptotic
symmetries. Here d acts on the metric and on the asymptotic Killing vector, as &(g) might
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depend on the metric. Note that in (3.1.58), the first term is the exact variation of the
Komar term and the third term is zero when evaluated on constant p and 7 surfaces since

gpu = 0, 69,;“ = 0, ['(glm = 0. (31.61)

Therefore the bulk surface charge one-form (3.1.57) is given by the generalization of the
Iyer-Wald expression [14] when the asymptotic Killing vector is allowed to depend on the
metric

‘ 1
kel6g: 9] = —6kK[g) + -sﬂ—G(dzz),w\/_—g(ﬁ"(V“Jg — Vobg7") + vmsg“). (3.1.62)
We say that surface charges are integrable if and only if

/s (52’%[6:9; gl-(16 2)) =0. (3.1.63)

The integrable charges are then defined by integrating in phase space as

Ql&; gl = /s /1 keldg; 9] , (3.1.64)

where 7 is a path in the space of symmetric configurations, see [19] for more details. The
charges are asymptotically linear, and thus reduce to the Abbott-Deser expressions (see also
[18]), if

keldg: g) = ke[dg:5) = kel — ;). (3.1.65)

Evaluating the charges for our Beig-Schmidt ansatz

Let us now review the explicit evaluation of the charge (3.1.64) for each asymptotic Killing
vector (translations, supertranslations satisfying (OJ + 3)w = 0, rotations, boosts and loga-
rithmic translations). Although we have not considered yet in this chapter a phase space
where logarithmic translations or generic supertranslations are allowed, we produce the
generic (divergent) results here as these will be useful in the next section. The main goal
of this section is to establish that in the case where logarithmic translations are discarded
but even parity supertranslations satisfying (O 4 3)w = 0 can act on the phase space, i.e.
o and kg, obey even parity conditions and iy = 0, we recover the usual expressions for the
Poincaré charges derived in previous works on asymptotically flat spacetimes in Lagrangian
framework (7, 8, 47, 10, 12|. The only difference with those works, when parity conditions
are imposed, is that we have allowed for even parity supertranslations by allowing the SDT
tensor kg to be non-zero. In agreement with the work of Regge and Teitelboim, we show
that these charges are always zero.

In order to do the computation only once, we consider the vector field
1
£ = logpH(z) + (w(z) - H(z)) + ;F”’(p. z) +o(p™"),

£a

il
=
SD

+

-3
~|R
©

l

=
—

T) + %w“(x) - %G(z)“(p, z) +o(p~?), (3.1.66)

102




where w stands for supertranslations (or translations), H for logarithmic translations, and
éi‘o) for the Killing vectors on dS3. Remember that the functions (%) and G2 ¢ are fixed in
terms of w, H and the first order fields such that the form of the generalized Beig-Schmidt
ansatz is preserved.

Let us now plug the vector field (3.1.66) and our generalized ansatz (3.1.28) into (3.1.62)
and make intensive use of the results stated between (3.1.29) and (3.1.36).

For the first term in (3.1.62), the Komar term, we find

1 Lz 51 In : 1

DS = lhhgl-s Seby — oy + H®) + 7”( ~ ig€by — Ho® + oH® - -2-kgH")
1
+F( -G8 4 3, — 6% + 0“H - 20H" — -;—kgw" + ow”
2 1 N l I (LY « 0

+(=h{ 4+ 51§ + 5Kk — ok + 302h| )“)g(bm) , (3.1.67)

De? = _l a _1_ _]_'_ka b R Inp ‘agc Ho® — lkabH 30 H®
& = pf(()) + p2(2 vé(0) + 9&(0) )+ & (ie§(o) + Ho" - 3 b+ )

+%(h‘(‘§)£,€°’ + Fyy — G 4 k™ Hy — Ho® — 20H" + 0w — %k},‘w" + 3ow*
— 5kl + okiEhyy — 30l — K"Kkl (3.1.68)
The functions F(?) and G ¢ are fixed by computing
V=g (D€ + D%P) = m ( log p(—k®Hy + 40 H?) + FP e . 2Ge 4 pg G2 a
—40H® — kfu® + dow® + k""Hb) +0(0%) . (3.1.69)
Indeed, if we want the vector to be Killing up to order o(p?), we should impose
Fe _9G@e 4 55 G2 4 (logp — 1)(~kHp + 40 H®) — kfw® + dow® =0 . (3.1.70)

Note that this is just another equivalent way of saying that we stay in the Beig-Schmidt
frame under such transformations.

In the end, for the Komar term, we find
167G / 5K = —Alg) + Alg] (3.1.71)
¥

where
Algl = V=g(D?€" ~ D*%*) = \/-h (2{{’0,/)’ + (—ﬁagz‘o) — kg&ly + 2H°) P)
+In p(—2i§,‘{2’0) —2Ho" - 20H") + (poG(z) @ R _ o5ty — 20w + 20°H
A H® — K Hy + (<200 4 if + Kk )y + (KO + 707 — Zhak ™))

+o(p?) . (3.1.72)

103



The last term in (3.1.62) is
= [ V=g(D"6E" — D*356") = \[—h)(pB,GP* — F@®) 4 o(s%). (3.1.73)
[, ( )( P )

To compute the last two terms of (3.1.62), we see that

DPég — D,6g°7 = - %3 + %(—M("” + 180d0 + %k“"&k,,,,) ; (3.1.74)
D%g — D,8g°° = 2‘;‘; 03, | (3.1.75)
which gives
VGEN (D8 — Dodg™) = —6\/—hydogiyp — 6\/~h(oydoH  log p
ﬂ/% ((—éhm + 30060 + %k“&k@)ego) = 660w°)
+o(p")

VGEH(D g — Dobg™) = \[~hio)(— 2Hé0" logp - 2(w - H)&a“) +0(p?) (3.1.76)

The integral in phase space turns out to be trivial
= [ VgerD%g — Dobg™ ~ £2(D%%9 ~ Dysy”)

=V ho [(606(0))p+logp( —2Ho" + 60 H®) +
(h2) — 150% — —kabkab 8 + bow® — 2we® + 2Ho®| . (3.1.77)
(2) 1 (0)
The final answer is

(167G) / ke = (—Alg) + Alg] + B — C) (2(dx) ) - (3.1.78)
% §

The quadratically divergent term, present in (3.1.72), cancels between —A[g| and A[7]. The
linear divergent term proportional to ¢ in the Komar integral A cancels the one in C. By
convention, we express the charges in terms of E?O) = ——{Z‘o), so that the linear divergent

term reduces to
. 1 2 1 Téa
LL ké(D) = —SW—G _[gd S‘/ —h(o) (Ekaf(o)p) . (3179)

It is however identically zero after using the equations of motion for k,; and properties of
integrals. In the end, we see that the final result has a log divergent piece and a finite piece

Qlé; ] qumm

2 a b
e /sd Sna( log p(—2i5&() + 4Ho® — A0 H")

+40%0 — dow® — 40°H + 40 H® + k** H,

; 1, 1 ; 3
~280y) () ® — 318 — 5K%kep + H *(=h®) + 40° + gkcdk“‘))) (3.1.80)
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as expected from the logarithmic divergence of the symplectic structure.

Let us now study in more detail the charges associated to translations, supertranslations
and Lorentz transformations. We will not consider logarithmic translations as these are not
allowed in the phase space where even parity conditions are imposed. For the other symme-
tries, we try to stay as general as possible in the following, anticipating the considerations
to be presented in section 3.3.

Translations and supertranslations

Even without assuming parity conditions, the charges associated to translations and super-
translations are finite and asymptotically linear k¢[dg; g] = ke[dg; §]. They reduce to

Qlé:a] = m/;:ﬁs V=hOn(0%w — ) . (3.1.81)

One can check that the charges are also conserved as we restrict ourselves to supertransla-
tions satisfying (O + 3)w = 0, so that D,(0%w — ow?) = Oow — ew = 0.
For translations, the expression for the charges can be further simplified by noticing

(0)

that, when wq, +wh;’ = 0, we have

2way — 2wpo = —Eé’) "Wy — 2D (wiuoy)) - (3.1.82)

One recovers the well-known expression for the four-momenta, already obtained in (2.5.6),
s 1 D
Qul9:dl = — 57 /s d?S EGn" D¢, (3.1.83)

where the four scalars (), 4 = 0,1,2,3 are the four solutions of DaDy(,,) + hg:)((,,) = 0.
The vector 3/t in the 3+1 asymptotic frame (t,7,8,¢) corresponds to the translation
C(oy = —sinh 7. One can check [45] that the charge Qg for the Schwarzschild black hole of
mass m is +m after identifying ¢ = Gm cosh 27 sech 7, as it should.

For supertranslations, when parity even conditions are imposed on both ¢ and k.3, w also
has to be parity even. One realizes from expression (3.1.81) that supertranslation charges
identically vanish in this case. Note that this does not apply to translations w = (), which
are of odd parity, as these are still allowed and are associated with non-trivial charges.

Lorentz charges

As we can see from (3.1.80), the expression for the bulk charge admits a logarithmic diver-
gence and a finite piece. The logarithmically divergent piece of the Lorentz charges takes
the form

1
kelbo;g) = — 52 / d2SN/=HO iy €y’ + O(A"). (3.1.84)
It can be expressed using the linearization stability constraints (2.6.25) as

kel8g: 9] = °g‘\ Fs\/ h(©) (T(") Tj,f’)ggo)rz"+0(z\°), (3.1.85)
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where Tg) and Té:) are the stress-tensors of the actions (2.6.28). The finite part of the
Lorentz charges can be written as

i 2 e/ —rof _p@ 5 1 1
Q._f(o)[g, g] = 87_;' Ld S _h(O)( - h’ab + Eznb + §k:kl‘b
: 1 a
+hD (80 + 00, - gkuhk“" + kcaaw))f{o)nb- (3.1.86)

where we used the second order equation h(?) = 1202 +g,.0°+ -}kmk‘d 4 kego®. The charges
are also conserved as a consequence of the momentum equation (2.2.54).

Let us remark here that, following considerations presented in the previous chapter, the
finite part of the charges given in (3.1.86) can be written in two equivalent ways as

1 1 i 1 a h
Jy = sﬂ_—c/SdZS\/—h(O)(an-F21,.;.)E;°l(,-)nb . _'8_,”_5‘/‘;dZS\/—h(on’V“b{boost(i)n"

1 , 1
Ko = 5o /S d?SV —hO(Vap + 2iab)éfoosty™ = 7= SV -hOWud n° ,

87G s
(3.1.87)

where V;,, Wy, are defined in (2.6.17)-(2.6.18).

When parity conditions hold, the integral of all quadratic pieces vanish and so does the
divergent part (the integral of i,, vanishes as a consequence of the linearization stability
constraints). It then implies that asymptotic linearity (3.1.89) holds and the charges thus
agree with the Abbott-Deser formula

One can check [45] that for the Kerr black hole, one gets the standard result J3) = +ma
for &(0),ror = a%-

When parity conditions are not imposed on o and k,;, the charges have a divergent
contribution and contain a finite part with quadratic terms in the fields that cannot be

obtained from the linearized theory alone. In other words, the property of asymptotic
linearity

keldg; 9] = ke[dg; gl, (3.1.89)

would not hold for Lorentz transformations in this case.

An extended covariant phase space

We have thus seen that from the symplectic structure, when imposing i, = 0 and o, ky
to be parity even, one can define Poincaré charges that are asymptotically linear and thus
reduce to standard results known in the litterature. Also, we have generalized the phase
space of ABR [57] by allowing for an SDT parity even kq;. We have thus allowed for even
parity supertranslations that obey ((J + 3)w = 0. In agreement with the work of Regge and
Teitelboim, we have seen that the associated charges are trivial.
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3.2 Mann-Marolf counter-term charges and parity conditions

As we have seen in the previous section, the Einstein-Hilbert action is stationary, upon
varying it, up to a boundary term. It was realized by G. Gibbons and S. Hawking in
[61] that when one considers variations with dh,, = 0 on the boundary, one should add a
boundary term to the Einstein-Hilbert action to have a good variational principle. This
term is known as the Gibbons-Hawking term

S=Sen+Scu, Scn= 2/ K, (3.2.1)
oM

where K is the trace of the extrinsic curvature. In a more general way, one would like to
consider an action principle which is stationary under the full class of variations correspond-
ing to the space of paths under which the integral is performed. The boundary terms should
then vanish under any allowed variations, and not just say dhe = 0. The action (3.2.1)
is actually well defined for spatially compact geometries but may diverge for non-compact
ones (see also [62]). To define the action in this latter case, one should choose a reference
background gg and write

~ Slo) — Slao] = Sen +2 | (K= Ko). (32.2)

The Mann-Marolf counterterm is a prescription for a good variational principle for
asymptotically flat spacetimes which are described by metrics of the Beig-Schmidt form.
Inspired by this “reference background approach” just described, see also (61, 62, 63, 64, 65,
66, 67, 68, 69], it was proposed in [17] to define the action for asymptotically flat spacetimes
as ;

SMM = / dizV—gR+ — d*zvV—h (K —- K), (3.2.3)
167G G =
where K = h%K,;, and K, is defined to satisfy
Rap = Ky KK — KoKy, (3.2.4)

where Ry, is the Ricci tensor of the boundary metric hyy, at a cut-off p = A. This equation,
because it is quadratic in f(ab, admits more than one solution for f(,,b. The prescription
of [17] consists of choosing the solution that asymptotes to the extrinsic curvature of the
boundary of Minkowski space as the cut-off p = A is taken to infinity. It was then shown
that the action is finite on-shell and also that asymptotically flat solutions are stationary
points under all variations preserving asymptotic flatness. Indeed, one starts by computing
the variation of the action for asymptotically flat spacetimes that are defined as spacetimes
admitting a Beig-Schmidt expansion. One can check that this variation is equal on-shell to
(see also [48] and [45] for computational details)

8Spn = -ﬁ / d3z\/ ~h0) EMabsg (3.2.5)
where E‘(l;) = ~Ogp — ahf::) is the first order electric part of the Weyl tensor and boundary

terms at the future and past boundaries, let us call them C+, have been neglected. We will
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study in more detail the importance of these contributions at the end of this section. Here,
Einstein’s equations imply that hﬁ) is locally the metric on the hyperboloid and therefore
we set 6h§3) = 0 by fixing the boundary metric to be the unit hyperboloid.

Now, the variation of the action as obtained in (3.2.5) is obviously zero if we consider,
as is done in [17], the phase space where dk,, = 0. However, after integrations by parts,
one can also write (3.2.5) as

1
$Sum = 155 /. d®z/—h® ( — 0%8(DPkg) + o6(A® ""k,,,,)). (3.2.6)

We thus see that a good variational principle can be defined under the more general as-
sumption that the symmetric tensor kg, is a traceless and divergenceless tensor

k=0, D%, =0. (3.2.7)

This action provides thus also a good variational principle for asymptotically flat spacetimes
defined by our generalized ansatz when kg is restricted to be an SDT tensor!. This is our
justification for having considered solutions with kg non-trivial but such that kg is an SDT
tensor.

Boundary stress-energy tensor

Here, let us stick for a moment to the stronger assumption k,, = 0. Based on this good
variational principle, where the action has been supplemented by & counterterm, it was
proven natural in (17| to define a renormalized, or boundary, stress-energy tensor. The
boundary stress tensor is defined as the functional derivative of the on-shell action with
respect to hgp

2 4S 1

Ty = - \/:—h Shab = _871'0 (7ab — Tab + Aab) : (3'2-8)

where 7" is the conjugate momenta defined as 7 = KA — K% put also #4" =
Kh(©ab _ j£ab and A,y is an additional term that was first overlooked in [17] but later dealt
with in [45]. The formal expression for A, is not needed here but can be found in appendix’
A of [45], see also [48]. The asymptotic expansion of the stress tensor is given by [45]

T('l) 0(2)
1 (1) ab T Bay -1
Top=—= 1|1 4+ —= +olp ; 3.2.9
ab 8 G( ab P o( ) ’ ( )

'Actually, this is not completely true as parity conditions should also be imposed to ensure that the
boundary contributions at futurc and past boundaries can be legitimately neglected. See the end of this
scction for more details about this,
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where (17, 51, 45)

T = BW =g, -0, (3.2.10)

T‘g) = -hﬁ) + (-2— o? +0.0° + -;-acda“‘) hs;) ~ 20,0y — 00y — 00w (3.2.11)

= ED _q,, (3.2.12)

Yoo = 2004+ gozh&, + 0500 — -;-awa“‘hgb, (3.2.13)
Aﬁ) o —i— [90ca°h$) — 290,04 + 6300, + 2404505" — 50cda°“h$) + 4502h£)

‘anpomnphg) + gdm(admb) - SGNUW(ab) as 2deae(ab) . (3.2.14)

Here, E‘(z,l,) and Eg) are the first and second order terms in the expansion of the electric
part of the Weyl tensor.

Counter-term charges and Ashtekar Hansen charges revisited

The boundary stress tensor (3.2.8) obtained from the action (3.2.3) can be used to define
the conserved charges [17]

Ql¢] = g;:g /S d*SV-hTyu"€", (3.2.15)

for any asymptotic Killing field £%, where A,y is the induced metric on the hyperboloid H,
defined as a constant p slice, S, is a Cauchy surface in H,, and u® is a timelike unit vector
in H, normal to S,. Expanding the expression in powers of p for rotations and boosts, one
notices a potentially linearly divergent term in p. However, since ES,) admits o as its scalar
potential, the divergent term is in fact zero [8]. Then, the finite part? of (3.2.15) reduces
to [51, 45]

1 (2) (1) 2 ca
Qléw)] = de2s\/—h(0)(E(w —0E,) — Yab - A,(a, )Efyn® (3.2.16)

where n® is the leading order coefficient of u® in the asymptotic expansion and S is the unit
two-sphere. It is now easy to show that v, does not contribute to conserved charges as

'Yabfz‘o) = D* (ffo)D{a"b]c T ""c[anjffo)) + Da(azD[affE]o)) = 4D"(0’a{a£§?)).(3.2.17)

where Ky = Té:), can be written as a total divergence on S. The tensor Aﬁ) also does not
contribute to conserved charges. Indeed, from onr classification of SD tensors in section
2.3.2, one realizes that it can be written as

A(()i) = ";(Curl 2“)1:0 %(cuﬂd"')ab' (3218)

?Here, we do not consider translations as we readily find exactly the same definition as the one given by
Ashtckar-Hansen (8] that we derived in the previous chapter.
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Imposing the linearization stability constraints stating that K,5 must be associated to trivial
charges, the result immediately follows. Thus, expression (3.2.16) simply reduces to our
previous expression (2.6.30)-(2.6.31)

1
Qo) = g5 L"ZS VR (EG — o EG)em" (3.2.19)

We have thus shown that the linearization stability constraints, established in the previous
chapter, are all that is needed to show the equivalence between the counter-term charges
given in terms of the electric part of the Weyl tensor and the Ashtekar-Hansen charges given
in terms of the magnetic part of the Weyl tensor. Note that this was expected as we proved
in the previous chapter that only six non-trivial independent charges associated to Killing
vectors can be defined. It would be interesting to see if the construction of a boundary
stress-energy tensor can be generalized when kg, and/or i, are non-trivial.

Parity conditions and boundary contributions in the variational principle

In [51, 45], the equivalence between the counter-term charges and the Ashtekar-Hansen
charges was established using the even parity condition on o

o(r,0,0) =o(—1,m— 0,0+ 7). (3.2.20)

We have reviewed in the two previous sections that, both in Hamiltonian framework or
in covariant phase space methods, asymptotically flat spacetimes at spatial infinity have
only been defined when parity conditions on the first order part of the boundary ficlds are
imposed. We have seen that these conditions have been introduced so that Lorentz charges
are finite and so that the canonical structure, or in Lagrangian formalism the covariant
symplectic structure, is also finite. Now, as we have reviewed here with the Mann-Marolf
construction [17], see also [61, 62], it seceins that asymptotically flat spacetimes at spatial
infinity admit a variational principle whether or not parity conditions on the first order part
of the boundary fields in the asymptotic cylindrical or hyperbolic radial expansion hold, at
least when one neglects boundary terms at the past and future boundaries [61, 62, 17). It is
however quite intriguing that even though the action is finite, the symplectic structure and
the conserved charges are infinite when parity conditions do not hold. One would like to
think that the action determines the entire dynamics and therefore in particular the sym-
plectic structure and conserved charges®. This apparent puzzle was one of the motivations of
the work presented in the next section. To understand the mismatch, one has to realize that

The boundary contributions in the variational principle of Mann and Marolf [17] vanish
if one imposes parity conditions but do not in general. These boundary contribulions are
responsible for the logarithmic divergence of the covariant symplectic structure when parity
conditions are not imposed.

3We thank D. Marolf and A. Virmani for drawing our atteution to this issuc and A. Ashtekar for empha-
sizing the role of past and future boundary terms in the variational principle.
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Although we have not stated so previously, the construction of the boundary stress-
tensor thus implicitly assumes that parity conditions have been imposed. To see how those
boundary contributions emerge and reproduce the logarithmic divergence of the symplectic
structure, we limit the domain where the variational principle is defined between an initial
and a final spacelike hypersurface that we denote as £... The spheres lying at the intersec-
tion of the boundary hyperboloid H with the hypersurfaces 4 are denoted as Sy and are
defined at hyperboloid times 7 = 74, see Figure 3.1.
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Figure 3.1: The variational principle is defined in the spacetime delimited by initial and
final time slices £+ and the hyperbolic cut-off H.

Following previous discussions, we find
8Spa =Cy (3.2.21)

where
= _._1_ 3 H
Cy = :tlﬁﬂ'G /;L (d°z),0"|dg] , (3.2.22)

and where ©#[8¢](d%z), is the presymplectic form. Using the asymptotic expansion of the
fields and [(d%2)a0" = — [*=" dp [(d?2)40", we obtain that

log A
167G Sy

Ct=7F d’s —ho)na (40'D"60 - %kb"D“ékbc) + Fi, (3.2.23)
where we denote by F. the finite terms that are obtained from integrating the presymplectic
form in the bulk of £ after removing the logarithmic divergences. We expect that the finite
terms F: might be set to zero by imposing appropriate boundary conditions on X+ and by
adding appropriate boundary terms to the action on ¥i. The derivation of the boundary
conditions and boundary terins at $: would require a careful analysis that we will not
perform here.

Having derived the boundary contributions to the variational principle, we see that the
logarithmically divergent term in (3.2.23) cannot be set to zero for general variations do,

111



dkyp unless additional boundary conditions are imposed on the first order fields. If one
imposes that ¢ and kg satisfy specific parity conditions, then these boundary conditions
vanish. For generic o and kgp, one could compute the contribution of these boundary terms
to the symplectic structure and would actually recover the divergent part we obtained before

1
Wbi9:b2glls = °gA(d3x)a\/-h<m(6.av°62a-}ewalk:&w.‘,;’-(lHz))+o(p").

AnG
(3.2.24)

To summarize, we have seen that the variational principle is actually ill-defined on future
and past boundaries £ when parity conditions are not imposed. As a direct consequence
of this, one sees that the contributions to the symplectic structure of the boundary terms
(3.2.23) make the symplectic structure infinite. The Mann-Marolf action we have described
in this section is thus only a valid variational principle, i.e. boundary contributions can
be neglected so that 6Syrar = 0, il some other boundary conditions such as the parity
conditions hold. We review in the next section another way to rcgulate these infinities
without imposing parity conditions, allowing us to deal with a phase space where logarithmic
and generic supertranslations satisfying (CJ + 3)w = 0 are allowed transformations.

3.3 Relaxing parity conditions

Both in the usual covariant phase space and in the Hamiltonian framework, different log-
arithmic translation frames or generic parity supertranslation frames are not related by
transformations associated with finite Hamiltonian or Lagrangian generators when one uses
the standard canonical bracket or symplectic structure. There is therefore no covariant
phase space or canonical space that encompasses spacetimes or initial data surfaces with
such different frames. Now, either these frames are unphysical or they are physical. On the
one hand, if they are unphysical, one would expect that the corresponding transformations
are pure gauge (see [50] for arguments that logarithmic translations are unphysical). The
fact that logarithmic translations and generic parity supertranslations are not degenerate
directions of the symplectic structure - they are not allowed directions of the symplectic
structure in the first place - is however in tension with the intuition that pure gauge trans-
formations should be degenerate directions of the symplectic structure. On the other hand,
if the choice of frame has some implication for the dynamics of the theory, it is important
to consider those transformations and study if the infinities can be suitably regularized. If
an enlarged phase space exists where both logarithmic and generic supertranslations are
allowed in the first place, it would allow us to settle these questions of frame-fixing. How-
ever, Lhere does not exist in the literature a construction of a consistent phase space where
parity conditions have not been imposed.

We have just seen that this relaxation will strongly rely on the regulation of the standard
covariant phase space symplectic structure, In Hamiltonian formalism, this would equiv-
alently rely on the canonical bracket defined from the canonical fields %;; and 7. Now,
it is important to remember from chapter 1 that the definition of the canonical structure
depends on what fields are considered to be canonical. We reviewed that in the work of [6],
the asymptotic values for the shift and lapse functions at infinity should be considered as
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additional canonical variables in addition to %;; and #*/. The consideration of additional
canonical variables might then lead to a modification of the canonical structure. Also,
we have seen above that the algebraic derivation of the covariant phase space symplectic
structure from the bulk Lagrangian suffers from ambiguities [13, 14] and that the Mann-
Marolf variational principle is well-defined only under the assumption that future and past
boundary termns can be dealt with without affecting the analysis at spatial infinity.

In this section, we show that four-dimensional asymptotically flat spacetimes at spatial
infinity can be defined from first principles without imposing parity conditions or restrictions
on the Weyl tensor. In section 3.3.1, the Einstein-Hilbert action is shown to be a correct
variational principle when it is supplemented by an anomalous counter-term which breaks
asymptotic translation, supertranslation and logarithmic translation invariance. We also fix
the ambiguity in the definition of the symplectic structure by looking at the contribution
of the counterterms added to the action such that they minimally cancel the divergences
that are present in the absence of parity conditions. We see in section 3.3.2 that the
contributions of those counter-terms to the charges make the Poincaré translormations as
well as the supertranslations and the logarithmic translations finite, conserved and non-
trivial. Lorentz charges are generally non-linear functionals of the asymptotic fields but
reduce to well-known linear expressions when parity conditions hold. In section 3.3.3, we
discuss how those transformations represent the asymptotic symmetry group. We see that
Lorentz charges as well as logarithmic translations transform anomalously under a change
of regulator. Eventually, in section 3.3.4, we briefly discuss how this covariant construction
can be translated into the Hamiltonian formalism.

3.3.1 Action principle and finite symplectic structure

As another mechanism for canceling the logarithmic divergence, without assuming that o or
kay obey parity conditions, we simply propose to add to the action the following boundary
counter-term

5 log A ( (o) 4 gth)
S =Snm+ e (3 +9 ). (3.3.1)

where S(@) and S*) are the actions

sl = / d*z/ —hl0) (l a(0 + 3)0) + l/ (d*z)q0 D%
5 2 2.Js:

/ a3/ —h(0) ( e

H

sk = / d*z\/ ~h(0) (l [l (w 3)k,,,,) g o (d?2) o kD ke ey

= 16 16 Js,
- / B/ (l B p() pk / (d*2) akDPk g , (3.3.3)

H 4 8 /5.

I

DaoD% + gaz) + | (d*z),0D%, (3.3.2)

1
2 S
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for the scalar o and the SDT tensor kg defined on the hyperboloid. In the above expression,
we have defined

+ / (d’z),0D% + | (d*z)q0D% - / (d’z)q0D% ,
S S.

Ss

+ / (d?2)ak D% q + / (d%2) ok D%k ey ~ / (P2)ok“D%q . (3.3.4)
Ss Sy 8o

Note that, apart from boundary terms at Sy, these are precisely the actions for the fields o
and kg we already obtained in (2.6.28) when discussing linearization stability constraints
of Einstein’s equations. As we have said at that time, the variations of the actions 5(?) and
S®) reduce on-shell to a boundary term at Sy because the equations of motion for $?) and
S*) are precisely the equations obeyed by ¢ and kg obtained from Einstein’s equations.

When parity conditions hold, the variations of the actions $?) and S*) are identically
zero off-shell. In the absence of parity conditions, when varying the action we see that the
sum of the bulk and counter-term boundary terms at St precisely cancel, for the choice of
coefficients in (3.3.1) and the choice of boundary terms in the actions (3.3.2)-(3.3.3). We
therefore obtained a variational principle without need for parity conditions. The terms that
we added to the Mann-Marolf action at the spatial boundary are boundary terms which
vanish on-shell and whose variations are also zero on-shell. In some sense, our approach
is a refinement of [17] which consists in fixing the off-shell boundary value of the action
at spatial infinity, which was left unfixed in [17], in order to cancel the divergences at the
boundary of 4.

The action (3.3.1) explicitly breaks translation, logarithmic translation and supertrans-
lation invariance but does not break Lorentz invariance. The presence of logarithmic
counter-terms is reminiscent of the Weyl anomaly [70, 71] in the holographic renormal-
ization of anti-de Sitter spacetimes in odd spacetime dimensions [72]. We will refer to the
action

1 3 1
= — vV —h{0) Lpabim
A= &C /,{d R ("(D +3)o + k(0 3)kub) ; (3.3.5)

as the (super/log-)translation anomaly. The anomaly is invariant under all symmetries that
are broken. Indeed, translations do not act on the fields ¢ and k,;. Logarithmic translations
act as dyo = H and supertranslations as d,k.p = 2wa +2wh‘(3,) but the anomaly is invariant
up to boundary terms at timelike boundaries (that we neglect for this argument). Therefore,
the Noether charges of the anomaly associated with the (super/log)-translation symmetries
represent the algebra of (super/log)-translations. The Wess-Zumino consistency conditions
[73] are therefore obeyed. Since no holographic model for asymptotically flat spacetimes is
known, we untortunately cannot try to match the flat spacetime anomaly to a QFT model.

Even though the anomaly is zero on-shell for all metrics obeying the boundary condi-
tions, it affects the dynamics mainly because its symplectic structure is non-zero on-shell
as we now review.
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A finite symplectic structure

Now that we have found another way to regulate infinities in the action in the absence of
parity conditions, we propose to fix the ambiguity (13, 14] in the definition of the symplectic
structure using the boundary tenus in the action principle (3.3.1). Effcctively, we fix the
boundary terms in the symplectic structure in such a way that the logarithmic divergences,
present when parity conditions are not imposed, cancel. The final symplectic structure that
we define has the form

[, g, d2g] = Qpuk[619, d2g] + Qe 610, 81 k; d20, dak], (3.3.6)

where Qp is the standard bulk symplectic structure and €, is precisely the boundary
symplectic structure that can be derived from the boundary action in (3.3.1). Indeed, even
though the logarithmic counter-term action is zero on-shell, it has a non-vanishing boundary
contribution to the symplectic structure. The free actions for o and kg introduced in (3.3.2)-
(3.3.3) are zero on-shell but their symplectic structures (defined with the same conventions
as in the bulk) are the Klein-Gordon norm and the symplectic norm between two traceless
transverse fields given by the integral of

(@?z)a v/ —h©® (6108"620 i 2)), (3.3.7)
(dz)a/ _;;(O)Gew&lﬂy)bagkd,, ~(162), (638

w(,,)[rila, 520’]

wiky[01k, 62k

Il

over the sphere which is generally non-vanishing®. The total symplectic structure is then
defined as announced in (3.3.6) with

Gl (i bk b o] et B / (w(")[ém,Jza] + w(")[dlk,églc]) : (3.3.9)
47 G s

The resulting prescription for fixing the boundary terms in the symplectic structure left
unfixed in [58, 13, 14] amounts to the prescription argued in [74] to fix the boundary terms
in the symplectic structure using the symplectic structure of the boundary terms of the
action. Now, we see that this prescription is justified by the existence of a variational
principle when past and future boundaries are taken into account.

3.3.2 Covariant phase space charges

In this section, we go back to the covariant phase space charges and look at the contribu-
tions coming from the boundary symplectic structure (3.3.9). Indeed, since the symplectic
structure is finite, the conserved charges should also be finite when contributions coming
from the boundary symplectic structure are taken into account. The charge one-form §Q¢[g]
is now wrilten as

§Qela] = /S kel69; 9] + ';’fg /S (w150, 6¢0] + Dok, 56k} (3.3.10)

"The counter-term f,_, d*xv/=R(K ~ K) has uot the form of an off-shell action for the boundary fields
and therefore it does nol define a boundary symplectic structure.
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evaluated on the sphere S at constant time t and at p = A. Here, 6¢0, d¢ckqp are variations
of the first order fields induced by the Lie derivative of the metric along &.

In the previous section, we obtained the contribution from the bulk symplectic structure

/S /1 ke(8g; g)

— 1 2 . _osach a =
= l6wG/sd $ na log p(~2igély) +4Ho® — 40 H")
+40° — 40w® — 40°H + 40 H® + k**H,

2
(3.3.11)

il

Ql¢: 9)

where we observed that logarithmic translations and Lorentz charges have a divergent part.
Let us now see what happens when contributions of the boundary counter-terms are taken
into account.

Translations and supertranslations

For translations and supertranslations, one checks that the boundary counter-terms do not
contribute to the charges as

/w(,)[éa, 550] = 0, /w(k){ék,dfk] = 0, (3.3.12)
S S
where

80 =0,  bekap=2wap + hlow). (3.3.13)

ab

For translations, it is relatively simple to see because d¢o = dgkap = 0. For supertrans-
lations, the first equality in (3.3.12) is also trivial as these transformations do not act on

o. The second one can be proven after using JeBm = 0, since following Lemma 1 (see also
(2.3.79) and [8]) one can write B‘(IL) = —Gap — h‘(g)&, where (J 4+ 3)é = 0, and eventually
after showing that n,e%*wid.q = n,D, (e"“(%wd&cd - %6"%4 - w&e)) is a boundary term.

The charges associated with translations and supertranslations are therefore precisely
the ones which can be obtained from the bulk linearized theory

F 1
Qule:3) = —5— /S @ SEn D", , (3.3.14)
1
Quyle: 3l = C /s d*SV—-hn, (0%w — ow?). (3.3.15)

Let us insist here on the fact that in the absence of parity conditions, the charges
associated to supertranslations satisfying (O + 3)w = 0 are still conserved but do not vanish
in general.
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Lorentz charges

For the Lorentz charges, we saw that in the absence of parity conditions there was a log-
arithmically divergent part. Following our prescription, this divergence should be exactly
canceled by the counter-term contributions to the total charge (3.3.10). We have checked
that the divergence indeed cancels after computing the following relationship between sym-
plectic structures and Noether charges

w(a)(ég’ C—C(o)”) — 6(\/ —hO)la) ab f(o)b(dzl')a) —d%8 /—h(°)n“'D"(2§(0) (aﬂb)JG).
k) = §(V-hOT® Qo,,,(d%).,) +d*SV—hOn*D'Py,  (3.3.16)

where Py = Pgp) is an anti-symmetric tensor. Following our previous results, the Lorentz
charges are thus finite and can be written in the equivalent forms

1 —— s T
-7(i) - E?é[sdzs _h(o)(vab+21ab)§rot(i)nb 8 G dzs ~h(® Wab{boost(t)n '

1 2¢./_1(0) 2 _ 2 ;
&G /sd S —h(o)(‘ﬁ,b+21fw)£§om(,)n = &r—G,/sd S‘/—h“”Wab&i‘(,q.-)n )

(3.3.17)

W(k) (Jk, C_((o)

K

where Vi, W, are defined in (2.6.17)-(2.6.18).

When parity conditions do not hold, the Lorentz charges are non-linear functionals of the
asymptotic fields and therefore differ from the standard ADM and AD formulas [5, 10]. The
standard ADM and AD formulas are restored when parity conditions hold. Such asymptotic
non-linearities appeared before in the context of asymptotically anti-de Sitter spacetimes.
In Einstein gravity, the charges are linear functionals of field perturbations around anti-de
Sitter [10, 75, 76]. However, non-linearities may appear when matter fields are present, sce
e.g. (77, 78, 79].

Logarithmic translations

If we do not assume parity conditions and introduce i,, logarithmic translations are allowed
asymptotic transformations. Remember that they modify the first order fields as

6(0 =H, J(kab =0. (3.3.18)

Since logarithmic translations do transform o, the boundary terms in the symplectic struc-
ture might play a role. We find

log A log A / 2¢./ (1) b
e —h(0) a
el w(a)(éa, oyo) = 05 d°S RO E H*n” (3.3.19)

where we have used Hop— Hyo = —%ES,) H®—D*(H[,0y)) and discarded the total divergence
term on the sphere. As one can see {rom (3.3.11), the bulk covariant phase space charge
associated with a logarithmic translation is given by5

/ T e '°g"5 / 25V RO BN Hond 4 5 / SV RO kosn®H® (3.3.20)
S

“Here, the logarithmic translation is defined as the sum of a logarithmic translation, as defined in chapter
2 (sce also [44, 46]), with a translation.

16G
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We find that the two divergent contributions are opposite of each other and exactly cancel.
The remaining finite part is trivially integrable. Logarithmic translations are therefore
associated with the non-trivial charges

T / SV —hOkynH | (3.3.21)
167TG s

which are conserved thanks to the property D%(ky, H®) = 0.

In the restricted phase space where kg, = 0, logarithmic translations are associated
with zero charges or equivalently they are degenerate directions of the symplectic structure,
in agreement with Ashtekar’s result [50]. When parity conditions are imposed, logarith-
mic translations are not allowed transformations and the associated charges do not exist.
The presence of non-vanishing conserved charges associated with logarithmic translations
is therefore a particularity of the phase space without parity conditions and with kg, # 0.

Some comments

We have reviewed here that Poincaré charges as well as charges associated to supertrans-
lations and logarithmic translations can be non-trivial in the generic case. To answer the
question asked at the beginning of this section, this also means that logarithmic and super-
translation frames define inequivalent frames distinguished by their associated conserved
charges. In this respect, the constructed phase space is bigger than the ABR phase space
[57] .

No exact solution of vacuum Einstein's equations is known to us which breaks parity
conditions. Such a solution would also possess twelve boundary Noether charges in addition
to Poincaré, logarithmic translation and supertranslation charges. The boundary Noether
charges are the Noether charges of the actions S% and S* for the first order fields associated
with the boundary Killing symmetries or equivalently with the bulk asymptotic Lorentz
Killing vectors. A subclass of these solutions exists as an asymptotic series expansion at
spatial infinity. Indeed, one can consistently set the logaritlunic terms in the expansion
(2.6.2) to zero and still obey Einstein’s equations by fixing six linear combinations of the
boundary Noether charges to zero, see section 2.4 for details. The original Beig-Schmidt
expansion [44] which uses only polynomials in p is a consistent analytic asymptotic solution
of Einstein's equations at all asymptotic orders which has six boundary Noether charges.
We leave the existence, or non-existence, of a regular solution in the bulk with such charges
as an open question.

It is also interesting to remark at this stage that the presence of non-vanishing charges
associated with supertranslations in addition to Poincaré transformations is also a feature of
null infinity where supertranslations along the null direction are associated with non-trivial
charges as well [37, 80, 15]. For regular asymptotic fields, one expects that supertranslation
charges should be conserved at infinite past times at future null infinity or at infinite late
times at past null infinity where the news tensor vanishes. Indeed, at such late or early
times the expression of [37, 80, 15| becomes conserved and proportional to the first order
electric part of the Weyl tensor and matches qualitatively with our expression (3.3.15). It
would be interesting to make that qualitative agreement more precise by comparing the
precise definition of supertranslations.
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3.3.3 Algebra of conserved charges

In the last section, we obtained explicit expressions for conserved charges associated with
translations, Lorentz transformations, logarithmic translations and supertranslations. We
obtained that all asymptotic charges are non-trivial in general in our phase space. The
set of infinitesimal diffeomorphisms form a Lie algebra defined from the commutator of
generators. A natural question to ask is whether or not the algebra of translations, loga-
rithmic translations, Lorentz transformations and supertranslations is represented with the
associated conserved charges.

General representation theorems are available (81, 19] but one quickly realizes that
they do not take into account boundary contributions to the symplectic structure. These
contributions can be dealt with as follows. Every diffeomorphismn in the bulk spacetime
induces a specific transformation of the boundary fields through the Beig-Schmidt asymp-
totic expansion that identifies boundary fields from bulk fields. Therefore, the Lie algebra
of infinitesimal diffeomorphisms defined from the commutator of generators also induces a
Lie algebra of transformations of the boundary fields. The Poisson bracket between two
charges is then defined as

{Qelg; 3, Qerlg: 3]} = — 8¢ Qe [9: 3], (3.3.22)

where the variation ¢ acts on the bulk fields as a Lie derivative and on the boundary fields as
the transforination induced on the boundary fields from the Lie derivative of the bulk fields.
It would be interesting to develop a general representation theorem which takes boundary
contributions into account along the lines of [82]. Here, we simply evaluate the Poisson
bracket using the explicit expressions for the charges derived and taking into account the
boundary field transformations.

Under an asymptotic translation £ = w(z)d, + o(p°) where D,Dyw + h( ) = 0, the
boundary fields transform as

by = 0, & v,d, 'D(Eab)w')+2£cd(,,B() ; (3.3.24)

S0

Il

where E‘(lz) and sz;;) are the first order electric and magnetic parts of the Weyl tensor while

Lorentz transformations § = —§ act on the boundary ficlds as a Lie derivative
N L_¢q,0 O—g ., kab = Lgg Kan, (3.3.25)
O-ggyiab = L_gg)tabs 00, Vab = L_g,Vab - (3.3.26)

Logarithmic translations® act as
o = H, Sku=0, byia=-D(E, H) - 2"%BY) Hy\ (33.27)

65V —-v (ko HE) + 2D (B HE) + 86 By H, (3.3.28)

SHere again, the logarithmic translation is understood as supplcmcnwd by an appropriate translation.
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and supertranslations act as

éua = 0, awkab = 2“‘)(10 + 2’151(;)“” 6uiab =0 ’ (3‘3.29)
ol = ke + kapw + wC (Dekay — Dakpyc)

+(a°wc(ab) - OWap — 2owh$) + W(aOp) + Tc(awhy + (0 € w)) (3.3.30)

After an explicit evaluation, we find that all asymptotic transformations are well-
represented: the Poisson bracket is anti-symmetric and is isomorphic to the semi-direct
product of the Lorentz algebra with the (super)-translation and logarithmic translation al-
gebra. In particular, the Poisson bracket between Lorentz charges ‘and (super)-translation
charges is given by

(Q—E(o)v Q(u)} = _{Q(w)y Q—g(o,} = Q(..,a), W' = ["5(0)“"' (3.3.31)

and the Poisson bracket between Lorentz charges and logarithmic translation charges is
{Q-g0)) Qin} = —{Qmys Q-gy} = Quryy,  H' =L_gp)H. (3.3.32)

Logarithmic translations and supertranslations obey the algebra
1
{Qu): 2} = —{QH) Ly} = vore /dZS v —h) na(H“w - Hw") . (3.3.33)

where the right-hand side depends on the generators but does not depend on the fields. In
the harmonic decomposition of w on the sphere, the Poisson bracket is zero for all harmonics
1 > 1 and is a Kronecker delta for the four lowest harmonics [ < 1. The algebra of asymptotic
conserved charges is isomorphic to the algebra of asymptotic symmetries. No non-trivial
central extension of the algebra is present. Note that in order to derive these results, we
made extensive use of our classification of SD tensors and their properties, as detailed in
chapter 2, to simplify intermediate expressions and we discarded boundary terms. We have
also used the property described in [8, 44] (see also section 2.5) that regularity of kg implies
that the four conserved charges

1 . ,
o= A &S B{)n Dby, 1=10,1,2,3, (3.3.34)

are zero.

We obtained that all transformations: translations, logarithmic translations, Lorentz
transformations and supertranslations are well-represented despite the (log/super) transla-
tion anomaly. The fact that the Lorentz group is well-represented is not surprizing given
that the cut-off needed to regularize the action, see (3.3.1), is invariant under asymptotic
Lorentz transformations. Now, it is also important to take into account the shifts in the ac-
tion when one changes the cut-off used to regulate the action. These shifts can be analyzed
as [ollows. :

Under a change of eut-off A, the action will be shifted by a finite piece Sy proportional
to the anomaly action S + S given in (3.3.2)-(3.3.3). The conserved charges associated
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with the asymptotic Killing vector £ will then be shifted by the boundary Noether charges
of the action §1?) 4 S(¥) associated with the symmetry J¢. Using standard manipulations
0¢L = dKg¢, 0L = %’&b + dO[d¢], the boundary Noether charges are defined as Je = K¢ —
O[d¢¢]. One then quickly sees that translations and supertranslations are associated with
vanishing Noether charges [ d?SJ¢ = 0 while Noether charges associated with logarithmic
translations are proportional to the four-momentum Q) and Noether charges associated

with Lorentz transformations are given by the integral of Jeo) = 2(T(e)b +T(")“")€£0) (d?2)q
where T(7)9® and T*)ab are the stress-tensors of the actions (3.3.2)-(3.3.3).

Therefore, under a change of regulator, the translations and supertranslation charges
are invariant. Logarithmic translation charges get shilted with the four-momenta and the
Lorentz charges get shifted as

AQ_¢l9:9] ~ /s ESV-KNT + TH)efn”. (3.3.35)

These shifts can be obtained similarly by varying the regulator directly into the expression
for the charges associated to logarithmic translations, and rotations and boosts, before
the subtraction of divergences between the bulk and the boundary. Note that these shifts
agree with the analysis presented at the end of chapter 2 where it was noticed that Lorentz
charges are uniquely defined for our enlarged Beig-Schmidt ansatz up to the addition of
those twelve boundary charges. Four-momenta and supertranslations are finite without
needing a regulator. They are therefore manifestly unchanged by the regulator.

The situation here can be contrasted to bulk infinitesimal dilfeomorphisms which induce
Killing symmetries and conformal Killing symmetries of asymptotically AdS spacetimes in
odd dimensions as analyzed in (83, 84, 82, 85]. First, the dependence of the Lorentz charges,
associated with Killing vectors, upon the choice of regulator is analogous to the shift of the
stress-tensor by Weyl anomalous terms [83, 84]. The expression for the conserved charges
(3.3.17) indeed allows us to recognize Vy;, + 21, as the second order part of the stress-tensor
which generalizes the one given in [51, 45] when kg = i = 0. In our case, logarithmic
translations are also present and they are also shifted under a change of regulator.

In anti-de Sitter, infinitesimal diffeomorphisms associated with boundary conformal
Killing vectors are well-represented even though they may act non-trivially on the action
[82]. Indeed, the action only varies by a c-number which depends on the boundary condi-
tions while the dynamical phase space is preserved. The non-conservation of the associated
charges is related to this c-number. In asymptotically flat spacetimes, translations are also
boundary conformal Killing vectors. Four-momenta as well as supertranslations are always
exactly conserved and they do not vary under a change of regulator.

That said, the anomaly in the action can also be described as follows. When the bound-
ary conditions do not include parity conditions, logarithmic divergent integrals in the ac-
tion and in the symplectic structure should be regulated by introducing a finite cutoff which
breaks asymptotic (super/log)-translation invariance. If one regulates the action by pushing
the cutoff to infinity, the resulting regulated action will not be invariant under asymptotic
(super/log)-translations since it would be shifted by a finite piece. Therefore, the regulated
action depends on the specific (super/log)-translatiou frame.

Let us now try to describe how these results can be matched to the Hamiltonian for-
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malism.

3.3.4 Reuvisiting the Regge-Teitelboim approach

We have seen that parity conditions on the hyperboloid are not required in order to define
a consistent phase space in the hyperbolic representation of spatial infinity. Morcover, we
have seen that when these conditions are relaxed, charges associated with Lorentz rotations
and boosts are non-linear functionals of the first order fields and logarithmic translations
and supertranslations are associated with non-trivial charges. Both these characteristics are
not shared with the standard treatment of Hamiltonian charges at spatial infinity [5, 6, 11]
we reviewed in chapter 1. There, parity conditions on the sphere are imposed in order for
the rotation and Lorentz boost charges to be finite. Also, charges are linear functionals
of the boundary fields, logarithmic translations are not allowed transformations and parity
odd supertranslations are associated with trivial Hamiltonian generators. Let us try here to
resolve this tension by proposing how the results of [6, 11} can be accommodated to enlarge
the phase space to fields which do not obey parity conditions.

Once parity conditions are relaxed, the fall-off conditions are preserved by both parity
even and parity odd supertranslations, and at first order in the asymptotic expansion of

the fields %;; and 7% by the so-called logarithmic translations which are associated to the
lapse and shift functions

N+ logr K* + o(r?), (3.3.36)
N' = logr K+ o(r%), (3.3.37)

where K+ and K* are constants. We have thus in mind that one should start by considering
the phase space of metrics where the generic expansions of the fields take the form

13) , logrz a2, 130 3
Wi = 05+ =% + Y5 + % +o(r7Y), (3.3.38)
; 1 2) i4 |og1‘ 1n,3) 1 3) 4 -3 P
A oW eI M oY) (3.3.39)

where, as in the covariant approach, the logarithmic branch is necessary in order to satisfy
the constraints when parity conditions do not hold, as already noticed e.g. in [11].

Note that we do not intend to work out in detail the Hamiltonian formalism here. In-
stead, our approach should be seen as a first step. Following the existence of a Lagrangian
variational principle, we transpose covariant boundary conditions to the Hamiltonian for-
malism. By “transpose”, we mean that we consider a phase space where parity conditions
imposed on the three-metric, its conjugated momenta and the supertranslations are relaxed,
and so that logarithmic translations are also allowed, but where we do impose additional
boundary conditious on the ficlds such that the angular supertranslations are fixed. These
last conditions impose the, a priori, generic form of the fields present in (3.3.38)-(3.3.39)
to be fixed in terms of their covariant counterparts as detailed in Appendix I.D. As al-
ready mentioned, it would be interesting to include mixed terms gy, in the Beig-Schmidt
expansion and allow for angular supertranslations’.

"In the presence of mixed terms gpa, there might be a distinction between the bulk covariant phase space
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The canonical two-form on the canonical phase space used in the treatments of [5, 6, 11]
is the bulk canonical two-form

Q(él "gv 6[7!', 62391 52") 167G / d3 617'""‘62 Gmin — 6277"‘"61 gmn) 3 (3340)

defined from the bulk canonical fields %, and 77 at the initial time surface L at t = 0. In
the case of asymptotically flat spacetimes without parity conditions the bulk canonical two-
form suffers from a logarithmic radial divergence. Using the boundary conditions (3.3.38)-
(3.3.39), up to first order, one can express the canonical two-form as

gA

8, %, 817, 82%, 8om) = (finate) + e

d23(6 ﬂ(l)nm&2 g(l) _027!-(1)"‘"61 93,);) ;
(3.3.41)

where A is a large radial cut-off and S is the sphere at r = A. Now, exactly as in the
Lagrangian formalism, we propose to modify the dynamics by adding a boundary term to
the canonical form. We proceed by first writing the boundary actions (3.3.2)- (3.3.3) at
t = 0 in the 2+1 decomposition (the boundary metric becomes the real time line times the
unit sphere). We then switch to the Hamiltonian formulation of the boundary action and
propose to supplement the bulk canonical fields with the canonical fields of the boundary
Hamiltonian. We then introduce counter-terms to the canonical form in order to mini-
mally cancel the divergences in (3.3.41), following the Lagrangian prescription (3.3.9). The
regulation breaks translation, supertranslation and logarithmic translation invariance. We
interpret this breakdown as a consequence of the translation anomaly in the action, which
is manifest only when fields have both parities.

Let us now discuss briefly the form of the Hamiltonian generators associated with asymp-
totic Poincaré transformations, logarithmic translations and supertranslations. The Hamil-
tonian generators contain two parts: the part coming from the bulk canonical form and
the counter-term contribution that cancels the logarithmic divergences. The surface charge
derived from the bulk canonical form associated with a gauge parameter ¢* = (¢, €™) is
given, using the 2-form k, by [6]

kO™ (83, 67, %9, 7] = G™™ %P (€16 opin — c|‘h63gop) + 266 (%gonm™") — €™ 6%nom™ (3.3.42)
where

G = LB (o 1 e aymnm) 6848

is the inverse De Witt supermetric. Now, one can readily obtain that this expression admits
at most a logarithmic divergence when one uses our boundary conditions. Indeed, the RT
linear divergences trivially cancel when one uses the explicit expressions, given in Appendix
LD, of %, and 7 in terms of &, ko, hffb) and i,5. The logarithmic divergence is then exactly
canceled by the boundary counter-term. The resulting final expressions for the charges in

symplectic structure defined from the action and the one defined from the equations of motion, see (3.1.23).
One would then need to prescribe which one is the bulk sympleetic structure, sce [86] for an example where
such a prescription plays an important role.
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Hamiltonian formalismm can then be obtained by a straightforward explicit evaluation. We
will not provide them here. We only note that the four-momenta are given by the usual
ADM formulae, while the charges associated with rotations and boosts contain non-linear
contributions in the canonical fields.
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Appendices Part |

LA Schwarzschild in Beig-Schmidt coordinates

In here, we would like to put the Schwarzschild solution whose metric is given by

ds® = =V (r)dt® + V(r) 'dr® + r*(d6® + sin® 0d¢?®), V(r)=1- @ (LA1)

in Beig-Schmidt coordinates up to second order. For the sake of simplicity, we will set it in
a gauge such that kg, = 0. The strategy to implement all this goes as follows.

1st step

Make a change of coordinates that brings the metric (in the usual coordinates t,r, 8, @)
to hyperbolic coordinates

r = zcosh(,
t = zsinh(, (LLA.2)
and expand it to second order in z. The metric up to second order in the radial coordinate p
is completely specified given ol 0, AN, AR hf‘%), h&’ and hﬁ). For the Schwarzschild
solution, we find
z*sinh? ¢ cosh? ¢
22 cosh? ¢ — 2Mz cosh ¢
23 sinh ¢ cosh® ¢
22 cosh? ¢ — 2M z cosh ¢

ds® = d¢? [—32 cosh? { + 2Mzcosh ¢ +

+2dzd( [—z sinh ¢ cosh ¢ + 2M sinh { +

2M sinh? ¢ 2% cosh? ¢
dz?| - sinh?¢ + — +
el [ Blnbi:C z cosh( = z2cosh®¢ — 2Mzcosh(
422 cosh? ¢(d0? + sin® 0d$?). (L.A.3)

If we now expand this expression up to second order in z and remember that

WD dprdg® = —d¢? + cosh? ((d6? + sin? Bde?), (LA.4)
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we get

2 tanh?
Fl 12M cosh(2¢) i AM tzn ¢

2 2g02]
il ch[l z cosh(

- 0(1/23)]

\ :
+22dzd( [4£ sinh ¢ + 4£ tanh{ + O(l/zs)]

2 2 M cosh(2¢) 3
+dz [1 —osh( 4— +0(1/z )]
+22 cosh? ((d6? + sin® 9d¢2), (I.A.5)

and the metric, up to second order, is fully specified given

o} = M&h@_(.) , o (62 420D = 4M?
cosh ¢
M?
W e i -osh(2
4 5 (=6+200sh(20) + =2 77)
A = aMsinh¢, AP =4M?tanh(,
hy = 200, A =4M?tanh?¢. (LA.6)

2nd step

Get rid of the A,(,l) following the Beig-Schmidt algorithm by doing the generic change of
coordinates

2= " = ‘Ba R }-A(bl)h(o) ab 2 (IA?)
v

which for the Schwarzschild solution, where only Agl) is non-zero, is just

(l)’.(o)a( inh
2=, C=v+ Aa W™ = — 23 slnny y A‘(:l)(zp) =4Msinhy. ([.A.8)
Yy y
Plugging this into (I.A.3)(or equivalently (I.A.5)) and keeping only terms up to second
order, we get a metric specified by

M - posh(2¥) (1)y2 @ = AM2(-1 + 92—
4 J cosh ¢ Lot e G coshiu'!)

@ M?
o = ———7—(11 — 4 cosh(2y) — cosh(41))

4 cosh”
Ap =0 A‘” ~4M? tanh
2M 2M?

hf;v), = cosh¢(2 + 3 cosh(2y)) h Sﬁ‘)b ool 111(3 + 9 cosh(2y) + 4 cosh(4y))
hyg = —8M coshisinh®y h$Y) = 16M? cosh(24) sinh? 1
hgg = "'f):)) sin® 0 hf;g - hg? sin? 0. (LA.9)
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At this point, we still need to get rid of ¢ and A®). Also, we do not have
kap =0 & ALY = —2(Vp( . (LA.10)

The last step takes care of all these issues.
3d step

The general idea is to do a supertranslation of the form

i (2) 1a
v = p+w(¢“)+F—p(¢—)=
i . (2)a
® = ¢u+lph(0)ubw‘b+ sz s (IA]I)

where ¢ = {1,0, ¢} and ¢ = {7,8, ¢}, and look at the more general solution w such that
h}) + 2D, Dyw + 2whl) = 200 | (LA.12)

where hg,) was given in (I.A.9) for the Schwarzschild solution. Then, we will fix the functions
F!® and G2 in such a way that o(® and A? are set to zero.

To solve for w, we plug in (.A.12) a general w = w(7,8,¢). One can see that the
component 77 of the equation (I.A.12) is a differential equation for 7 that reads 9%w — w +
4M cosh(r) = 0. By writing w(7,8,¢) = f(7)g(0, ¢) , the most general solution f(7) of the
previous differential equation is f(7) = (M + C) + Cy) cosh(7) — (2M 7 + C; — Cy) sinh(7) .
If we now plug this in the other components of (I.A.12), we see that w is independent of the
angular coordinates and that the only equation left to satisfy is sinh(7)d; f — cosh(7)f +
M{cosh(27) — 2) = 0 . By plugging our previous solution into this last equation, we see

that it is fulfilled only when C) = -2M — C; so that the more general non-trivial solution
to the gauge fixing of supertranslations is achieved by
w(7,0,¢9) = Mc; sinh(r) — M cosh(r) — 2M7 sinh(7) , (LA.13)

where we have redefined Cy — Cy = ¢) M.

Moving now to the functions appearing in the higher order terms, it is obvious after a
close computer-assisted inspection that we will only need an F?) which is dependent on 7
to get rid of A”) and a function G@7(r) to get rid of #(®, so that our general change of
coordinates reads

- ) i 2RI 4 W)
pmptrle Sy Pt kg (LA.14)

Plugging this in the metric we see that for 02 to be zero, we have an algebraic equation
for IC() which gives

M2
K(r) = - [5 — (1 - 27)% 4+ (3 — (c; — 27)?) cosh(27)

2

+m — 2(¢y — 27)sinh(27)] . (LLA.15)
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Looking eventually for A(¢2) to be zero, we see that the equation reduces to an algebraic
equation for N(7) when using our solution for K (7). We find

N(r) = MTz ~2(ey — 27) — 8(ey — 27) cosh(27) + (17 + (¢ — 27)?) sinh(27)

1
cosh?(t)

+( 8) tanh(7) | . (LA.16)

Conclusions

At the end of this procedure, we have obtained a metric which is written in the Beig-
Schmidt form and that fulfills k., = 0. The value for o is given by

cosh(24)

o cosh

; (LA.17)

while hgz) = —2ah$). We have also obtained the values of hﬁ) altough we will not provide
them here. Their expressions are in terms of M? quantities. It can be checked that the
value of o is precisely ({‘0), a solution of ((J + 3} = 0 which is not one of the four solutions

of ogp + ahfg,) = (0. One can check that
1 .
Qlcyy = 2/0t) = ~g= § S B oy = M, (LA.18)

where E.}) = —D,Dyo — oh?.

I.B  Properties on the hyperboloid

In this small Appendix, we present results on the hyperboloid that are used throughout all
this Part I. See also Appendix C of [45] and Appendix D of [51].

The unit metric on the hyperboloid is
ds? = K9 dg?de® = —dr? + cosh? 7(d6? + sin® 0d¢?), (LB.1)

and the covariant derivative associated to hfg) is D,.

The Riemann tensor of the metric hflg) on the unit hyperboloid H is given by
0
R, = hOrY — hOnD) . (LB.2)
The commutator of two derivatives acting on a tensor fg is
[Da: Dlt2 = ROt 4 - RO e (LB.3)

abe abe
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which implies that if ¢, t,, tan = £(4) are some arbitrary fields on the hyperboloid, then

[Do,0O)t = —2Dgt, (LB.4)
D, Do) te = ADt, — bV, (LB.5)
[Da, D)ty = 200D te - 4Dty (LB.6)
D%, Dalts = 3ty — AP, (LB.7)
[Da: Do)t = 2hf‘(:ltd)b—2hf,(‘ tayas (LB.8)
Do Oty = 4R D% 00— 6Dt (1.B.9)
[D",D] te = 4DMt,q—2D.. (1.B.10)

These identities are useful for several arguments in the main text and for the proofs of the
lemmae as presented in the next Appendix. Note also that upon using the equations of
motion and the above identities, one can establish an infinite amount of identities for the
fields o and kgp. For example, we have

of = -30, (I.B.11)
0y = =30, (I.B.12)
Bf & e (I.B.13)

0™ = g,0™" — oM™ 4 grth( O (I.B.14)
(1.B.15)

I.C Proofs of the Lemmas

In this section, we present the proofs of Lemmae 1 and 2 given in section 2.3.3, of the
Lemma 3 presented in section 2.3.4, and the Lemmae 4 and 5 given in 2.5.1. The five
lemmae have an overlapping proof. In order to establish these lemmae we need to derive
the decomposition of regular symmetric, divergence-free, and traceless (SDT) tensors on
the hyperboloid. We do so in the rest of this appendix.

A general regular symmetric tensor on the hyperboloid can be expressed as a linear com-
bination of symmetric tensors built from two-dimensional spherical harmonics. A general
such tensor has the form

Trr = [H(7)Yi(0,¢), (LC.1)

T, = IZ(T)sz)Ylm(a, )+f3(T) ‘jD(2)Y;m(o‘¢)' (102)

Ty = fulr) (Ds%;” + 20, ) Vin(0,6) + fo(r)e D D2 Yin(0,6)
+f6(7)77ijylm(9v¢)v (1.0.3)

where indices 1, j, &k run over two-sphere (6, ¢), Y, (6, ¢) are scalar spherical harmonics on
the two sphere with { = 0,1,..., and e = —{,...,l, and D‘(-z) is the covariant derivative
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compatible with the round metric 7;; on the two-sphere. In writing these expressions we
have already made use of the identity

i+1
(052) Dgz) + %ﬂi) ot c(:CEJ")chz) Dlm) Yim(0, ¢) =0, (1'0‘4)

in order to reabsorb the tensor structure € %e 'D(,z) p®@ Yi into the definition of fy(7). The
(" N"k I
tensor is traceless if and only if

fi(r) = 2sech 7 fg(7). (1.C.5)

For the case [ = 0, m = 0, only fg(7) parameterizes non-zero tensors. The divergence-free
condition is solved only for fgs ~ sech . The general tensor then reduces to

Top = Dané(o) + hfg,)é(o)- (I.C.6)

When [ = 1, we have that c(f‘Dg)Df)Y‘m(O, ¢) = 0. Therefore, f4 and f5 do not lead to
non-zero tensors. The divergence-free condition fixes

fa(r) = —tanhT7fe(7) — O fo(7), (LC.T)
fa(r) = Cisech’r, (1.C.8)
fe(r) = Casech?r + Caysech7tanhr, (1.C.9)
where Cy, C3 and C3 are constants. There are therefore three solutions for each value of
m = —1,0,1, so 9 solutions in total. Three independent solutions are the tensors admitting

a scalar potentials f(i), 1=1:2,3,

Tup = Dqué(.‘) + hfz(;)é(l)' (ICIO)

These tensors are curl-free and ([J — 3)T,, = 0. The six other tensors can be written as a
linear combination of the following two sets of three tensors,

Vikyre = 2sech STC(,), Vikyri = sech*r LanherQ)C(k), Vikyiy = mij sech 3"’((&-),
Wagrr = 0, Wgr = sech®re D¢, Wik =0, (L.C.11)
where ((3) = cosh7 fixy, £ = 1,2,3. These tensors are dual to each other in the sense
€DV = —Wa, €D Wy = V. (1.C.12)

Since applying two times the curl operator on a traceless, divergence-free, symmetric tensor
is equivalent to applying (O — 3), we deduce that both tensors obey

(O-2)Vy =0, (O —2)W,, = 0. (I1.C.13)
These tensors also obey the orthogonality properties
LWk)nbE:O‘(l)nbd2S =0, /‘;"V(k)ab'ggmst(l)nbdzs =}, (1014)
., 8 8w
/Sv(k,,,,,{goos,mnbdz.s = 30w /S Wikyabionnn d*S = —-8(k)0),(1.C-15)
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where C is a cut of the hyperboloid. Since Vig), and Wiy, are divergence-free, these
integrals are independent of the chosen cut of the hyperboloid.

For [ > 1, we can solve the divergence-free condition in terms of fa, fq and f5 as

h(r) = R0 i 0 (tanh 7 fo(7) + 05 f5(7)), (1.C.16)
2
1) = DT (412 + 2 cosh 27) fo(7)
+2 cosh 7(3sinh 78, fe(r) + cosh 7,8, fg(-r))), (LC.17)

f5(1) cosh7(2sinh 7 f3(7) + cosh 78, f3(7)). (1.C.18)

) 2
I-D({+2)

The general tensor with harmonics (I, m), [ > 1 is a linear combination of the following two
tensors depending each on an arbitrary function f(7) of 7,

190 = T (A0) = ), fo(r) =0). (LC19)
13°0) = T (£s0) = 0. for) = 37)) . (LC.20)
These tensors obey the remarkable properties
eHDIENN = TEND, (L.C.21)
218N = -TNOn, (L.C.22)

where Of is the following differential operator acting on f(7),
Of = (1 +U(l +1)sech®7)f + 2tanh 78, f + 3,0, f . (1.C.23)

We deduce also the following properties

@-315( = -15(05), (1LC.24)
@-31¢"Np = -T{NOF). (1.C.25)

Using the explicit expression for the tensors and the orthogonality of spherical harmonics,
we also have

/ T (£)ESyn*d?S = 0, / T4 (s S = 0, (1.C.26)
/s'“f'f)‘f JEooss(yd"S = 0, / Th (Neuwamn’®?S =0,  (1LC.27)
/ T (£)D*Cuyn"d®S = 0, / T (F)cinbd?S = 0. (LC.28)

The above decomposition proves lemma 3. Indeed, one can isolate the [ = 0,1 harmonics
and then all the higher harmonics can be regrouped in a tensor J,;, that obeys |, §° ab{,otn
S Jar&0qm” = 0 as a consequence of (I.C.26)-(1.C.27).
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There are two special sets of two functions f(7): the ones for which the differential
operator obeys O fig) = 0 and the others for which O fy = f;). The two functions obeying

O fip) = 0 define tensors Té;”( fi0y) such that
DTy (fo) =0, (O=3)T5" (f0)) =0. (1.C.29)

The tensor Tg)( fi0)) is a tensor potential for T‘g’)( Ji0y) and is uniquely determined for the

two solutions of O fig) = 0. From the explicit form of the tensor, we note that Téb”)( foy)
can be written as

T4 (f0) = DaDy® + Y0, (1.C.30)

where @ = 2,520, ®"™(7)Y};n(0,¢) is a scalar that obeys (O + 3)® = 0. The two
independent solutions of Ofg) = 0 correspond to the two independent solutions of the
equation (C] + 3)® = 0 for fixed values of | > 1, =l <m <[,

The two independent solutions for f(7) of the differential equation Of,y = f(;) can be
used to define two pairs of dual tensors

o ¢ § {17
W =TS (fy)y Vs =TS fiy), (1.C.31)
which obey
€DV = -Wa, €D Wy = Vi, (1.C.32)
(O0—2)Vap =0, (0O—2)W, =0. (1.C.33)

Given the special role of the eigenfunction of the operator Q, it is natural to decompose the
functions f(7) in that basis. The equation

o.f(n) =(n- l)2f(n): (L.C.34)

for each positive integer n is solved by associated Legendre functions of the first and second
kind,

f{) = sechrPMftanh),  f3) = sech7Qf[tanh 7], (1.C.35)

Lemma 1 is then proven as follows. A symmetric traceless divergence-free tensor obeying
(O~ 3)T, = 0 can be decomposed into harmonics. The only possible tensors in harmonics
[ = 0,1 have the form

Ty, = DuDy® + h'9®, (1.C.36)

where ((143)® = 0 contains [ = 0,1 harmonics. For [ > 1, we have seen that any tensor can
be decomposed as a combination of two different tensor structures T, (f(")) and T‘g')(f(”))
depending each on one function. We then see from (I.C.24)-(I.C.25) that such tensors obey
(O0—-3)Tu = 0ifand only if fI1) = fU1) = f, where f(y) are the solutions of the differential
equation Ofg = 0. Then, we note using (I1.C.21) that T.S;)(f(o)) is not curl-free and thus
does not obey the preconditions of the lemma. The only remaining tensors have the form
’l‘:l”( f(0)) and they can be written in terms of a scalar potential (I1.C.30) as shown earlier.
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The general solution of ((J + 3)® = 0 contains (, (:'(‘), i = 0,1,2,3 and the higher
[ > 1 harmonics. For each value of [ > 1, m, there are two solutions for ® that uniquely
correspond to the two tensors T‘gl ) (fiy). The four lower harmonics correspond to the
tensor Ty built in (1.C.10). The dependence in () is arbitrary since these scalars can then
be added to ® without changing T,;. This ends the proof of lemma 1.

The lemma 2 is proven by noticing that by lemma 1, all tensors derived from a scalar
using (I.C.36) that have | > 1 harmonics have the form Tgl)(f(n)). The tensor Tg)(f(o)) is

then the tensor potential for T‘fgl)( fioy) by (LC.21).

Let us now prove lemma 4. We consider an arbitrary SDT tensor T,,. One can de-
compose it in [ = 0, [ = 1 and [ > 1 harmonics, and further the arbitrary functions f(7)
appearing in (I.C.19)-(1.C.20) can be decomposed in eigenfunctions (I.C.34) with positive
integer n. The l =0, ! =1 and [ > 1 harmonics with n = 1 can be written as the sum of a
tensor admitting a scalar potential and the curl of an SDT tensor. From (1.C.21)-(1.C.22),
the { > 1 harmonics with n > 1 are explicitly the curl of an SDT tensor. Using in addition
Lemma 2, we obtain that Ty, can be written as a sum of the curl of an SDT tensor and a
sum of Danf(,) — hg?,)f(l), which proves the lemma.

Let us finally prove lemma 5. Note that no SDT tensor obeying (0 +n? —2n—2)Ty, =0
with n > 2 integer can contain spherical harmonics | = 0 or | = 1. This follows from the
explicit form of the { = 0 and { = 1 SDT harmonics presented above. Therefore, any SDT
tensor obeying (O + n? — 2n — 2)T,, = 0 with n > 2 can be decomposed in the basis
of tensors T‘S,f)(f) and T,f,:')(f) (I.C.19)-(1.C.20) for f(7) obeying the eigenvalue equation
(I.C.34). All such tensors are expanded in spherical harmonics with [ > 1. The lemma then
follows from the orthogonality of spherical harmonics (1.C.26)-(1.C.28).

I.D  Comparison of 3+1 and covariant boundary conditions

The hyperbolic and cylindrical representation of spatial infinity are valid in the limits p — o
and r - 0o, respectively. The key change of coordinates is the one mapping flat spacetime
from the hyperbolic to the cylindrical representation of spatial infinity

2

p=1y/1—- —,
/ =

= arctanh(é). (LD.1)

The hyperbolic and cylindrical representations coincide asymptotically in the limit where
ADM time is kept finite, t/7 — 0 which is equivalent to 7 = 0. In that case, p ~ r
asymptotically.

In order to obtain the form of the metric in r,t coordinates, we expand the right-hand
side of p, 7 in powers of ¢/ and we expand the Beig-Schmidt fields in Taylor series around
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o(0,6) = (0.8)+ L07(0,0) + g2(0.6) + OG), (LD2)
ku(r,0,6) = ka0,9) + LK50.6) + 2va(6,6)+06™), (LD
falrbod) = iab(0,¢)+:-_ia,,(0,¢)+0(r'2), (LD.4)
hD(r,6,6) = h36.6)+ -h52(0,6)+ O(), (LD.5)

where we define 0™(0, ¢) = 8,0(0,0,9), k7, (0,¢) = d:kaw(0,0,¢), ¥(0,9) = 8,0,0(0,0, ¢),

Yab(8, ) = BrOrkas(0,0,8), iy = Brias(0,8,8), k7P (0,6) = 8.h2(0,6,4). We will keep
the same notation for canonical fields in Hamiltonian formalism as fields in Lagrangian
formalism

a(0,0,9) =a(0,¢),  ka(0,0,8) = kaup(8, ¢),
i(0,0,0) = ias(0,9),  h5(0,6,8) = K6, 9). (LD.6)
The tensors decompose into scalars, vectors and two-dimensional tensors under decomposi-
tion into temporal and spatial components. The meaning of the notation should be clear in

either Hamiltonian or Lagrangian context. The fields (8, ¢) and ~,,(0, ¢) are determined
from the equations of motion of o and kgs. After a straightforward computation, we obtain

3 20 2 4 20"

gr = 14 "— '—' +o(r _2)
(2) x -
. t log r(ize) + hyf + K] B
Y = -—k-r( = 3 = +o(r ?), (ILD.7)
3

9. = r? g¢. + (kg — 209¢)r + logr(ic,) + (h(z) + thi, — 2t g¢,) + o(r?),

for the canonical fields and

< 1 log r ;
(detge) ™7™ = ~207 + Skig(sa) — Digayhri + —":‘“(zgc“a Dfsayirc)
171 1
. "’(2) (2) e C pri «©
+r (29 h D(sq)h,< 2ty + Gto 2tlc:u;g(s,) + 2"7‘(9(32)
+2tkry = kyro™ — tD(sz)ch|r +(k—-k terms)) 4 o(r"'),
1 logr 1 1
~1/2_ r. __ BT . 2 : P
(detge)~/?a™ = -;k‘ - 2L + ;5( — h* 4 it — 2o (1.D.8)
A t =
2k,(g(s,) ak,(g(‘s,) = ~D;s,)k" + (k= k terms)) + o(r™2),
1
-1/2 0 _ 0 §
log r (. ; & i -3
3 (— GE Difs2yi$ +9(sz>( = D(S?)”f)) O

for the conjugate fields. Here, we denote by (k — k terms) terms quadratic in kg, which
do contribute to the finite part of the conserved Lorentz charges but that we omit here for
simplicity.
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Let us finally discuss how the notions of parity are related between Beig-Schmidt fields
and canonical fields. A field on the hyperboloid is parity-time reversal even if it is invanant
under the combined transformation of inverting the hyperboloid time 7 — —7 and doing
a parity transformation (#,¢) — (7 — 6,¢ + w). Fields in canonical formalism are parity-
time reversal even if their components in Cartesian coordinates do not transformn under
three-dimensional parity and if the components of their conjugate momentum in Cartesian
coordinates transform with an overall sign under parity. From the dictionary of the Beig-
Schimidt asymptotic ficlds in 3+1 decomposition, we see after switching from spherical to
Cartesian coordinates that the even parity-time reversal conditions on o and kg lead to
parity-time reversal even first order canonical fields on the initial time slice t = 0.
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Part 11

Magnetic theory through duality
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Chapter 4
Electromagnetic duality for Maxwell’s theory

In this chapter we review the theoretical discovery of P.A.M. Dirac [87], in 1931, who showed
that Maxwell’s equations can be made invariant under a symmetry that exchanges electric
and magnetic fields at the cost of introducing sources for the magnetic field. This symmetry
is known as the electromagnetic duality and the new postulated particles bear the name
“magnetic monopoles”.

In section 4.1, we review this duality at the level of the equations of motion. In section
4.2, we briefly discuss electric and magnetic charges and the Dirac string. The major
importance of Dirac’s work is that, even if magnetic monopoles have never been observed in
Nature, the presence of at least one of them would explain the quantization of the electric
charge. This is what is reviewed in section 4.3. We eventually finish by a small discussion
of some other aspects in section 4.4,

4.1 The electromagnetic duality

In 1861, Maxwell wrote the famous equations that bear his name and that describe, in a
unified way, electricity, magnetism and optics. In the vacuum, these are

V.E =0, V.B =0,
- - OE - - OB
VxB= W, -VxE= W (4.1.1)

It is easy to see that they are invariant under the so-called electromagnetic duality which
interchanges electric and magnetic fields

E<s B, B-=B (4.1.2)

As we said in the introduction of this thesis, Maxwell's equations were already fitted ftor
special relativity. This can be seen by introducing an exact antisymmetric tensor, where
the index i goes from 1 to 3,

Foi = Ej, Fyj = B, (4.1.3)
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such that Maxwell's equations can be written in a covariant form
o, F* =0, P9, Fpy =0, (4.1.4)

where indices are raised and lowered with the flat metric 7, such that Foy = F% Foi =
~F% __ The first equation is called the equation of motion while the second is the Bianchi
identity, an identity for an antisymmetric two-form, Using differential forms, it is just

d* F =0, dF = (. (4.1.5)
The second equation (Bianchi identity) states that F' can be obtained from a potential
F =0,A, — 0,A,, (4.1.6)
where A, is called a gauge field. Local transformations of the form
0A, = d,A(z), (4.1.7)

leave the field strength F,, invariant. The electromagnetic duality (4.1.2) is rephrased as a
Hodge duality on the field strength. Alternatively stated, Maxwell’s equations are invariant
under

Fuw = B = (F)yas = 5eusp P, (4.1.8)

In the presence of electric sources, we have

V.E = 4rp,, V.3 =0,
e - OE = = OB
VxB—47ch+—éﬂ-, —VxE—ﬁ. (4.1.9)

and the equations are not invariant anymore. To restore the symmetry, the idea of Dirac
was to introduce a new density of charges and a new current in the following way

V.E = 47 pe, V.B= AT P,y
. - . OE = = .- OB
V x B =4mj, + 5?, —~Vx E=4m)m + E‘, (4.1.10)
or rewritten with F,, J&' = (pe, ji) and Jh = (Pm, jin)
o, F" = 4nJl,
1
56‘"’""0,,5'” =d4rnJh. (4.1.11)

By introducing a magnetic 4-current on the left hand side of the Bianchi identity, these
equations are now invariant under the duality symmetry

1

Fu— Fyy = 26,“,,,,1-“'”, JE = JE Jh - —Jk, (4.1.12)

m

This duality intertwines the equation of motion with the Bianchi identity.
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4.2 Electric charge versus magnetic monopole

Electromagnetic duality tells us that for every “clectric” field, there is a “magnetic” dual
field. In the presence of sources, for every “electric’ source there is a dual “magnetic”
source. As we know, the electric charge is the source of the electric field. If electromagnetic
duality is realized in Nature, Dirac postulated that there should exist a magnetic charge,
source of the magnetic field. These particles are known as magnetic monopoles. A particle
that contains both electric and magnetic charges is called a dyon.

Let, us consider an electric source generating an electric field E = Q;’; such that

Q Q
AL = -,:', F‘lr =Ly = 172' (421)

After an electromagnetic duality rotation, sending F — F' and the source @ — H, we
obtain the field generated by a magnetic monopole

Fyy = H sind. (4.2.2)
Speaking of conserved charges, the electric charge is
1 i
Q=-7 y{ FOdz;. (4.2.3)
By analogy, one would like to associate a magnetic, topological, charge to the dual field
- 8_17r j[ eIk By dE;. (4.2.4)

By taking the expression (4.2.2), we can actually check that the above expression does
reproduce the magnetic charge H.

The magnetic monopole and the Dirac string

As we have already said, in the absence of magnetic sources, the Bianchi idenlity dF = 0
ensures that the field strength can be expressed as F = dA. Also, from Stoke's theorem, it
is easy to see that if F = dA, we should have

H=}€3F=f;:d/1=}{cA=o. (4.2.5)

When we introduce the four-vector Ji, the magnetic charge sources the Bianchi identity
and thus F' = dA is no longer true. To describe the pure monopole field (4.2.2), we actually
need to write

where C is a closed curve.

F=dA+C, dC = Jn, (4.2.6)

where C is a singular contribution as we now review. Indeed, let us consider the gauge field

A=—H(cos0+1)dp = —H (zdy — ydz), (4.2.7)

r{r—2z)
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which is singular along the positive z-axis, the so-called Dirac string singularity. For this
gauge field, we see that the electric field is trivial while the magnetic field computed with
(we closely follow [88])

Ay i . . S\ Y (4.2.8)
gives rise to
B=VxA= H:—a — Hi(z)8(y)8(2)T (4.2.9)

where #(z) is the Heaviside function which is zero for z < 0 and one for z > 0, and I, is the
unit vector along the z-direction. Note that to obtain this last result, we used the following
regularization procedure: we first set r — R = v/rZ + €2 and obtain easily

o ¥ e(2R-2) -
Brag = H(ﬁ - B ): (4.2.10)

We then take the limit of ¢ — 0 to recover (4.2.9).

What we have described in (4.2.9) is a modified magnetic field which has a singular
contribution along the positive axis. This unwanted singular contribution actually sets the
magnetic charge to zero.

To describe the pure monopole field (4.2.2), we actually need to write
F=dA+C, Ci; = €i;:Ho(x)d(y)0(2) , (4.2.11)

and we realize that C is precisely a string singularity along the z-axis canceling the one
coming from our naive guess (4.2.7). It is sourcing the left hand side of the Bianchi identity.
One can check that under an appropriate gauge transformation, the string can be sent along
the negative z-axis so that, for the classical theory at least, the singularity in the gauge
field should be seen as an artifact as it is really the electric and magnetic fields which are
the physical gauge-invariant observables.

One interesting remark, for further considerations in the next chapter, is that the in-
tegrand appearing in the surface integrals for computing the charges is the field strength
F = dA, a gauge invariant quantity. This means that if we consider F = dA + C, a regular
gauge transformation on A does not shift the string. It can thus always be fixed so as to
cancel the singular term coming from dA.

4.3 Quantization of the electric charge

As we have seen in the previous section, when one wants to deal with gauge potentials,
one needs to introduce the Dirac string. However, this string is not physical classically
as the electric and magnetic fields, the true observables, are regular. The fact that the
string should not be visible quantum mechanically led Dirac to the first explanation of the
quantization of the electric charge in units of A.
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One way to understand this result is to consider a system of an electric charge and
a magnetic monopole separated by a fixed distance. This system will possess an angular
momentum

L= /d% fx(ﬁx§)=7ﬁ, (4.3.1)

The fact that. angular momentum is quantized in the quantum theory tells us now that the
electric charge has to be quantized in units of /.

The importance of this result lies in the fact that the very observation of a unique
magnetic monopole would explain the quantification of the electric charge.

4.4 QOther comments

Let us comment here on some other aspects that have not been considered in the above,

Double field formalism and the invariance of the action

Up to here, we have seen that the magnetic charge appears as a topological charge. This
is due to the fact that we have described the monopole using an “electric” formulation as
only the electric charge is considered to be dynamical. As we have pointed out in chapter 1,
working in the Hamiltonian formalism, it is actually possible to introduce new gauge degrees
of freedom. By doubling the number of gauge degrees of freedom, one can introduce two,
dual, potentials. In this way, electric and magnetic parts can be set on an equal footing.
This is known as the doubled field formalism.

The equations of motion are invariant under the exchange of electric and magnetic fields.
However, the action

L= %(5;2 - By, (4.41)

is obviously not invariant under such a transformation. To check that the action is invariant,
it has been shown in [89], using the doubled field formalism, that one should actually
consider transformations of the gauge field, which represent the true dynamical variables of
the theory, instead of the field strength. Although the action can be written in a manifestly
invariant way, it is no longer manifestly invariant under Lorentz transformations.

The strong-weak duality

Electromagnetic duality is a strong-weak duality. Indeed, the electric charge is directly
related to the coupling constant, the strength of the electromagnetic interaction. Under a
duality rotation the electric charge is sent to the magnetic charge. The fact that the duality
is a strong-weak duality can be understood from the quantization condition of the electric
charge. Indeed, let us write it as

QH =—. (4.4.2)




From this, we see that if the electric theory is “weakly” coupled, then the magnetic theory
will instead be strongly coupled.

Electromagnetic duality inspired C. Montonen and D. Olive who conjectured in [90]
the presence of this symmetry inside non-abelian gauge theories. It was later shown by H.
Osborn in [91] to hold as a strong-weak duality in N' = 4 super Yang-Mills.
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Chapter 5

Gravitational duality in linearized gravity

In this chapter, we review how electromagnetic duality can be transposed to general rel-
ativity. As we said at the beginning of this thesis, the main reason to believe that such
a duality could be present in general relativity is the presence of the Taub-NUT solution.
This solution has a mass M and a parameter N that play, at least in the linearized theory,
the same roles as the electric and magnetic charges in electromagnetism.

Instead of providing the reader immediately with the Taub-NUT solution, we would
like to take a hopefully more interesting path. In section 5.1, we review the fact that
general relativity reduced along a Killing direction has a pair of scalars which parametrize
an SL(2, R)/SO(2) coset. Using this, we show that the Schwarzschild metric can be mapped
under an SO(2) rotation, subgroup of Ehlers's SL(2, R) group, to a new solution, the Taub-
NUT metric, of Einstein's equations. Gravitational duality is the name given to this SO(2)
rotation. It is an exact duality of the [ull theory in the presence of a Killing direction. We
finish this scction by discussing the Taub-NUT solution as a solution of general relativity.

In section 5.2, we review how linearized equations of motion, in four dimensions and in
the presence of electric sources, are invariant under an SO(2) duality rotation if one allows
for the presence of a magnetic stress-energy tensor in complete analogy with the work of
Dirac for electromagnetism. This duality is valid even in the absence of any Killing direction.
The duality in the linearized theory in the absence of Killing directions has been proven to
be a symmetry of the action using a double field formalism in [1]. This result was generalized
in the presence of sources in [92]. Note that these works only deal with the linearized theory.
In [26], it was proved that this duality can not be extended perturbatively to the 3-vertex
in Einstein gravity using a proof similar to the one showing that electromagnetic duality of
free Maxwell theory cannot be extended to Yang-Mills theory.

In section 5.3, we give expressions for the ten Poincaré charges associated to the elec-
tric stress-energy tensor and the ten dual Poincaré charges associated to the magnetic
stress-energy tensor, generalizing in a way the Abbott-Deser construction in the presence
of singularities. We show that momenta and dual momenta can be expressed as surface
integrals while Lorentz and dual Lorentz charges require some gauge fixing in our “electric”
formulation.

Eventually, in section 5.4, we discuss several linearized solutions such as the Schwarzschild,
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Kerr and Aichelburg-Sex! pp-wave and their respective dual solutions that we refer to as
the pure NUT, rotating NUT and NUT-wave. Duality considerations lead us to an exotic
interpretation of the source of the Kerr metric. The Aichelburg-Sexl shock pp-wave is ob-
tained as an infinitc boost of the Schwarzschild metric and its gravitational dual is also
recovered by taking the infinite boost of the pure NUT metric.

5.1 Ehlers’'s symmetry and the Taub-NUT solution

In this section, we start by reviewing the discovery of J. Ehlers [93] who showed that
Einstein’s equations reduced on a circle possess an SL(2, R) symmetry. We then see how
the Taub-NUT solution can be obtained by an SO(2) rotation of the Schwarzschild solution
reduced on a circle, when the parameters M and N are seemingly rotated, and discuss some
important aspects of this solution.

To illustrate this, let us first perform a Kaluza-Klein reduction of Einstein's equations

along a timelike direction. Start with a four dimensional metric that can be written in the
form

dsi = —e~?(dt + A) + e®ds3. (5.1.1)

Plugging this ansatz for the metric into Einstein's equations, we obtain a set of three-
dimensional equations: Einstein’s equation for the three-dimensional metric, a Maxwell
equation for the graviphoton A and a Klein-Gordon equation for the dilaton field ¢. This
set of equations can be obtained from the three-dimensional Lagrangian

1 ; 1 9
L= /g3 (R - 50:69' + 3 € FyFY). (5.1.2)

This is the standard Kaluza-Klein reduction that we will not review here, but we refer
the interested reader to C.N. Pope's lectures available on the internet for a crystal clear
presentation of the subject [94].

In three dimensions, the dual of a vector is a scalar. As we have seen [or electromag-
netism, duality typically exchanges equations of motion with Bianchi identities. The usual
way to implement such a duality at the level of the Lagrangian is to add a term that enforces
the Bianchi identity of the field to be dualized. In our case, the term is %P}Je‘jkakx and it
is a boundary term when the Bianchi identity for the field strength is enforced. With this
additional term, one can also integrate out A,. The equation of motion for the graviphoton
is the defining duality relation. Rewriting the action with the supplemented term as

1 1
C:; + ‘2-F,Jf. Jkakx = /03 (Rﬁq - 5(345)2 - 5 e2¢ (E)x)2
1 2 1 26 ok g L it 2
- Fi; + —¢€iik F7 4+ ——¢¥ f?) , (5.1.3
4.4e (F3j + \/ﬁcme xNFY + \/9_36 e ;x)) ( )
and making use of the defining relation

1
Fij + —€;xe2%8%x = 0, 5.1.4)
ij \/ﬁ 1k X (
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the last term in the Lagrangian (5.1.3) is zero. We eventually get a theory where the dual
field has now become dynamical

£s = a5 (Rs — 509 - 5 ¢ (0x)?). (5.1.5)

It is by now a well-known fact that the scalar sector parameterizes an SL(2, R)/SO(2)
coset. One can check that the Lagrangian is invariant under the non-linear transformations
of the scalar ficlds

e® = ¢ = (ex + d)2e¢ +c?e™?,
xe? — xe¥ = (ax + b)(cx + d)e® + ace™?, (5.1.6)

where a,b, ¢,d are the coefficients of 2 x 2 matrices such that ad — be = 1. In here, we will
no longer discuss the SL(2, R) transformations but interest ourselves in an SO(2) subgroup

of it
a b _( cosy —siny
( c d ) = ( siny cosy ) (5:1.7)

Let us now see what happens if we apply a rotation ¥ to the Schwarzschild metric

r?2 —2Mr) , 4 r2
T2 L r2 — 2Mr

it dr? + r2d02. (5.1.8)

One starts by performing the change of coordinates r — r + M to cast it into the form

(r2 — M2) (r+ IM)2

2 AL TR 2
dsj T M) dt® + T2 ds3, (5.1.9)
ds3 = dr®+ (r’ — M?)d03, (5.1.10)
with
_ ¢=(r+M)2=r+M
X0, Wegoga—r (5.1.11)
Under a rotation of angle ¥, we get
2 2 ;
o =T + M*+ 2Mrcos(2d;)‘ X = - 2M 7 sin(2¢) ' (5.1.12)
rt— M? 1%+ M? + 2Mr cos(23))
Now, one should also rotate the charges. We see that by defining
M' = M cos(2¢), N’ = Msin(2y), (5.1.13)
we have
& = (r+ M')% + N? % - 2N'r
‘ 2-MZT-NZ' (r+ M2+ N?'
ds3 = dr?+ (r? = M"? - N?)dQ3. (5.1.14)
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Using (5.1.4) and the above information, the graviphoton is
A = 2N'cosfdg, (5.1.15)
Upon uplifting to four dimensions, the four-dimensional metric is

r?_Mﬂ_Nl?

dsj = _m(dt + 2N’ c089d¢)
"2 1?2
(:zt'fdl jg,z (dr2 +(rf - M2 - N”)dﬂ§). (5.1.16)

Now, by making r = r — M’, we find

2
ds? = ——}-?A-z—(dt + 2N cos 0de)? + -';‘-drz + R%d0?, (5.1.17)
where A = r? — N? - 2Mr, R? = r? 4 N?, dQ? is the metric on the unit two-sphere and
where we have removed the primes on the charges for simplicity.

This new solution of Einstein’s equations is the so-called Taub-NUT metric, name given
to the solution found by A.H. Taub in [95] and E. Newman, L. Tamburino and T. Unti in
[96). The Taub-NUT metric was studied by C. Misner in [97]. This metric reduces to the
Schwarzschild metric (5.1.8) when N = 0 and to the metric

(2 = N?)

dsf = "Z;_Q—Hv—z—)

7'2 + N2 2 2 2
(dt + 2N cos 8dg) + mdr“ + (r? + N?)dQ3, (5.1.18)

when M = 0. In the following, we will refer to this last metric as the pure NUT metric.

Let us now discuss some relevant aspects of the Taub-NUT wetric. The first important
thing to notice about the Taub-NUT metric is that

gre ~ 2N cos fdo. (5.1.19)

This resemblance with the gauge field of the magnetic monopole presented in the previ-
ous chapter (remember we had A = H cos@dg) is the reason why Taub-NUT could be
interpreted as a gravitational dyon, see for example [21], [98], [99].

As we have seen for electromagnetism, the potential is singular along the z-axis. This
singularity for the Taub-NUT metric is known as the (Dirac)-Misner string. In [97], it was
stated that the singularity has to be removed because "If one is given a manifold and on
it a metric which does not at all points satisfy the necessary differentiability requirements,
one simply throws away all the points of singularity”. Misner showed that the singularity
is a coordinate singularity (just like » = 2M is for the Schwarzschild black hole) and that
it can be removed. Let us see how this works.

As in the electromagnetic case, the singularity can be set on the positive or negative
axis by an appropriate gauge transformation. In here, it is implemented by a change of the
¢ coordinate. Starting from the metric (5.1.17), one can make the change of coordinate

t—t5+2N¢, (5.1.20)
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so that the string singularity is along the positive z-axis or
t -tV —2Ng, (5.1.21)

and the string will then be along the negative z-axis. In the coordinate system (5.1.20),
the metric is regular around the South pole and with (5.1.21) around the North pole. For
consistency, we should impose that both regular metrics are equivalent on the equator. This
is just

tN =5 +4Ng. (5.1.22)

Because ¢ is periodic with period 27, the singularity is cured if one imposes ¢ to be periodic
with period 87N as stated in [97]. The drawback of identifying time is that it introduces
closed timelike curves, another undesirable feature of general relativity.

, In the rest of this thesis we will not consider this identification but rather deal with
the metric (5.1.17). The main reason is that we want to deal with linearized gravity where
there is an exact duality (1] that rotates the linearized Taub-NUT metric onto itself (when
the mass and the NUT charge are also rotated). Also, Taub-NUT metric is asymptotically
flat (at least locally) following Regge-Teitelboim, see [27]. As one can check from Part I,
remark that the metric fulfills the parity conditions, even if ky is now singular along the
z-axis. Considerations about the existence of a variational principle in the presence of NUT
charge can be found in [27], [17] and [48].

5.2 Gravitational duality for linearized gravity

In this section, we would like to review how gravitational duality works for linearized general
relativity in the absence of Killing directions. We will re-derive the duality invariant form
of the Einstein equations, cyclic and Bianchi identities, following the lines of [27]. In the
rest of this thesis, we will work in vielbein formalism. This was first motivated by the study
of solutions of supersymmetric theories as we detail in Part [Il. However, we will see that
it also has its utility in the rest of this chapter.

Linearized general relativity seems to have a lot in common with electromagnetism, as
they are for example both linear theories and possess both a duality symmetry. However, if
one wants to generalize the electromagnetic duality to linearized gravity, there are subtleties
that need to be taken care of.

The first difference with electromagnetisin comes from the fact that the duality is a
Hodge duality on the Riemann tensor, a tensor that has two pairs of antisymmetric indices
(the Lorentz and the form indices, respectively, in reference to the spin connection). There-
fore, one is free, in the linearized theory, to pick the Lorentz indices, the form indices, or
even a linear combination of these two. We argue in the following that gravitational duality
is best understood when dualization is performed on Lorentz indices.

In comparison with electromagnetism, the second subtelty arises from the existence of
three different “objects” in general relativity. Indeed, we have a vielbein ¢, a connection
w,,"", and a curvature Rgp,,. Because the singularity appears in the vielbein, one could
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reasonably wonder why the connection could not be used, instead of the Riemann tensor,
to play the same role as does the field strength F' in electromagnetism. We show that
the choice of dualization on Lorentz indices permits to lower the duality relation between
Riemann tensors to a duality between spin connections. The important difference we point
out is that the spin connection is a gauge-variant quantity while the field strength F' is not.
We show however that, by duality, a gauge choice can always be made such that the dual
spin connection is regular. We eventually give an expression of the spin connection in terms
of the vielbein and a three index object, first introduced in [27], that contains the magnetic
information of the solution. Since we linearize around flat Minkowski space in cartesian
coordinates, there will be no distinction between curved and flat indices in the following.

Linearizing around flat space g,,, = 7, + by, the Einstein equations, cyclic and Bianchi
identities, in the absence of magnetic charges, are just

G,w e 87\'07‘"”,
1
Ru{vaﬁ] == §(R;woﬂ + Rulfvu + R;mﬁv) =0,

1
Ola Ripa|py) = 5((% Rpopy + Oy Rpsap + 93 Rpova) = 0, (5.2.1)

where I 5544 is the linearized Riemann tensor. The Bianchi identities are solved by express-
ing the Riemann tensor in terms of a spin connection. In turn, the cyclic identity is solved
when the spin connection is expressed in terms of a vielbein or, when the local Lorentz
gauge freedom is fixed, in terms of a (linearized) metric.

In the absence of sources, gravitational duality tells us that for every metric there exists
a dual metric such that their respective Riemann tensors are Hodge dual to each other, in
complete parallel with the Hodge duality in electromagnetism. As explained above, we will
prefer here a dualization on the Lorentz indices, the first two indices in our conventions, as
is clear from the Bianchi identities above. We write the duality in the absence of sources as

& 1 2 1 -~
Ryuyps = Ryvpe = 3 e,,.,l,gR"Bp,, Ruvps = =Ryvpe = —EEI‘VQBRaﬁpﬂ’ (5.2.2)

where R, denotes the magnetic or dual Riemann tensor. To check that linearized Ein-
stein’s equations are invariant under this duality and also to generalize the duality in the
presence of electric sources, it is useful to remark that the magnetic cyclic identity in the
presence of electric sources can be written as

Il

- p = - 1 =
(R‘waﬂ T Rﬂﬂ"a + Ruaﬂll) 36{:(;;] R“po,‘ = —551‘,05(57(‘0&’2””")

- —%E’Waﬂ(zR7u = 6‘VMR) = 8"05”"377’1“' (5‘2‘3)

The electric stress-energy tensor appears at the right hand side of this last equation. Trans-
posing Dirac’s idea for electromagnetism to linearized gravity, we will add a magnetic
stress-energy tensor O, on the right hand side of the "electric” cyclic identity. Under
a gravitational duality rotation in the presence of both electric and magnetic sources, we
have schematically

Ryuvps = R;wpap Ruupa - —=Ryuvpo,
'1yuu =2 e;un e;u/ - _pr- (5.24)
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We write the [ull set of electric and magnetic equations respectively as

Gy = 87GT,,
Ruvap + Rupva + Ruapy = —87rGE,,o,p-,e7“_,
a( R‘ydaﬂ T 00 R‘y&ﬁt o aﬂ R'w'm =1,

G = 871GO,,,

Rpmrﬁ + Rﬂﬂvo + R;loﬂu _— SWGEuvnﬂvm:
e 1}’750‘9 + O R.yggt + 8,, f?'yﬁea = 0. (525)

From these equations, the duality is manifest as soon as we write the electric and magnetic
cyclic identities, by means of (5.2.3), as

G =87GO,,, G, =87GT,,. (5.2.6)

One advantage of dualizing on Lorentz indices, as compared to a dualization on form
indices, is that we do not need to modify the Bianchi identity because

: 1
Fa Riuwipn) = 56" Fa Ripolpm)- (5.2.7)

Note that the vanishing of the Bianchi identity is consistent with the cyclic identity having
a non-trivial source term if and only if the magnetic stress-energy tensor is conserved,
3,0 = 0, just as the ordinary stress-energy tensor. This is obviously an important
property as we will construct charges from this quantity in the next section.

As already mentioned previously, the Riemann tensor can only be defined in terms of a
metric when both the cyclic and Bianchi identities have a trivial right-hand side. To deal
with the introduction of magnetic sources we introduce, as in [27], a three-index object ¥,
such that

0B, = -167GO”°,, @ = -3P (5.2.8)
B0, = B, 4 (00 - ), B =0, (529)

The Riemann tensor that is solution of the set of equations (5.2.5) when making use of
(5.2.8) is

1 = ~
Ruﬁ;\p = Tapiu + z faﬁpa(a,\‘ppa“ o a"@’”A)' (5.2.10)

where r,g, is the usual Riemann tensor verifying the usual cyclic and Bianchi identities
with no magnetic stress-energy tensor. This means that r,gx, = ryuaps and that it can be
derived from a potential: ragy, = 29, g -

Another advantage of the dualization on Lorentz indices comes directly from the van-
ishing right hand side of the Bianchi identity. Indeed, as compared to the results presented
in [27], our dualization gives us the right to express the linearized Riemann tensor in terms
of a spin connection by

Ryuvpe = Opwpve — OgWyup - (5.2.11)
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This allows to lower the duality relation between Riemann tensors to a duality between
spin connections. With the help of (5.2.2) and (5.2.11) the gravitational duality relation
becomes

2 1
Wyve = 55444/0,6 waﬁm (5212)

where this relation is true up to a gauge transformation as the spin connection is a gauge-
variant object.

The linearized vielbein and the spin connection for the Riemann tensor r,,,,5 are defined
as

Tuvpe = apn;wo - aag;wm
1
e“ — d.’l:“ + En“u(h’yp + vyp)dzp,
1
Qv = Qe Quvp = 5(6.,hm, = Auhyp + Apuuy), (5.2.13)
where h,, = h,, is the linearized metric and v, = —v,,,. Using this together with relations

(5.2.11) and (5.2.12), one obtains the spin connection in terms of the vielbein and the three-
index object ®,,,

1 -
Wavp = g+ Ze,,,,.,ﬂﬂ‘,,
) 1P 1 -
= 5(Buhyy — Buhup + Bpvu) + ze,w.,,,-o"",,-. (5.2.14)

From (5.2.12), it is clear that there always exists a “regular” (with respect to string singu-
larities on the two-sphere at spatial infitinity) spin connection even when magnetic sources
are present. From the expression above this can be achieved for a specific choice of v, that
cancels string contributions coming from ®,,,,. One also easily sees that

. 1 1 , _
Qo = FEuwap w™ = ——Z[s,,,,ug(28°h”, + 3,0°P) + 2000 (5.2.15)

5.3 Charges and dual charges

Now that we have looked into more details how the duality works at the linearized level,
we would like to deal with the definition of charges in the linearized theory. Since we
have an electric and a magnetic stress-energy tensor, one should be able to define the
usual 10 Poincaré charges associated to T),,, as we presented in chapter 1, but also 10
other topological, dual, Poincaré charges associated to the dual stress-energy tensor ©,,.
This is what we explore in this section. We start by giving the generalized expressions for
the ADM momenta and dual ADM momenta. We give a full treatment of the singular
string contributions, obtaining gauge-independent expressions for the surface integrals'.
We eventually apply the same ideas to derive general expressions for the Lorentz charges

'Note that in [100], we only established them for a specific gauge choice of the vielbein.
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and their duals. However, we will show that there is no possibility in this formalism to
express these charges as surface integrals without partially fixing the gauge. Two copies of
the Poincaré charges, expressed as surface integrals, have also been derived by G. Barnich
and C. Troessaert in [92] using a doubled (Hamiltonian) formalism. This gauge fixing is an
artifact of our Lagrangian approach which is more “electric” in spirit as the magnetic charges
are topological. The charges obtained in [92] should however be completely equivalent to
ours.

5.3.1 The momenta and dual momenta

The generalized ADM momenta and dual ADM momenta are

1
Pise / Toud's = 5 / Gouddz, (53.1)
1 Z
Given the definition of the Riemann tensor in (5.2.11), one easily obtains
1
Goo = 3HRijij = Owyj, (5.3.3)
Go = Rojij = diwoj; — Ojwog- (5.3.4)
The dual Riccei tensor is
- - 1
Ryup =" Ryvpo = 3N Ewap R® 2o (5.3.5)

The dual Ricci scalar and dual Einstein tensor are defined just as R = 4/’ R, and Gup =
Ry, — inu,R. We thus have the following expressions

Goo

Il

1
—EEthROth = EiJkaiUOjky (5.3.6)
1

5 1 p )
Goi = g&mliy = em(Owny — Fww) = £;udwiji. (5.3.7)

In the last equality of (5.3.7) we have used the identity Jyw;zy) = 0. Note also that Goi # Gio
for an arbitrary (i.e. off-shell) spin connection.

Eventually, we can express the electric and magnetic Einstein tensors in the more com-
pact form

Goll = a‘(wo"‘ + 6gwipp T 6:‘010",,),
G-()“ = Eijkagw“jk . (538)

This enables us to formulate the momenta as surface integrals

1
Py = == f (W, + 80w, — 8100 |5, (5.3.9)
K, = s%c }[ %0,k dE). (5.3.10)
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With the help of (5.2.14), we have

1 it ; :
P = 167G aih" - &'hi + 9 + El]k(bojk] d¥, (5.3.11)
: (90t ¢ l gt {a i 3 pralbed
Pe = o5 P %Wk~ Thok + 88 hoi — 6idoh’s + Bvy’ + 88w
L u 1
_§Elt1[([>uk + 5ik‘p]00 4+ Jik‘l’jmm] T Eéieum(bijm] dZ;, (5.3.12)
1 [
Ky, = T £l [Oiho; + Ojvi0] + ‘I’mo] dxy, (5.3.13)
1 r 2
Ke = 5o P 10he; +Opvil + ‘I’mk] dz). (5.3.14)
L

When there are no magnetic charges, ©,,, is zero and thus K, and ®,,,, also by definition.
Then, setting ourselves in the gauge where vy, = 0, one easily recognizes the ADM momenta
P,. Remember that in electromagnetism the contribution of the Dirac string was always
equal to the opposite of the string contribution coming from the regularized connection as
F'is a gauge-independent quantity. Even if our charges are obviously gauge invariant, the
important difference with electromagnetisin is that here the surface integrals for calculating
the charges depend on the spin connection, a gauge-variant object. If we want to cancel
the string contributions in the expressions (5.3.11), we need the additional gauge freedom
of the vielbein to be fixed in the right gauge. As we have seen in the previous section, this
trick can always be used as the duality can always be lowered to a duality between spin
connections. For each electric solution with a regular spin connection, there exists a regular
spin connection for the dual magnetic solution. Note that computations can also be made
using our expressions (5.3.9)-(5.3.11) or even the volume integrals (5.3.1)-(5.3.2).

5.3.2 Electric and magnetic Lorentz charges

In the same spirit, the general expression for the Lorentz charges and their duals are as
follows?

I/

/ (AT — /T )z = 8—:5 / (@G — 2 Gz,

v = / (z*0" — 2¥@")dz = 81r;G / (z*G™ — G’z (5.3.15)

Plugging the expression (5.3.8) into the definition of the clectric Lorentz charges leads

?Note that the fixed timelike index is now upstairs, contrary to the definitions of the momenta. We hope
that this (arbitrary but innocuous) switch in the convention will not upset the reader too much.
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us to

I # /(m'c"f-zic"‘)aax
X LT oot sti Ok ir 0 _ slj, O 1/ou_ 0ji] 43
= SﬂGf_mI[w 0Mwy] — z'w 07w ™) d21+——87rc [w w™ d’z,
L% = 8—:5 / (1G% — Gy

-

__1_}{
T 8nG J |

We see that in the presence of non-trivial ®,,,, we have a priori no way to express the
charges as surface integrals. However, we know that the charges are independent of the
choice of v,,,. We can thus try to choose a gauge, an appropriate vy, such as to cancel the
®,,,p contributions present in the volume integrals. Expanding the volume integrals in the
above expressions

. 1 sic ot
—t[wm' = 5llw0kk! = m‘wl’,]d& -+ g;a w",- deL‘. (5316)

/ 2w — W) 3z = / [Bh% — FIRY 4 Py — §iyd® _ ik, 0 @z,
/2(”&11, d3$

where we simplified the last equation using the relation e/5lid, - £5®, 0, we see that
we can absorb the ®,,,, by choosing the v;; and the vg; such that

[0;hY — 8*hY; + 907 + £7%®g ] dx, (5.3.17)
J J J y

/ o d’z = / %y, dz, (5.3.18)

/ [P0 — 5'0) s

/ e9%p, 0 d3zx. (5.3.19)

Actually, these gauge choices do not fix completely the local Lorentz gauge, and hence
vuw. Rather, they restrict the gauge to a choice satisfying the above integral relations. Of
course this can be done in the simplest way by choosing a vy, that locally compensates the
singularity contained in ®,,.

Picking a gauge such that (5.3.18) and (5.3.19) are fulfilled, we obtain

1 ' s i
Vo= ad [, 00 sli 0k v _ap, Ol _ sly. Ok . Al 05 g5l 00
L chf[z, [ew "W ] — 2w 07w ] + 2[5 h ) ]]di),,
o8 _ L fN oo g0k it Lo st N
L Sﬂcf{[ o™ — 85wy — atw; + (0T -8 /.]]dz,. (5.3.20)
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If we look at the dual Lorentz charges, we have

L% = -8—1:-5 /(tC.v'Oi - ' Gz

1 | 1 :
= = f —eR (L w' i + 2'wosi]dE + e /E‘“[wom - wou)d’z
[ = STfG. / (@GY — %) P
= 8%0 }{ (290t — T80 AL + E:'E etk Pz (5.3.21)

= Ejkm {

where in the last equality we used £%™w? 1, Win = 95w, I-

It is amusing to observe that the pieces in L,, and L, that cannot be expressed as
surface integrals actually enjoy a duality relation, I::j‘;"‘ = %e,,,,,,,Lﬁz"(. This surprising
property cannot of course be extended to the full charges, as is obvious from their definition
in terms of the stress-energy tensor and its dual. However, a consequence of this observation
is that with the previous choice of gauge, we can also express the dual charges as surface

integrals

3
87G
- E;_c ){ [e"""[:z:’w‘km — @i o] + %e‘jk[h‘k = af,hj]dz,. (5.3.22)

A f[ - e""‘[t w'jk + T wosik] + %e'"‘ho;;] dyy ,

The expressions derived here for the electric and magnetic Lorentz charges are thus
valid in whatever gauge when expressed as volume integrals like in (5.3.16) and (5.3.21).
Moreover, we have shown that there exists a gauge choice valid for the Lorentz charges and
their duals that permits to eliminate the ®,,, and express the charges in terms of surface
integrals. Note that if all ®,,, are zero, any gauge is obviously fine and the charges reduce
to the ADM expressions.

In the next section, we will consider several different solutions and their dual counter-
parts. Instead of applying these formulas explicitly, it will prove more efficient to work out
the sources of the solutions, encoded in T}, and ©,,, and compute the charges from their
original definitions (5.3.1) and (5.3.15). One is ensured, following the above arguments,
that the surface integrals, with a correct choice of gauge, will yield the same results.

5.4 Examples illustrating the duality

In this section, we review various linearized “electric” solutions and their “magnetic” coun-
terparts. For each of them, we illustrate how the duality works and what are their associated
charges. The solutions that we will consider are the Taub-NUT metric, its infinitely boosted
limit, and its rotating version called the Kerr-NUT.
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5.4.1 The Taub-NUT solution

The metric for the Taub-NUT solution is
2 A g B smcy sauca
ds® = _'ﬁi(dt + 2N(k + cos0)do)” + —)-‘—dr + R°dQ*, (5.4.1)

where A = 12 = N? — 2Mr, R? = r? 4+ N?, dQ? is the metric on the unit two-sphere, and k
is a parameter. Here, we have introduced a parameter k such that for &k = 1, respectively
k = —1, the string is along the positive, respectively negative, z-direction. For any other
value of k, the metric has a singularity all along the z-axis. As already stated, it is easy
to sce that the value of & can be mapped to k + ¢ if one performs the coordinate change
t > t+2Nco.

Here, we would like to review the duality that maps the linearized Schwarzschild to the
linearized pure NUT solution. We show that, by gravitational duality, the string singularity
determines a magnetic stress-energy tensor and is thus non-physical in an “electric” theory;
it is a topological charge. It is also called the magnetic mass N. For the sake of completeness,
we eventually consider what would happen if we do not consider this singular contribution.
One can easily realize that the magnetic stress-energy tensor is zero, as it is clear from
its definition. The pure NU'T solution is then described as a semi-infinite massless source
of angular momentum N. This is Bonnor's interpretation {101] of the pure NUT solution
where the string is considered as a physical singularity in the “electric” theory.

Linearized Schwarzschild solution

The non-trivial fluctuations of the linearized metric and spin connection for the Schwarzschild
metric are

2M 2M
hy = =a i = <3 Ti%j
1 I
Woip = §3ihoo = _Mr_3'
1 M
wigk = 5(9hik — Bihjk) = —5(djkwi — din;). (5.4.2)

The non-trivial components of the linearized Riemann tensor are

3x;c; O 4w
Roinj = —Owoo = M("Tisl + % + -3-51')'5(")),
Rijit = Ogwiji — Owiji
2M 8z M
= g+t T‘s(x))(éikdjl ~ 8udjk)
3M =
= -T—s-(é'.-k .'Ej T - 6,k T; T -~ Ou Tj Tk + 63'( T mk), (543)
where we used
T b B 4T
aj;g - 5~ :‘» 2+ -8jkb(x). (5.4.4)
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We eventually see that the Ricci tensor and Ricci scalar are
Rog = 4w M8(x), Rij = 4w M é,;6(x), R = 8xMé(x). (5.4.5)
This also means that
Goo = 87Ty = 8w MI(x), Gij =Ti; =0, Goj = Ty; = 0. (5.4.6)

The source for the linearized Schwarzschild solution is a point of mass M.

The NUT solution from the dual Schwarzschild

To obtain the “electric” spin connection for the NUT metric, we use the duality relation

1 X
w‘wa v _—2'5‘“,05 waﬂ‘,, (5-4.7)

where @ is the spin connection for the linearized Schwarzschild after we applied the duality

rotation w — @ and M — N. In this way we obtain a regular spin connection. It is given
by

2 Ty 1 " Tk
Wij0 = EijkWoko = _Nen‘jk:{v Woij = — ZEikDklj = quk;;- (5.4.8)

One can now compute the non-trivial components of the Riemann tensor

Roig; = 0, Rijr = 0,

‘ -
T 0 R 4an
Rijok = Nedi(=) = Neyi(=g — —5— + 5 0ud(x)),
Rpije = Ojuwigix — Oxwoij
1 4 IiT TiT
= —2Neyu(5 + 5-0(x)) + 3N (gt — e =lg). (5.4.9)

Einstein’s equations are trivially satisfied as Rog = R;; = 0 and Rp; = Rjp = 0, meaning
that 7),, = 0. However, plugging the above expressions in the cyclic identity, we obtain

Roiji + Rokij + Rojui = —8me;0%
3 Ty, T, T,T)
= —2Neijr(— +4mé(x)) + GN(Eulj" ~ Exkl:_—s - Ek,l-;—g-).
Rooij + Rojoi + Roijo = -8W€qk9ko,
Rioj + Riros + Rijko = —0j(woik + wiko) + Ie(wois + wijo) = —8me;x 0.
(5.4.10)
This implies that the dual solution is characterized by
0% = Né(x), ©% =0  Of=0. (5.4.11)

Let us now remark that for a solution to describe such a magnetic particle of mass N, and
thus a magnetic stress-energy tensor ©"0 = N§(x), we need, as one can see from (5.2.8),

®%) = — 167 No(x)8(y)0(2). (5.4.12)
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From (5.2.14), we see that the previous non-trivial components of the spin connection can
be readily expressed as

1 1
Wijo = 5(31"‘0-' = Biho;) + 7 Ziiok 3%,
1 1 :
woij = 5(Bihoy + Byvin) — Fe0isk %, (5.4.13)

where we only assumed that the linearized vielbein is independent on time. As we have
established that the regular spin connection is such that w;jo = —wo,;, we immediately see
that the right gauge fixing will be hg; = —v;5. The previous spin connections are recovered
with

z

= = N Ty | M
hor = vor = 2N Voy hOy ZN'_(’_ = Z)’

e g (5.4.14)

where the metric has a singularity on the positive z-axis, in agreement with the form of the
®.op term. To check that this is the right result, one can go through the same standard
regularization procedure as we used for electromagnetism ( see e.g. [88]). We set

(hﬂz, hﬂy\ hOz)v
VxA= zw,_i3 — 87 N6(z)d(y)0(2)3, (5.4.15)

-

A

-

B

where 2 is the unit vector along the 2-axis and we obtain

k
0, hoi — Bihoj = —2Ne.-,kf—3 + £24;87N6(z)8(y)9(2). (5.4.16)
Note that the non-trivial contribution to the linearized metric in spherical coordinates is
hgy = —=2N(1 + cos @), (5.4.17)

which is also the only non-trivial component for the linearized pure NUT metric as one can
directly obtain from (5.4.1) with k& = 1.

Here, we interpret the singularity at @ = 0 as non-physical in an “electric” way. However,
it contributes to the magnetic stress-energy tensor. The solution describes thus a particle
of magnetic mass N.

The NUT solution without the string

To recover Bonnor’s interpretation, we set to zero the ®",. Then, we obviously have
©,, = 0. With the previous choice of v,,,, the non-trivial components of the spin connections
are now

T
wijn = ~Neiji—3 + €xigdrNo(2)6(y)9(2),
woij = Nei,-k% — £24;4TN(x)5(y)d(2). (5.4.18)

Note that we still have wjo = —wp;; so that from (5.4.10) we still have ol = % = 0. Now,
we can also check that ©% = 0 as it should be.
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The non-trivial components for the Einstein tensor are
Gio = —05(e:i;47N(x)d(y)0(2)), (5.4.19)

giving non-trivial contributions to 7},

Too = -%6(2:)6'(31)19(2:), Ty = %5’(:)5(3,)19(2). (5.4.20)

Note that such T}, is conserved.

Given this, we see that P, = 0 and AL™/Az = N all along the singularity. This
agrees with Bonnor’s interpretation of the NUT solution as a massless source of angular
momentum at the singularity 8 = 0.

5.4.2 The Kerr and the rotating NUT

There exists in the literature a generalization of the Taub-NUT metric with three parame-
ters, the ADM mass M, the NUT charge N, and a rotation parameter a. This solution is
known as the Kerr-NUT metric. It is a particular case of the general Petrov type D solution
found in [102]. It is given by

ds® = - 5 [dt — (asin® @ — 2N cos8)dg)? + S—inf—e[(rz + a® + N?)d¢ — adt]?
R? R?
2 -
+ 2 i 4 R246%, (5.4.21)

A2

where A2 =12 — 2Mr + a® = N? and R? =% + (N + acosf)?.
If we set a = 0 in the above solution, we recover the Taub-NUT solution (5.4.1) with

k =0. If we set N = 0 in the metric (5.4.21), we recover the Kerr metric in Boyer-Lindquist
coordinates

2Mr

= AMor n?0dtdp + Zdr? + $d6° + D sin?0d6?,  (5.4.22)

b} A b3

where A = A2(N = 0) = 12 -2Mr +d% & = R}N = 0) = r? + a%cos?0, and B =
(r* + a*)? — Aa®sin? 6. One can linearize this metric at first order in the charges, meaning
we only keep terms in M and Ma and obtain

ds* = —(1 - )dt? —

oM oM oMa .
hoo===,  hy==zzz; hu="g-cu. (5.4.23)

We will review rapidly hereafter that the source for this solution is a rotating mass M with
angular momentum J, = L™ = Mua. A more interesting metric is the one where we set M
to zero in (5.4.21). This is what we refer to as the rotating NUT metric. The linearized
contributions of the metric are

- 2Nyz - —2Nzz = 2Naz

L T . S O il 42
7 @+ y?) Y7 (2 + y2) e r3 \BA %)
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We will see that this linearized metric (after we set the string along the positive z-axis)
supplemented with the ®,,, contributions

®%%, = 16w Nd(z)d(y)d(z), (5.4.25)
%, = -@%, = 0% = V%, = 8xNad(x), (5.4.26)

where 9 is the usual Heaviside function, describes the dual solution to the linearized Kerr.
The rotating NUT solution is understood as a point of magnetic mass N and a magnetic
angular momentum LY = Na.

As we have seen for the Taub-NUT case, taking or not taking into account singularities
contributions from ®,,,, lead to different interpretations of the "dual” metric and thus to
different interpretations of its sources. As an example, we have just discussed Bonnor’s
interpretation of the Taub-NUT metric. Here, we will discuss what happens if one does
not include the singular delta contributions (5.4.26) for the rotating NUT solution. In the
last part, we see that by duality the Kerr metric could be given an exotic interpretation if
singular contributions of this type were added.

In the following, we only present the additional information not contained in the previous
Taub-NUT example as the non-trivial contributions of the linearized Kerr-NUT metric
split into contributions that were already present in the Taub-NUT case and additional
contributions in Ma or Na.

Kerr metric

The additional (with respect to the Schwarzschild metric) non-trivial components of the
linearized metric and linearized spin connection are

2Ma

hoi = —r-:-,—-em:ﬁ,
Woiy = %athoi = 'M“Ezu(rl; Sz %T‘s(x)) = %lgfzﬂl'ﬂ",
wijo = %(%’h‘o = dihjo) = wyji — woij
= Maz,.,'(f—s + 8?”6()()) - i—ng:i(e,uz, — E2j1T5). (5.4.27)

The additional non-trivial components of the linearized Riemann tensor are

Roik = —Mas,k,(aja,a,}) + Mae,,,(aka.-a,%),
Rook = —Macoy(diy) + Maewu(04d,00),
(5.4.28)
where one can show that
B30k = 1574 4 2 (B + bz, + bpua)
—%"(6.,-0::6(1') + 03:0;0(r) + 6;10:0(r)). (5.4.29)
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Combining these results with the ones obtained for Schwarzschild, we easily find

: 1
Rjo = Roj = Roij* = MaExjx(azA;) = ~4nMac;;05(x),
Ry = 4w M6(x), Ryj = 4w M §;;6(x), R = 4w MJ(x). (5.4.30)
Eventually, we get
Goo = STI'TDQ = 8NM6(X), G,‘j = T._,' = 0, (5.4.31)
Go; = Ry; = 8nTy; = —4nMac,;96(x). (5.4.32)
This solution describes a point of electric mass M with an electric angular momentum

L*Y = Ma.

The rotating NUT solution from the dual Kerr

As for the dual of linearized Schwarzschild, by duality rotation we obtain the additional
components of the spin connection of the dual Kerr metric ‘

1 ) 6 p 8 y 2T
woip = _EeikaJkO = Na.’ia v EWN05:i6(x) == ‘;NGT.S-E‘

» 2 An
wijk = EijiWok = Na(dzi0x; — 5zj5ki)(—r—3 + ‘3‘5(7‘))
3N
+r—5a(:'ck(.’tj6u‘ - :c,»&,,) + z(rc,-ékj - .1:]'51“')), (5.4.33)

where we used £;;,6%% = 267 and g;;,e¥! = 614 — 6%5]. Following the same reasoning as
before, one can easily derive the Einstein tensor and find that this solution corresponds to
a magnetic point of mass N with a magnetic angular momentum L*¥ = Na. This is the
gravitational dual of the Kerr solution where ©,,, has a structure equal to the stress-energy
tensor for Kerr, meaning

% = N§(x), "= %a,,é(x), o = -%B,J(x). (5.4.34)
From this last result, we see that the non-trivial components for ®,,, are
®%, = —167Nd(z)d(y)d(z),
%, = —@%, = 9", = ") = 8rNad(x). (5.4.35)
We also have
o = 2000+ ~Eoik®*o = oo + 50,
Woio = 2100 4Ot]k 0—2t‘00 e 0,
1 1 -
Wijp = -i(ajh,'k - Oihji + 6kv,~i) + 55:'1'01@01};; (5.4.36)

where for our choice of ®,,,, we find

1 - 1 g
56001‘1’0‘;; - Efijol(pmk = (8i20jk — 05205 ) D% 1. (5.4.37)
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We then easily obtain®

2Naz 2Naz 2Na
hoo = 1’3 3 h,‘, = T3 6,'1, ‘U,J = ?—(63,’1] - 6:,1‘.). (5.4.38)

The non-trivial components of the linearized metric in spherical coordinates are then

hy = 2!:',;3, hos = 2N(1 + cos@). (5.4.39)

These are the non-trivial components of the linearized rotating NUT metric, where the
string is along the positive z-axis.
The rotating NUT without the delta contributions

If we set ¢, = —<I>°"'y = —P™, = ¢V, = (), the difference with the previous case appears
for

1
Wi "Naaial(;)a

1 1; 4 SO | 1
Wigk ~Na[8id;0:(>) = 8;40.0:(>) + 56:0k05(5) — 58:0k0i(2)].  (5.4.40)

This means that
Rop = —4nNad(z)d(y)d'(z), R;; = —4nNad;;6(z)d(y)d'(2), (5.4.41)
and the electric Einstein tensor has now a non-trivial component
Goo = —8nNad(z)d(y)d'(2).

The solution has associated charges Ky = N and L% = —Na, describing a point magnetic
mass NV with in addition a “boost mass” —/Nu which can be understood as a dipole of electric
masses M and —M separated by a distance ¢ in the limit where ¢ — 0 and Ly, = Na = Me
is kept constant. Positivity of energy in general relativity tells us that this interpretation
should however be discarded.

The interested reader could eventually wonder about different combinations of the pre-
vious considerations. One could for example try to interpret the rotating NUT solution with
only the delta contributions and no string contribution (or respectively no ®,,, contribu-
tions at all). Following our analysis this only partially matches the proposal of J.G. Miller
in [103] to interpret the Kerr-NUT metric as a Kerr black hole and an infinite source of
angular momentum along the singularity. Indeed, our calculations show that it should also
be supplemented with a magnetic angular momentum when delta contributions are included
(respectively with a dipole of electric masses in the same limit as previously discussed).

3Note that the vy, obtained here, and which lead to a regular spin connection, do not satisfy the gauge
fixing conditions (5.3.18) and (5.3.19) propoesed in Section 5.3, where the aim was rather to define surface
integrals,
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Comments about duality of the Kerr metric

We have seen that the string singularity input from ®,,, in the case of the Taub-NUT
solution found its meaning in the existence of an unphysical string singularity in the lin-
earized metric. This is also justified by considering the Schwarzschild metric as electric
and imposing gravitational duality. From this perspective, Bonnor’s proposal seems rather
unphysical.

However, in the case of the Kerr-NUT solution, we have seen that some ®,., terms
are only singular in r = 0. Besides duality, we do not have any a priori argument in favor
of adding these delta contributions to the rotating NUT solution. As we just described,
one could think of the lincarized rotating NUT with ounly the string contribution ®%, as
another physical solution. This interpretation is however to be rejected on physical grounds
because of the presence of a negative mass in the compound.

Let us amuse ourselves by contemplating the dual situation, i.e. the usual Kerr solution,
where we insert a non-trivial magnetic stress-energy tensor so that the non-trivial charges
become Py = M and L. = Ma. The sources for this solution are

Too = Ma(x), g0 = Mad(z)dé(y)d'(z), (5.4.42)

an electric point of mass M and a di-NUT, a dipole of NUT charges +N and — N, separated
by a distance € when we take the limit € = 0 and N — oo but with the product Ne¢ constant
and equal to Ly, = Ne = Ma such that

Oop = limeso|N6(2)5(y)d(z + €/2) — N6(z)8(y)d(z — €/2)]

Mab(z)d(y)d'(z). (5.4.43)

This situation is physical since there is no obstruction in having negative NUT charges.
Indeed, the Taub-NUT metrics with opposite signs of N are just related by a flip of the sign
of the ¢ variable. We should however note that this leads seemingly to a clash between the
statement of gravitational duality and positivity of the mass for the Schwarzschild solution.
In other words, according to the above arguments the gravitational dual of a physical
situation is not necessarily physical. It would be nice to understand this issue better, with
the use for instance of positive energy theorems.

Concerning the euclidean Kerr black hole, this interpretation had already been noticed
a long time ago in [104]. For the Lorentzian signature, it has recently been observed in [105]
that the Kerr metric could be reproduced by a non-linear superposition of two Taub-NUT
black holes of opposite NUT charges.* Here, we have clarified that if this is indeed true from
the perspective of the metrics, there is nevertheless a difference depending on whether the
4" singularitics find themselves in the Tp; components of the ordinary stress-energy tensor or
in the ©gy component of the magnetic, dual, stress-energy tensor. The difference is encoded
in the tensor ®,,, and is reflected on which Lorentz charges are non-trivial, the electric or
the magnetic ones. We suggest to identify the Kerr metric as a di-NUT only in the case
where there is a non-trivial ©gg.

*We would like to thank A. Virmani and R. Emparan for pointing out this reference to us.
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5.4.3 Shock pp-waves

Pp-waves, or plane-fronted waves with parallel rays, were first introduced by Brinkmann in
1925 as metrics on Lorentzian manifolds. They are described by

ds? = H(u,z,y)du® - dudv + dz* + dy? (5.4.44)

where H is a smooth [unction. Moreover, if the function H is harmonic in z and y then it is
a solution of Einstein’s equations. Here we will consider shock pp-waves, a particular case
where the function H factorizes its u dependence in a delta function such that H(u,z,y) =
F(z,y)d(u) and F(z,y) is a harmonic function.

To start with, we review the result of P. C. Aichelburg and R. U. SexI in [106] where
the infinite boost of the Schwarzschild metric was considered and shown to be of the form
of a shock pp-wave. It is now referred to as the Aichelburg-Sexl solution. This shock
pp-wave was later re-discovered by T. Dray and G. 't Hooft in [107] and understood as
the gravitational radiation of a particle traveling at the velocity of light measured by an
observer at rest. The method of Aichelburg and Sex| was generalized in [108] and used, for
example, to compute the infinite boost of the Reissner-Nordstrom black hole. This more
general analysis was then used in [109] for the infinite boost of the Kerr black hole where
the Aichelburg-Sex] metric is shown to be recovered in a certain limit.

Inspired by these generalized methods we describe, in a second part, the infinite boost
of the pure NUT metric (M = 0) and obtain the NUT-wave, another shock pp-wave.

In the last part, we show that the gravitational dual of the Aichelburg-Sex! pp-wave
is precisely the NUT-wave, the infinitely boosted NUT wave. More generally, we establish
that any pp-wave solution described by a function F{x,y) of Einstein’s equations possess a
dua! pp-wave which is characterized by the harmonic conjugate of F'(z,y), which we denote
as F(z,y).

The Aichelburg-Sex! shock pp-wave

In here, we reproduce the results® presented in [106]. Let us start with the usual metric of
Schwarzschild in the so-called Schwarzschild coordinates

oM

ds®> = —(1 - 3}%)4:2 Hles )"'dR? + R*(d6? + sin0d¢?), (5.4.45)
and make the change of variables
1"[ 2
R=r(1+ 2_r) 3 (5.4.46)

to obtain the metric in isotropic coordinates

1 - 4)?

e G i
® 1+ A)2

dt? + (1 + A)(dz? + dy® + d2?), (5.4.47)

*Notc that scveral typos are present in the computations of this original paper.
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where A = M/2r and dx? + dy? + dz? = dr? +r%(d6? +sin® 8d¢?). Let us now apply a boost
along the z-direction

t = (- B3),
z = ~(z-pt), (5.4.48)
where v = 1/4/1 — 32, and obtain
e 2
d? = - 8 - ﬁ;z V(i — B dz)? + (1 + A)(d* + dg? + v*(d5 — B dD)?)
= (14 A)Y(—di® + dz* + dj* + d3?)
a_(1=A2] 2/ ;- a2
+|(1+ A) ek (df — B d3)?, (5.4.49)

where A is now A = M/2\/z? + y? + v*(z — $ t)? and where in the last equality we made
use of

v (dz — B di)? = —di? + d3® + +*(dt - B dz)%. (5.4.50)

We now want to consider the infinite boost limit where 3 — 1, M — 0 but where we keep
M~ = p, p being a constant. From its definition, we sce that A is going to zero, so that we
can linearize the metric in A and rewrite (5.4.49) as

ds? = (1 + 4A4)(~dP + di? + di® + d3%) + 8 A~2(di — B d3)? . (5.4.51)

Immediately performing the infinite boost would mean that we only keep terms in v2A
because

M~y p
Ay = - — (5.4.52)
2/ P+ (I 21|
where 5? = 7% + §°. The metric would be
ds? = —di* + di* + dj® +dz®* + 4p l—_-l-ﬁ(df — dz)% (5.4.53)
z —

However, this metric is only valid for ¢ # z. If we want to carry the limit § < 1 for points
where ¢t = z, we need to make the “awkward” change of coordinates (singular in t = Z when

B=1)
T(v): 2 -pt'=2z-4t,

2+ pt =zZ4+Bt—4p In [\/(2 B2+ 42— (z- E)]. (5.4.54)

To apply this change of coordinates, we first start by re-writing (5.4.51) as
ds® = (1+44A) [«u-’ + di? + (dz — Bdi)(dz + Bdi) — (1 - ﬁ’)d?]

+847° [(dz - Bdi)* - (1 - %)dz? + (1 - ﬁ’)dt“] : (5.4.55)
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Moreover, we see that only terms in A72 will contribute. Indeed, the contributions in
(1 — 8?) will drop in the infinite boost limit. Prior to any change of coordinates, we write
the metric as

ds* = di?® + di® + (dz — Bdi)(dz + Bdi) + 8 A+*(dz - B di)% (5.4.56)

Now, as one can see from (5.4.54), the change of coordinates is trivial for dz — Bdt =
dz' — fAdt’ and also

-5t d'—ﬁrll- ~
[ e = dt)]

dz + Bdt = dz’ + Bdt’ + 4p 3 (5.4.57)
VE-BtR+y2—-(2-1)
which we could rewrite as
~ 1
dz + fdt = dZ' + fdt’' + 4p - -
V@ By 472 —(z - BD) + (1-B)E
(z — pt')(d2’ — Bdt’) . -]
— (dz — Bdt) + (1 — 3)dt|. 5.4.58
Tt @A+ (=) (5.4.38)
If we now again drop the contributions in (1 — ), we get
& 1
dZ + Bdt = dz' + Bdt' -4 dz' — Bdt’). 5.4.59
p\/(z’—ﬁt')2+—y-2( ) ( )
By plugging this in (5.4.56) and taking the limit 8 — 1, we get
ds® = —dt? +dz”? +dy? + d2? +
1 1
4p lim —— | (dt - d2)?.
W e e Y ey e ] B
(5.4.60)
To take this limit, we use the fact that
liu(x) %f(z/e) = d(z2), (5.4.61)
for a function f such that
+o0
f(z)dz = 1. (5.4.62)
-~00
In our case, if we write Z = 2z’ — Bt’ and 77! = ¢, we sce that
§2/) = gr(e = Bt)) = ke — .
’ ‘ ' VE =B 472027 (2 - Bt + 42
= % £(2/e), (5.4.63)
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where

1 1
f(Z[e) = e —-—— i (5.4.64)
VIZIP+ % (Z]e)? +1
However, one can see that
+00
f(Z/€) = —In(p?), (5.4.65)
—00
such that using (5.4.61) the limit for the function g(Z/e) is
lim g(Z/e) = lim ~ f(Z/e) = — n(s?)5(2). (5.4.66)
e=0 e-0 €
Using this result in (5.4.60), we recover the result of Aichelburg and Sex|
ds? = —dt? + dz"? + dy* + dz"
—4p In(z"? + y?) 6(t' — 2)(dt' — d2')? . (5.4.67)

We have thus recovered the fact that the infinitely boosted Schwarzschild metric is a shock
pp-wave with function H(u,z,y) = —4In(z? + ¥*)d(u), where F(z,y) = In(z? + 3?) is an
harmonic function as it verifies 92F + 33}"‘ = 0. Note that, for ¢t # z, this result only
coincides with (5.4.53) after we implement the inverse of the change of coordinates (5.4.54)
such as explained in [106).

Another procedure to perform such limits was proposed in [108] and applied to the
Schwarzschild black hole in [109]. The idea is to look at the Schwarzschild solution as a
perturbation of flat space, perturbation which we linearize before taking the limit in the
sense of the distribution as explained here above. We refer the reader to the original paper

for this derivation. However, we will illustrate this method now by applying it to the pure
NUT metric.

The infinitely boosted NUT metric

We want to perform the infinite boost of the pure NUT solution. Instead of finding an
equivalent awkward change of coordinates, let us write the metric as

ds? = —di® + dE* + df® + dZ° + dsi,y, (5.4.68)
and only consider the linearized part of the deformation which writes
ds.; = —4N cos 0dt d. (5.4.69)

Here, for convenience, we will take the Misner string along the x direction (namely inter-
changing Z and % in (5.4.69)) and boost along the Z direction. At leading order in 7y, we
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find
- Tu,
- —=yu,
- Yu+ (2® + yz),

/¥ u? + (22 + y?),

(2]
o
w
=S
Il
& s Lo =y

1 ydu

- — A.70
s g (5.4.70)
where tan¢ = §/Z. Also, we defined u = ¢t — 8z and by leading order we mean that
Z - y(z—pt) = —yu+vy(1 - B)(z+t) ~ —yu. Note that we can also drop in d¢ the second
term in u dy as we will see that a contribution appears only at u = 0, when the infinite
boost limit is considered. The deformed part of the metric becomes

T 1 ydu

—4N - du — —————. 54.71
Vyiud + (22 + y?) T ¥ u? 4y~ 2y? ( )

dsﬁc !

In the limit of infinite boost, we take v — oo and N — 0 while keeping Ny = k. This
means we have
Ad®

 ———.
Gor="8N 1N 2/ (u/e)? + (1 + A2)((u/e)? + A2)’ L

where we wrote € = v 'z and A = y/z. Following the same limiting procedure described

for the infinitely boosted Schwarzschild metric, we find
dsﬁe, = —8k arctan(1/A) §(u) du® = —8k arctan(z/y) 8(u) du?, (5.4.73)
and the metric of the infinitely boosted pure NUT metric is just
ds® = —dt® + dz? + dy® + d2? — 8k arctan(z/y) 8(t — 2) (dt — dz)>. (5.4.74)

The above metric is obviously also a shock pp-wave as it has a function H(u,z,y) of the
required form and arctan(z/y) is an harmonic function. In the following, we refer to it as
the NUT-wave,

Charges of shock pp-waves

Using previous results, one can straightforwardly consider a finite boost of the Taub-NUT
metric and obtain the charges

Po =M, iy = —6M, Kg = 7N, K; = —y8N. (5.4.75)

To show this for the pure NUT metric, we can directly work with the linearized pure NUT
solution

ds? . = —dt® — 4N cos Bdgdt + di® + 7 (d0? + sin® 0dé?), (5.4.76)
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which can be written in cartesian coordinates as

ds{,-n = —dfg — 4N

il

%(idﬂ — gdz)dE + dz* + dif® + dz?, (5.4.77)

where p? = z? + §°. If we now perform a boost in the z-direction

t = y(t—-B2), z=~(z-4t),
- =y, (5.4.78)
we get
ds® = —dt* +dz? + dy® + dz2?
N TE =B eyt i) (5.4.79)

o?
One should be careful while treating the coordinate 7 as the large radius limit is really
r= (22 +y?* + 2%)"2 5 oo and thus

1 ~1/2
: = [:z;2 +y2 + 73 (z-Bt)?
1l 2 2. .2 222,22 2 e
- s (sin® @ + v° cos® 0) + v°B°(t* /r*) — 2y*Beosb(t/r)
1 2
~ == +0(1/r%), (5.4.80)
where we defined B = /sin20 + 42c0s20. Our choice for the vielbein is
2
0 _ ¥*(z — Bt)
e = dt- 2NT(ydz - xdy).'
e' = dz,
e = dy
2 —
e = —2Nw(y dr — z dy) + dz, (5.4.81)

where it can be checked that the spin connection is regular so that we can directly use our
expressions for the charges without taking care of the singularities. Note that our choice is
precisely the triangular vielbein c';'—} for the linearized static pure NUT metric transformed
under the boost to e} = A™; A“”cﬁ, =0+ %nm"(h,,‘, + vyy). Looking at (5.4.79), the
linear perturbations are

= 2,(2—Bt) vy
h::z e “ﬁhlz T '—2N’Y B £ 72 + ![2’
hy: = —Bhy = aNy2p2 =B < (5.4.82)

Fooox?4y?
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As we can directly see from (5.4.81), we have v, = hy, and vz, = hz, for a = z,y. We can
now easily proceed to the calculation of Ky

. 1 [ &
Ky = % }{ €9(Bcho; + B,vi0)dE; = -8—"}[ €90, ho;d%y
N o [ sinf
= —Zd0d
43’7 ‘{S B3 ( ¢
AN, (5.4.83)

Note also that the time dependence in the integrand (5.4.83) is subleading and tends to
zero when v — 00. The calculation for K is readily the same and we find

K, - —8% }{ 98,ho;dSy = —BKo = —7BN, (5.4.84)

while K; = K, = 0.

With this knowledge, it is also easy to see that the charges associated to the Aichelburg-
Sex| pp-wave are just Py = =P, = p and for our NUT-wave Ky = —~K, = k. For the
Aichelburg-Sex| pp-wave, this was done in [110]. For the NUT-wave, one can use the
symmetric vielbein

e =dt - g(dt -dz) , e! =dx, et =dy, e =dz - g(dt —~dz) , (5.4.85)

where F' is an harmonic function, so that v,, = 0 and the spin connection is regular. We
eventually obtain

= __1_, bigp. . = _i %l p
Ky = Tor €7 diho;d%; = o o(t - z) dX,
= Icfr sinO&(t—'rcosO)dB:k:f d(t — rcos ) d(rcos )
= k. (5.4.86)

Again, the calculation for K is readily the same and gives —k.

Let us now check that the NUT-wave is the metric one obtains by acting with a gravi-
tational duality rotation on the Aichelburg-Sex| pp-wave.

Duality among shock pp-waves

It is easy to see that the NUT-wave is the gravitational dual of the Aichelburg-Sex!] pp-wave.
The non-trivial fluctuations for the Aichelburg-Sexl pp-wave are

hy = hyz = —hy; = —8p In(Vz? + y?) . (5.4.87)

The non-trivial components of the linearized Riemann tensor defined by R,5+5 = 28[,,hm[.,.,;;
for the Aichelburg-Sex! metric are

| 1 1
Rtalb S —5 ?aabh-u 1 Rlazb = _5 auabhlz N R:uzb = "’2‘ aaabh-u ' (5-4-88)
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for a,b = x,y. The NUT-wave has non-trivial fluctuations
hy = hsz = —hy; = -8k arctan(z/y) , (5.4.89)

where Iy, refers to the dual metric. The non-trivial components of the Riemann tensor
write in the same way as in (5.4.88) but with h,, replaced by hy,.

A small computation permits to show that the duality relation is satisfied

1
Rnﬂa\u = 3 €afvé RY",\“- (5.4.90)

Doing so, one checks that the gravitational dual of the Aichelburg-Sex] pp-wave is the
NUT wave. From (5.4.88) and (5.4.90), it is easy to see that the function F for the NUT-
wave is the harmonic conjugate of the function F' describing the Aichelburg-Sexl pp-wave.
By definition, this implies we can construct a complex variable { = y + iz whose logarithm
is In¢ = In/z? + y? + 1arctan(z/y) and attribute the real part of this logarithm to the
Aichelburg-Sex] metric and the imaginary part to the dual pp-wave. This last fact can be
generalized to any solution (5.4.44), where H(u,z,y) = F(z,y)é(u) and F(z,y) is a har-
monic function. The gravitational dual solution is characterized by H(u,z,y) = F(z,y)d(u)
where F is the harmonic conjugate function of F (namely F (€)=F+ iF is an holomorphic
function of ¢). The holomorphic nature of F(() is reminiscent of the holomorphic nature
of the complex Ernst potential for BPS solutions (see for instance Section 3.4 of [111]).
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Part 111

Gravitational Duality and Supersymmetry
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Chapter 6

A short introduction to Supergravity

As for now, we have mainly been concerned with the Poincaré group which is the symmetry
group of Minkowski spacetime. In the 60's, along with the understanding of the importance
of internal symmetries, physicists started wondering if a larger, external, symmetry group
containing the Poincaré group could be of any interest to describe the Nature we observe.

The first important result in this direction is the no-go theorem of S. Coleman and
J. Mandula who proved in [112] “the impossibility of combining space-time and internal
symmetries in any but a trivial way”. Without going into technical details, what they
actually showed is that any symmetry group of the S-matrix, that would not lead to trivial
physics, should be a direct product of an internal symmetry group and the Poincaré group,
up to additional U(1)'s. This result describes the fact that any non-trivial mixing would
bring in additional conserved quantities, and thus quantum numbers in the quantum theory,
which are not observed experimentally (see also [113] for concrete examples).

No-go theorems are based on assumptions and they can a priori always be bypassed
if some of these assumptions are relaxed. Independently from these considerations, Y.A.
Golfand and E.S. Likhtman achieved in [114] a non-trivial mixing of the Poincaré symmetry
with a new type of symmetries by enlarging the concept of Lie algebra. They constructed the
so-called superalgebras. The superalgebras are generalizations of the Lie algebras where one
is allowed to introduce charges verifying anti-commutation relations. Following the spin-
statistics theorem, these charges have half-integer spin, and are called fermionic or odd
charges, as compared to integer-spin charges which are called bosonic or even charges. This
is Lthe basic ingredient that we will need to recover the so-called supersymmetry algebra.

Actually, the work [114] remained unnoticed for a long time. The real birth of super-
symmetry is to be found, some years later, in the study of two-dimensional models (see
[115], [116], [117] ) where supersymmetry on the two-dimensional world-sheet was observed.
Referring to these works, J. Wess an B. Zumino generalized the idea to four dimensions
and proposed in [118] the first example where supersymmetry is linearly realized in four di-
mensions. In a subsequent paper [119], the same authors pointed out that ”the supergauge
transformations evade the Coleman-Mandula no-go theorem because their algebra is not a
ordinary Lie algebra”. See eventually [120] for more details on the birth of supersymmetry.

Nowadays, supersymmetry is the name given to a type of symmetry that relates bosons
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and fermions, elementary particles of different quantum nature. Under this symmetry, and
because the transformation parameter has spin 1/2, a particle of spin s is mapped to its
so-called superpartner particle which differs by half a unit of spin. To each known boson of
integer spin, respectively known fermion of half-integer spin, there corresponds a supersym-
metric partner which is a fermion, respectively a boson. For example, the supersymmetric
partner of the photon of spin 1 is a spin 1/2 particle called the photino and to each quark
of spin 1/2 there corresponds a bosonic particle of spin 0 called the s-quark.

On one side, it seems that the main reasons why physicists started considering such
symmetries was that these were bringing cancellations such as in the computation of ra-
diative corrections to the mass of the Higgs boson. Because supercharges commute with
the generator of translations, each known particle in a supermultiplet, a representation of
the supersymmetry group, should have the same mass. This means that all known par-
ticles should have superpartners with the same mass. As these particles have not been
observed experimentally, even if supersymmetry was part of our lives, supersymmetry must
be broken. Nowadays, there exists a plethora of models to explain how supersymmetry
can be broken. These models can be classified following that the breaking is explicit or
spontaneous. Explicit breaking for the MSSM has been considered by adding all possible
soft terms to its Lagrangian. However, a spontaneous breaking, explaining the origin of the
breaking and fixing by construction the form of the soft terms, is more desirable. Due to
constraints coming from experimental facts such as flavor changing neutral currents or con-
straints coming from supersymmetry itself such as non-renormalization properties (see for
example [121]), models to describe supersymmetry breaking are somehow constrained. For
a fresh start into more experimental facts about supersymmetry, and a general introduction
to supersymmetry and its breakings, see the detailed review of S. Martin [122].

On another side, even if we know that supersymmetry must be broken in Nature, su-
persymmetry is a beautiful theoretical framework which brings in many new features. It
is thus interesting to study supersymmetric theories as they are often more tractable than
non-supersymmetric ones. If gravitational duality has anything to do with the non-linear
sector of Einstein’s theory, we believe that the study of supersymmetric generalizations of
gravity theories could help in understanding this duality.

This chapter is intended as a review of the material needed to deal with supergravity,
i.e. supersymmetric extensions of gravity theories, and some of its specific solutions as we
will be concerned with in the last chapter of this thesis. In section 6.1, we start by reviewing
the global supersymmetry algebra. We then illustrate in section 6.2 how a global symmetry
is turned into a local one by means of Noether’s procedure. Based on this procedure, in
section 6.3, we bricfly comment on how a local supersynunetric theory, where the parameter
of transformation is required to be local, is a theory of gravity. In section 6.4, we provide
the reader with the so-called N = 1 and N = 2 supergravities we will be interested in. We
sketch how these theories are invariant under local supersymmetry transformations. We
eventually recall some facts, in section 6.5, about the search for bosonic solutions of these
supergravities and discuss the integrability conditions, necessary conditions for the existence
of Killing spinors, that lead to the BPS bound. We finish this chapter by discussing, in
section 6.6, two methods for solving specific Killing spinor equations.
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6.1 The supersymmetry algebra

The Poincaré group P is generated by the translations P, and the Lorentz transformations
M,,, that satisfy the relations

[Py, P)] =0, [Py Myp| = M Pp = MupPu,
[Myw, Mpa| = 11uaMup + nupMyux — (0 & A), (6.1.1)

where 7, is the flat metric. As we have just discussed, the Coleman-Mandula theorem
shows that there exists no extension of the Poincaré algebra which presents a non-trivial
mixing with the Lorentz generators if we want a non-trivial S-matrix. In mathematical
language, what they state is that any symmetry group made out of the Poincaré group and
a symmetry group G with generators T, such that

(Tan Tb] = fab “ Tc’ [Py,q Ta] =0, (61.2)
must actually be a direct product of P and G, meaning that we should also impose
!Mpu, Ta] =1. (613)

In modern language, this is just the statement that only internal (global or local) symmetries
can be considered under their hypothesis. This conclusion can be bypassed if one allows the
introduction of “odd” generators Q satisfying anti-commutations relations. We will require
the algebra to have a Z; graded structure

[even, even] = even,
{odd, odd} = even,
[even, odd] = odd.

If one imposes the generalized Jacobi identities (as detailed for example in [113]), one can
construct the so-called A’ = 1 super-Poincaré algebra whose algebra is given by (6.1.1) in
addition with

[P Qo] =0,  [Qus M) = %(7,,,,);’%, (6.1.4)
{Qa, Qs} = (7" C)ap P (6.1.5)

where the last anticommutator is referred in the following as the superalgebra, the algebra
of anticommuting charges. Note that we have chosen four-component real Majorana super-
charges and C is the charge conjugation matrix, which we take here to be C = 4. In our
conventions, gamma matrices are also real, see Appendix A. Actually, when considering a
number A of supercharges that we denote Q', the superalgebra can be centrally extended,
i.e. one can add Lorentz scalars to the superalgebras, The so-called extended superalgebras
where obtained by R. Haag, J. Lopuszanski and M. Sohnius in [123]

(@', @'y =4CP, " +cUY +sC VY, (6.1.6)

where U = —~UY! and V! = V! commute with all generators. Let us remark that,
to be precise, in [123), only point-like particles interactions were considered. With the
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apparition of p-branes, more general extensions with Lorentz-tensor central charges, or
brane charges, have also been considered (see for example [124], [125]). In these works,
such extensions are permitted as the hypothesis of locality (point-like interactions) of the
Coleman-Mandula theorem is relaxed.

6.2 From global to local symmetry: Noether's procedure

In this section, we would like to review the standard procedure that is used to turn a
global theory into a local one, i.e. where the symmetry parameter is made dependent on
the space-time coordinates. This procedure is often shortcut by saying that it amounts
to a replacement of the standard partial derivatives into covariant derivatives, where the
so-called “compensating” field has been introduced to make the action invariant under the
local symmetry. In here, we would like to review the Noether procedure and re-derive this
standard textbook result by applying the procedure to a simple example. This will turn out
to be quite useful if one wants to understand why gravity appears when dealing with local
supersymmetry, or how supersymmetric theories of gravity have been firstly constructed.

As a starting point, let us pick a generic theory whose field content is denoted by the
collection of fields ®; and the Lagrangian is given by

L= L(d;, 3,D). (6.2.1)

Let us also assume that the theory is invariant under a global symmetry and denote the
constant parameter of the transformation by A. In general, the variation of the Lagrangian
is a total derivative

5L = 9, K" . (6.2.2)

If we want to make the symmetry local, we allow the transformation parameter to depend
on the spacetime coordinates and set A — A(z). One can easily realize that the variation
of the action will now be of the form

5L = 3,K* + (8,A)S* (6.2.3)

where one can check that S* is actually the Noether current J*. Indeed, a generic variation
of the Lagrangian

ac oL

A = 55:6@. + mﬁé)“@,
acr oL oL
a (W = O a(a;b‘,))‘”"‘ * a“(z)(a,,"(pi)éd")'
(6.2.4)
tells us that, when considering (6.2.2) and (6.2.4), the Noether current is given by
ac
AJF = ———§0; — K~ 6.2.5
a(ap(bi) ( )
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Comparing both expressions (6.2.3) and (6.2.4), where (6.2.5) is taken into account, we find

oL e e
(8_@.- _a“a(a,,cp,))“" = 0uA (8" = J¥) = A9 " (6.2.6)

Since the left-hand side does not depend on d,A, we must have S* = J*.

This last result is the starting point of the Noether procedure which consists, in a first
step, of replacing the original Lagrangian by

L =L—gX,J" (6.2.7)
L

where g is a coupling constant and X, denotes the compensating field, and demand that
1
60X, = 58,,1\. (6.2.8)

We will also consider the addition of a kinetic term for the compensating field. The usual
next step is to vary the new action (6.2.7)

8L = —gX, 8", (6.2.9)

and compute explicitly the variation of the Noether current. What the first implementation
(6.2.7) does is actually to make the Lagrangian invariant up to order one in the coupling
constant g. In the second step, we will add terms in g2. One can thus start an iterative
procedure in powers of g to make the action invariant up to all orders in g.

To illustrate this procedure, let us consider the theory of a complex scalar field
L =d,¢d¢. (6.2.10)

This theory is invariant under a global U(1) symmetry because the action is invariant when
the fields transform as

d(z) =+ ep(z),  d(z) = e N(2), (6.2.11)
or as infinitesimal transforinations
dp = +ihg, ¢ = —ilg, (6.2.12)

where A is a constant parameter. If we consider the variation of this action by allowing the
parameter A to depend on the spacetime coordinates, we find on-shell

6L = (9,A)(i¢d" P — igd"¢) = (D,A)S". (6.2.13)
One can check that S* is just the Noether current
ac ac -
AJH = - 3 + —8¢. 6.2.14
509 * 50, (@219

Following Noether’s procedure, we must introduce a gauge field A,,, the compensating field,
by modifying the Lagrangian as

L= L—gA,J" (6.2.15)
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and impose

A, = %8,,1\. (6.2.16)

Then, we compute the variation of £’ and find

oL = —gA8I*
= —29A,P00"A. (6.2.17)

Now, one can check that this last varied term can be exactly canceled by adding the term
g?A,A*dd to the Lagrangian, We have thus completed the procedure as our theory is now
invariant under the local symmetry up to any order in g. The final Lagrangian, where we
have added a kinetic term for the gauge field, reads

L = FuF" +0,00"¢ — gAJ" + A A pd
= F,F* + D,¢D"$, (6.2.18)

where in the last equation D, = 9, — igA, is the covariant derivative. Starting from a
theory that is invariant under some global symmetry, one can make it invariant under a local
symmetry by allowing the symmetry parameter to depend on the space-time coordinates
and replacing partial derivatives by covariant derivatives. In standard language, this is the
so-called minimal coupling.

One other enlightening example of this procedure is the construction of the Yang-Mills
theories. To construct these theories, one starts with a collection of N abelian gauge fields,
i.e. each invariant under a local U(1), that transforms under some global symmetry. Making
this last symmetry local through the Noether procedure, one obtains a local Yang-Mills
theory.

In Part II, we have been dealing with electromagnetic, respectively gravitational, du-
ality which is a global symmetry of electromagnetism, respectively linearized gravity. One
could then wonder if these duality symmetries can be gauged. It is just recently that this
computation has been considered for the electromagnetic duality by M. Henneaux and C.
Bunster in [126] (see also the work of S. Deser for an Hamiltonian version [127]). Following
the Noether procedure, it is shown that such a gauging is impossible. In their words “the
fact of being electric or magnetic does not seem to be a space-time dependent concept”. In
[128], A. Diffon and H. Samtleben and M. Trigiante have considered gaugings of this type
but at the cost of losing a Lagrangian description.

The Noether procedure to gauge a global supersymmetry is the subject of the next
section.

6.3 Local supersymmetry is supergravity
The question we would like to answer here is: what happens if one considers a theory which

is invariant under global supersymmetry and tries to make the spinorial parameter € of
the transformation dependent on the space-time coordinates 7 As we said, starting [rom
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a theory invariant under global supersymmetry and following the Noether procedure, one
sees that the variation of the Lagrangian, when the parameter is made local, will be of the
generic form

3L = 8, K" + (8,85, (6.3.1)

where € is the parameter of global supersymmetry transformations. To restore the symme-
try, one modifies the Lagrangian by adding

—Kku (6.3.2)

where J¥ is the Noether current associated to the global supersymmetry invariance of the
initial theory, and imposes the variation

Oty ~ k7 10,e. (6.3.3)

For global supersymmetry, the compensating field ), must have a vector and a spinor index.
It is a spin 3/2 field. If one goes on with the procedure by computing explicitly the variation
of the Noether current J/* the stress tensors associated to the matter fields of our initial
theory appear. These can only be cancelled by the introduction of a new Noether coupling,
the metric gy, which is a spin 2 field. The spin 3/2 field is the supersymmetric partner
of the spin 2 field and it is in this respect that it is called the gravitino. See the excellent
review [129] of supergravity by P. Van Nieuwenhuizen for more details.

The first supergravity theories, or supersymmetric theories of gravity, have been con-
structed using the Noether procedure. After that, some theories were constructed by di-
mensional reduction of known supergravities. Indeed, the standard Kaluza-Klein reduction
preserves supersymmetry. One should remember that Noether’s procedure is an iterative
procedure. Although in the simple example presented in the last section, this procedure
stops at second order, it is often not the case for supergravity. This is why most supergrav-
ities constructed by the Noether procedure are only dealt with up to a certain order in the
fermions.

In the next chapter, we will be dealing with the so-called N’ = 1 and N = 2 supergravities
in four dimensions which are exactly invariant under local transformations when including
quartic interactions. In the next section, instead of going through the Noether procedure to
construct such theories, we will just present them and check that they are invariant under
local supersymmetric variations.

6.4 The N =1 and N = 2 supergravities

General relativity is a theory for a spin 2 field, known as the graviton. In its simplest
supersymmetric version, we will couple it to a spin 3/2 particle known as the gravitino.
Those fields form the N' = 1 supergravity multiplet. The (3/2, 2)-theory is known as
the N = 1 supergravity. The action is invariant under local supersymmetry where the
parameter of transformation is allowed to depend on the space-time coordinates. This
N = 1 supergravity was constructed first in [130] (see also [131]) by applying Noether’s
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procedure (and a lot of intuition) to the sum of the free actions of Einstein-Hilbert and
Rarita-Schwinger, describing respectively the spin 2 and spin 3/2 free fields. In this way, an
interacting theory invariant under local supersymmetry was found. As we explain below, it
can be written as [132] !

1 1- A
e-lL - —zR + ’iwuvuupoy'pp, (6-4-1)

where D,, =0, + }61“”1.,1, and where the spin connection is fixed by its own equation of
motion

Quab = Qltﬂb = Qu.ba = Qabu: (642)
1.
" = ey = 3¥u1 - (6.4.3)

Note that the “hat” for spin connection or covariant derivative is used in the presence of
fermions, It is invariant under the supersymmetry transformations

bt =&Yy, OYu=Dye (6.4.4)

We also have de,* = —&y*1p,. In the original work [130], the independent fields are the
vielbein and the gravitino. The disadvantage of their method is that the computations
are quite involved: “A term in fifth power of the gravitino field has been shown to vanish
by a computer calculation”. Their method is referred to as the second order formalism
because the Einstein-Hilbert Lagrangian depends on the metric, actually the vielbein, and
provide second order equations of motion. In [131], they considered the spin connection as
an independent field. This is a first order formalism. For general relativity, the first order
formalism is known as the Palatini formalism. Instead of considering the Einstein-Hilbert
Lagrangian, one considers the action

1
Lp= —Z le| eaf‘ebl’R“”ﬂblwl’ Ruvab =9 3[" wu!ab + 2(.)(““ wu!cb' (6.4.5)
which depends on both independent quantities e and w. By varying this action, one finds
5Lp = —~lel(R,2
P —Elcl( w o

1 3
s B) bel = Slel(Due,”) egiey’e,f duw,, (6.4.6)

upon using JR,“,“b = ZDD,wu]“b. The equations of motion are thus

1 5
Rflw) - 5, R =0, (6.4.7)
Dyej=0-w= wle]. (6.4.8)

This is a set of two first order equations. Upon implementing the defining equation for the
spin connection into the first equation, we go back to the second order Einstein equations.
First and second order formalisms are thus equivalent on-shell. This first order formalism,

'We have the same conventions as in [132]. We would like to warn the reader that supergravity is a jungle
of conventions and one should always pay great attention when using conventions of others.
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where the vielbein and the spin connections are taken as independent fields, was used in [131]
to construct the N' = 1 supergravity. One disadvantage of this method is that it requires
the appropriate variation of the spin connection, as it is considered to be an independent
field, under local supersymmetry.

In (6.4.1), we have provided the reader with an action that combines benefits from both
methods and simplifies a lot the verification of its invariance under local supersymmetry.
This is referred as the 1.5 order formalism. We will start by considering that the vielbein
and spin connections are independent fields just as in the first order formalism. However,
while varying the action, we implement the fact that the spin connection is not completely
an independent field but can be solved in terms of the vielbein and the gravitino. Indeed,
one can check that the variation of the spin connection in the action

1 1- 1 1 =
e = ~3 B+ 58" Dup = — 2R+ 5P Py s Dot (6.4.9)
yields its defining equation in terms of the vielbein and the gravitino
L Dyet = 24,7 = 6.4.10
o — Ll = 51{),,7 Yy - w=wle, ] . (6.4.10)

Pay attention to the fact that the action (6.4.9) has a non-hatted covariant derivative,

Following the 1.5 order formalism, let us check that we have an action invariant under the
local supersymmetry transformations (6.4.4). As we look at the variation of our supergravity
action and implement w = w(e, ], we see that

oL oL oL ow
o = Elw&[c,wl * ;5‘1})- we, ) i ETwzéie,\’J] ( de Ak -—-6'{,{))
oL aL

st ot . 6.4.11
e |w=d;[c,¢] 0P lw=dle, v ( )
This method is thus much easier as one does not need to provide the variation of the spin
connection, such as in the first order formalism, or vary it when checking invariance under
supersymmetry as in the second order [ormalisin, only variations with respect to the vielbein
and the gravitino are needed.

Variation of the Einstein-Hilbert term, with respect to the vielbein, was already provided
n (6.4.6) and is just

g0 -%|e|(n;' aR) et = %lel(R a_Loapyzpy, . (6.4.12)

—ge 2"
The variation of the Rarita-Schwinger term is a bit more involved but we find, up to quartic
order in fermions, that it is precisely of the form

0Lps = —-0Lpy . (6.4.13)

One can also rapidly obtain the quartic order terms and chek, using a Fierz-identity, that
they cancel. This concludes our verification.

Although we will quickly consider the N' = 1 theory to study supersymmetric pp-waves,
we will mostly focus on N = 2 supergravity. From representation theory, one sees that the
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content of the gravity multiplet is a metric g, a pair of real gravitini and a Maxwell field.
It can also be understood as the coupling of the N' = 1 gravitino multiplet, composed of
a gauge field and a gravitino, to the N’ = 1 supergravity just described. One can rapidly
imagine that the construction of this supergravity in [133] through Noether’s procedure has
been a real nightmare.

The pure A" = 2 supergravity lagrangian is given in 1.5 formalism by [132]
5 G | ; i s :
gl = -B+ ZFqu‘“' + 3BV, + glF+ FY ey ¥ s, (6-4.14)

where ¢, = (1/ \/i)(ﬂ)}‘ + i(bﬁ) is a complex gravitino, @,, =D+ %F},n""'y,, is called the
super-covariant derivative, Fj,, = 28|,,A,,1 and ﬁ‘,w = Fyu — Im(¥,%,). The spin connection
is defined just as for the A" = 1 supergravity but with Q. = a{l,eu‘]' - %Re(‘:l},,'y"'d),,). The
lagrangian is invariant under

de,' = Re(&y"yy), 8 = Ve, 0A, =Im(&p,) , (6.4.15)

where now ¢ is a complex spinor, as one can check following an equivalent procedure as the
one described for the V' = 1 case.

6.5 Bosonic solutions of supergravities

When looking at supersymmetric solutions of supergravity theories, one is often only inter-
ested in bosonic solutions where all fermions have been set to zero. In this case, variations
of the bosons are trivial. However, for consistency, we should impose that variations of the
fermions do not introduce bosons. Schematically, we need to set

d(fermions) = 0. (6.5.1)

In this thesis, we will not discuss the classification of the solutions but pay attention to
particular solutions. Let us consider only the N = 2 supergravity. The results for N’ = 1
are obtained by setting the Maxwell field, and one gravitino, to zero. In the N = 2 case,
the requirement (6.5.1) is just

1 i
5% = (au it zwu0670b o+ Zpab7ab7ll)e =0 (652)

This equation is known as the Killing spinor equation. When we say that a bosonic solution
(of the equations of motion of the supergravity theory) is supersymmetric, or more exactly
preserves some supersymmetry, we mean that one can find non-trivial solutions to the
Killing spinor equations. Remark that if one starts by finding a configuration of bosonic
fields that solves the Killing spinor equation such that non-trivial Killing spinors exist, one
still needs to check that it is a solution of the equations of motion. Killing spinor identities,
developed in [134], have however been useful to show that most of the equations of motion
will be trivially fulfilled in this case, see also [135]. This, and the use of G-structurcs, has
cnabled the classification of all supersymmetric solutions of various supergravities (see for
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example the illuminating work of J. Gauntlett, J. Gutowski, C. Hull, S. Pakis and H. Reall
in [136] where they deal with the minimal supergravity in five-dimensions).

Coming back to the Killing spinor equations, consistency conditions for the existence of
such Killing spinors is of the general form

V. Vi]e=0, (6.5.3)

where V,, = ©“Iw=0- These are also often referred as integrability conditions. From (6.5.2),

one easily sees, using [Dy, DyJe = (§R,,“*va)e, that

& 1 i
Vi, Vile = (ZR,..,“‘rab + 5‘7“”"/@@.}&5)6 =0. (6.5.4)
For all solutions we will be concerned with, one can check that (6.5.3) is of the generic
form

Vi, Vile= X, 0e=0. (6.5.5)

This equation is an algebraic equation and has non-trivial solutions if and only if the oper-
ator © acting on the supersymmetry parameter ¢ has vanishing eigenvalues, i.e.

det © = 0. (6.5.6)

This last equation involves a relation among the sources of the solutions ( such as the
mass, the NUT charge and the electromagnetic charges as we describe after for the charged
Taub-NUT metric). Actually, upon implementing this relation, we see that © becomes a
projector. The trace of this projector gives us the number of supersymmetries that are
preserved by the solution. The consistency conditions for Minkowski space are trivial such
that all supersymmetries are preserved. Minkowski spacetime is said to be maximally
supersymmetric.

6.6 Solving Killing spinors equations

Even if it is already non-trivial to find supersymmetric solutions, it is an even more difficult
task to actually solve the Killing spinor equations to obtain the expressions for the Killing
spinors. A method to solve these equations in a specific set-up was presented in [132]. We
will start by reviewing this algorithm and we will then present a more generic, although
more intuitive, alternative procedure to compute the Killing spinors we will be interested
in. In the next chapter we will apply both methods to compute the Killing spinors of the
Reissner-Nordstrom and Taub-NUT solutions with electric charge @ and magnetic charge
H . Although the final expressions obtained with each method seem rather different, we
provide at the end of this section a small generic argument to check that they are actually
equivalent.
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6.6.1 Romans’ algorithm

As in [132], we will be interested in solving a system composed of the integrability condition
(6.5.5), an algebraic equation on the Killing spinors, and the Killing spinor equation for r
obtained after all ¢, 0, ¢ dependence has been worked out. The system we want to solve is
thus of the form

Me() = %(1 +2(r)y + y(r)T2)e(r) =0, (6.6.1)
dye(r) = (a(r) +b(r)l' + C(")Fz)e('r) : (6.6.2)

where T'; and Tz are such that
([1)2=([2)2 =1, [l2=-00, (6.6.3)

where II is a projector I1? = II which imposes that z? + y* = 1, and where we also assume
that ¥ # 0. This last condition permits us to set, without loss of generality, ¢ = 0 as we
can always use (6.6.1) into (6.6.2). There is eventually a last consistency condition that
needs to be imposed on the parameters. This arises when one takes the derivative of the
projection equation

[le = 0 = 8,(Ile) = (9,11)e + Md,e = 0. (6.6.4)

It is now rather easy to see, using I'ze = —(1/y)(1 + 2T )e and ¢/ /y = —zz'/y?, that the
last equation is just

&2;‘"‘!2—)[‘1(1 + a2l )e = —(f—zi’z—b}ﬁ—)l‘ll‘ze =0, (6.6.5)

which is satisfied (when y # 0) if and only if
' 4 2by® = 0. (6.6.6)

The more general solution can be written as
e(r) s %[A(r) 4 B(r)Ty + C(r)Ts + D(r)T1z)e. (6.6.7)
For simplicity, we will moreover assume that A = —B and C = D. Plugging this in the

projection equation (6.6.1), we see that a non-trivial solution requires
B itT), (6.6.8)
Yy

while the Killing spinor equation requires

A =(a-bA, C'=(a+b)C (6.6.9)
Summing those last two equations such as to get rid of b and using (6.6.8), we obtain a
differential equation for A

' y

A = [(l + m + _2_ylA (6610)
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One can easily check that the solution is

A(r) = p(z,y)e", w= /r a(r)dr', plz,y) = \/1 _3{ i \/l -;—:c, (6.6.11)

and then we also get

C(r) = 4@, )", ala,y) =/ - ; = (6.6.12)
We eventually recover Romans’ result
e(r) = (A(r) + C(r)[2) P(-I') )eg, (6.6.13)
where P(I';) is the projector
P(T)) = %(1 +TY). (6.6.14)

6.6.2 Alternative method

Let us consider once more the system (6.6.1)-(6.6.2) and write the projection equation in
the generic form

Ile = %(1 +Y)e=0, (6.6.15)

where 12 = II implies that ¥2 = 1. One could try to shortcut Romans's procedure by
writing the solution directly as

(r) = f")5(1 - Vo (6.6.16)

This is indeed a solution of the projection equation Ile ~ (1 — Y?)e = 0. We can then solve
for the function f(r) by directly plugging it into the differential equation. We will see that
this method is much more efficient to obtain the Killing spinors of the solutions we will
consider in the next chapter.

As we will check on specific examples, one may be tormented by the fact that this
method will generically provide different expressions for the Killing spinors than obtained
with Romans’ method. However, one can see that the respective projections on ey actually
project on the same space. Let us see how this works.

Let us denote the two Killing spinors derived using each method as

a(r) = f(r)llieo,  er) = f(r)2eq, (6.6.17)

where II} and Il; are projectors. We will say that the apparently different projections are
equivalent if we have

L, =0, =12, [, =1, =113, (6.6.18)
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and Tr(IT;) = Tr(ll;). Indeed, imtroducing I3 = I1; — [I, one can rewrite (6.6.18) as
I3, = 0, II3I1; = 0. (6.6.19)
Substracting these last equations implies also that
I =0-11 =M, + X, (6.6.20)

where X? = 0 and Tr(X) = 0. We thus see that Xe does not bring in additional information.
Both projections are thus equivalent.
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Chapter 7

Gravitational duality in N =1 and N' = 2
supergravity

In this chapter, we want to discuss the supersymmetric properties of the bosonic solutions,
and their gravitational duals, discussed in Part II. Our main concern will be to understand
how the supersymmetry algebra copes with the charges generated under gravitational du-
ality. In particular, in the context of D = 4, N/ = 2 supergravity we review how the BPS
equation is generalized in presence of NUT charge to [137]

VM2 N% = 2|,

and in turn we show how the superalgebra itself takes into account the possibility of turning
on a NUT charge, or more generally a dual momentum. We eventually see how these
conclusions apply to the N/ = 1 superalgebra by studying supersymmetric pp-waves.

We start by reviewing, in section 7.1, the charged Taub-NUT solution of the coupled
Einstein-Maxwell equations and its BPS bound in the N' = 2 supergravity theory. We apply
the methods described in the previous chapter to find the Killing spinors of the Reissner-
Nordstrom solution, helping us in deriving those of the charged Taub-NUT solution. In
section 7.2, we comment on the form of the asymptotic projection found for the charged
Taub-NUT solution and how this is related to the left hand side of the superalgebra. In
section 7.3, we show that the complexified Witten-Nester form is actually holding all the
information that we would require on the right hand side of the superalgebra. In section
7.4, we justify the presence of this extra term, containing the dual momenta information,
as a topological extension of the algebra of bosonic supercharges. We see that supercharges
undergo a transformation under gravitational duality which tells us to consider a generalized
superalgebra that includes the dual momenta. In section 7.5, we show that the same
phenomena arises when considering the NUT-wave in A’ = 1 supergravity. We relegate
properties of gamma matrices to Appendix IILA.
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7.1 The charged Taub-NUT solution of N = 2 supergravity

As we explained in section 6.5, when searching for supersymmetric solutions of supergravi-
ties, one is usually focusing on purely bosonic supergravity solutions, i.e. where all fermionic
fields have been set to zero. We will thus consider the purely bosonic part of the NV = 2
supergravity Lagrangian, which is just the Einstein-Maxwell Lagrangian

1 1
e ' L=—-=R+ —F,F", (7.1.1)
4 4
and impose the Killing spinor equation
i
0y = Vye = Dye + ZFan“" Yu€=0. (7.1.2)
All supersymmetric solutions of the N’ = 2 supergravity have been classified by P. Tod
in [138].
A particular solution to the equations of motion derived from the action (7.1.1) is the

charged Taub-NUT black hole solution carrying, besides the mass M, a NUT charge N,
and both electric Q@ and magnetic H Maxwell charges

‘2
ds? = - %(dt + 2N cos 0dg)? + %—drz + R? d2?, (7.1.3)
r+ NH —H(r?2 — N2) + 2NQr
A‘=QT‘ o 2 Rﬁ) L (7.1.4)
where dQ2? is the metric on the unit two-sphere and where
As=r?-N2_-2Mr+ 22, R*=r*+N?, Z°=Q*+H*. (7.1.5)

Note that in the following, we will also describe the Reissner-Nordstrom solution with
electric and magnetic charges. It is obtained from the above solution by setting N = 0. We
get

; 2M 72 oM 72
O S 2 os 9200 G B .
ds* = —(1 — - 3 )dt® + (1 — RS —-—rz) dr® + r*dQ*, (7.1.6)
_Q sz
A = o Ay = —H cos#b. (7.1.7)

As we are interested in the supersymmetry properties of the charged Taub-NUT solution,
we will need to solve for the Killing spinor equations. For this reason, let us introduce here
the vielbein

VA R
0 = X N NSl
e R (dt + 2N cos8dg), € ‘/Xd'r,
e’ = Rdb, ¢ = Rsin0dg. (7.1.8)
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With this, one can also compute the non-trivial components of the spin connection

AA VA
oL _ 12 _
W = sp @t wp"=—pF,
wg'® = —%R’sin 8, wy? = —cos (1 + %[;:l——),
wq-,o2 = ‘I;;Nsmﬂ Wy = %N,
A A A
w? = —FN’ w¢°l = 2Ncos€(§—ﬁ-2- - -ﬁiR,)
The non-zero components of Fy, are
; . 1 2 2 _ Q QT + NH
Foy = m(Q(r N?) +2HNv) = — 255 + 2r =,
H Qr+ NH
2 — - t, M TR e
Fa3 = T (II — N°) —2QN7) = 2N U
so that
Fany™ = 21’01‘/01 + 23703

= m’Tox("+"fsN) (Q— wH).

The expressions for w‘,"b'yub are

2
wiap = R0 [(r = M)R? - Xr +sN)],
;fb"/ub — 0»
: VA
Wl = —2ﬁ712(f +15V),
A
w;b'y,d, = —2% sinOy3(r + 5 N) — 2 cos Oy23

+4N cos 0’—;;701 [(r— M)R* — A(r + vsN)] .

We also have

VA R : VA
W= W= M W= Rya, 14 = Rsinfy3 + 2N —- cos 0.
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Plugging all this into the supersymmetric variation of the gravitino, we find

B = et s {(r = M)R® = X(r +%N) - i(r + 1N Y(@ - 75H)§7o} 3

R
5. W BESTRrE RN e
r = Or t2R‘ ) Ts s ﬁ*nc.
~ 1 2 . 2
by = Ope+ She {—\/XR M2(r +1N) =ty (r + 1 N)*(Q — 7sH)R'n} €,
Oy = Ope+ -2—11{—4 {—\/XR2 sin@yy3(r + v N) — R cos 6z

+2N cos Byoy [(r — M)R? — A(r + 75N)]

—ivoi(r + 75N)2(Q — v H) (Rsin 0vs + ZN\/TX cos()'m) } €. (7.1.15)

As we said in the previous chapter, necessary conditions for the existence of Killing
spinors will generally introduce relations among the constants. The BPS bound for the
charged Taub-NUT solution was recovered using integrability conditions in [137, 139]. For
simplicity, we introduce the following expressions

r+N = RexAm
M+~ N Uetom™s,
QtysH = Zetroam, (7.1.16)

where U = VMZ + N 5, and as discussed in section 6.5, we check that integrability conditions
impose the algebraic equation

I

iZR ¢ Ueom
VA R 2

As an example, for the one willing to explicitly check this, we find

95:%(14—

)e‘“"“'m)e =0, (7.1.17)

[Vr, Vole = X,60¢, X,0= %e(sﬁ“"m. (7.1.18)

The equation (7.1.17) has non-trivial solutions if the determinant of © is zero. Imposing
this, we recover the BPS condition

M?+ N2 =Q*+ H2. (7.1.19)
Plugging this last relation back into (7.1.17), we immediately get
Oc = %(1 = ie("“m‘“v)mm)e =0. (7.1.20)

We can then easily check that © is a projector, as ©% = ©, with tr© = 2. As the projection
will halve the number of independent Killing spinors, we say that we have an half-BPS
solution. In the case we set N = 0, and thus also # = a,, = 0, this simplifies to

M?=22  @e= %(1 - z'e-"m—m)e =0, (7.1.21)
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and we thus obviously also describe half-BPS states. In our paper [100], a more intuitive
derivation of the same condition (7.1.19) was provided. We do not wish to reproduce it here
and refer the reader to this paper for more details.

Given the above BPS bound (7.1.19), the SUSY variations can be rewritten as

M s . e

Oy = O+ : 33 ZyprelBambms {1 — jelBtam ")""70} €, (7.1.22)

Z
L s g (2B -ag)rs 1.23

o1 Or€ R0 = M)ze o€, (7.1.23)
1 Z

Sy = Oge— 5')’|2( + -2-7-2'7128(‘9"""')"“ {1 - ie("“""_“"h"*m} €, (7.1.24)
1

dpy = Ope— E(sin Hy13 + cos fyaz)e + (7.1.25)

NZ(r - M)

VA
+ [2_13 sinfy3 + 3 cose'ym] elB=am)s {1 - ie(ﬂ#»am—n,,)qs‘m} 2
Upon imposing the projection equation, we immediately see that the set of equations

reduces to

0y = Oe, (7.1.26)
oY, = Ore— QT(T_Z_—M)ie(z'B"‘")“'me, (7.1.27)
g = Oge— —;-'7125, (7.1.28)
dpy = Oge— %(sin 013 + cos B3¢, (7.1.29)

and we can solve the Killing spinor equations for the t,8 and ¢ dependence by writing the
solution in the form

e(t,r,0,¢) = eimaf e%'m‘*c(r), (7.1.30)
where €(r) is a solution of the system
Oe = % {1 - ie(‘”"m“’v’“—m} €=0, (7.1.31)
Z
— e(20—aa) 15, o A
Or€ IR = M)ze Yo€ (7.1.32)

The above projection equation (7.1.31) will be essentially enough for the rest of the
discussion on the relation between the Killing spinor and the supersymmetry algebra. How-
ever, for the sake of completeness, and in order to show that a solution indeed exists, we
would like to provide the reader with the complete expressions of the Killing spinors (see
also [100]).

The system (7.1.31)-(7.1.32) is exactly of the form presented in section 6.6. We will start
by applying Romans’s algorithm and our alternative algorithm to the Reissner-Nordstrom
black hole with electric charge and with electric and magnetic charges. These results are,
for example, presented in [132|. We start by reviewing this firstly because it is casier to
illustrate both methods, and secondly because it strongly suggests how one should deal, as
we will do just after, with the charged Taub-NUT black hole.
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RN with only electric charge

Here, the BPS condition is M = @, and also 8 = a,, = g = 0. The projection simplifies

to
e = %(1 e, (7.1.33)
Following Romans’s procedure, we need y # 0 and we thus set £ = 0,y = 1 and ['; = —iv.
The Killing spinor equation (7.1.32) simplifies to
M M

e €. (7.1.34)

= 2r(r — M)z'mc = 2r(r — M)
Following Romans's algorithm, we have

M

= b=0, (7.1.35)
and the integrability condition is trivially satisfied as z = b = 0. We obtain
p=1 gq=-1, €*=4/1- g (7.1.36)
The general solution is
e(r) =4/1- g(l + 1%0)€0 - (7.1.37)

Note that we will obtain exactly the same result if we apply our alternative method.
Indeed, from (7.1.33), we start by stating that

e(r) = f(r)(1 +1y0)eo . (7.1.38)

The differential equation for f(r) gives precisely the same result as above.

RN with electric and magnetic charges

In this case, the projection equation is

1 H
O = S(1—ieMyg)e= 1(1+ T (~in) + prlmm))e=0.  (139)
and the Killing spinor equation is the same as in the previous case
1 M. _, 2 M
s i ) ] (i | v q = —f 7.1.40
dre = —7(1- ) G(-Qon + Hyms)me = e, (1.140)
upon using the projection equation. Given this, we have
M
= — b =0 '
“=wr-m)
x=HIM, y=Q/M,
Iy =723, Iz = —in, (7.1.41)
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and the solution is

e(r) = /1 - -g(‘/% +i‘¥0w M& H)-;—(l — i7123)€0 - (7.1.42)

In here, our alternative method is actually equivalent to an approach presented in [132]
which relies on the use of electromagnetic duality. It is implemented by setting

Q=Mcosa, H=Msina, (7.1.43)

and realizing that
1 ' 1
V(a) = 315?('5750)V(0)6$P(+§7sa) g (7.1.44)

Given the Killing spinors for the purely electric RN case (a = 0), we immediately find

M1
er) = 1- 75(1 + 17y0(cos o + 5 sin @) )€
=yi- ﬁrl_%(l +ie™ % My)ep . (7.1.45)

This last result is obviously what one obtains using our alternative method. Although
the projections, let us call them I1; and Ily, appearing in (7.1.42) and (7.1.45) seem rather
different, one can check that they are equivalent following the argument presented in section
6.6. Indeed, we have 1I,11; = 1I; and II,II; = II, but also T¥(II,) =Tr(Il;) = 2.

TN with electric and magnetic charges

Here, if one wants to follow Romans’s algorithm, the system to solve is

Oc = % {1 - ieb"+°m-°ms7o} e=0, (7.1.46)
Ore = mie(zﬁ—"”)“’)‘of, (7.1.47)
meaning that we set
. — (@r'+2NHr - N*Q) —
- 2yR3(r — M) : - 2R%’
, — (MH-NQr-N(MQ+NH) _ (MQ+ NH)r + N(MH — NQ)
- RZ? A RZ? ’
[y = imos, [y = —iv, (7.1.48)
and that

explw] = e:r,p[/ adr] = K\/ Z_zy_(rR—_Ml, (7.1.49)
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where K is an integration constant that we fix such that in the limit N — 0 we recover the
result for the charged RN. By setting I = 1//MQ, we have

explw|(N =0) = /1 — M ; (7.1.50)
. T
where y(N = 0) = Q/M, Z(N = 0) = M, The final result takes the rather complicated
form

e(r) = z —RM(\/I +z+1ypv1—z)(1-— 17123)€0 - (7.1.51)

Now, one can try to solve it using our alternative method. However, it is a bit more
involved as the projection is now an r-dependent projection. Let us first rewrite this pro-
jection into a more enlightening form

%(1 — jelBtan “"")'7-‘*70)5 = %e(% =t )5 (c""‘"-" - ie""’*f“yo) e %“e ; (7.1.52)

where we made use of e?®m" = 2% which is valid when M? + N? = Z? and also
Y5Y0 = —Yo0Ys- Given all this, it is now easy to realize that the solution will be

€r) = \ . _RM ; (1 + felPHam=a)T, )c(g'ro...)nm (7.1.53)

- M
R

’7’5 (eﬂm'Tu - ’lF‘ m'-n"m)fﬂ (7.1.54)

I

Indeed, it is easy to see that it reduces to the result found for the RN solution (7.1.45) when
N =0 and that it trivially fulfills the projection equation. Eventually, one can check that
it also fulfills the Killing spinor equation

Bre = ———”—Z—Al-)-ie(w_"")”'yoe. (7.1.55)

Indeed, by plugging our guess for €, we rewrite it as

e = e B

Now, we are just left with checking that

r— M Z

i) = ﬂ)- elB-am)ws( Iwagn)_ (7.1.57)

I (

This is trivial after computing

3 r-M _ Mr+N? [r-M
N"rR T -mrEV R
1N 8

9t = - grzet™, (7.1.58)
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and also

Mr+N* 4N (M —2N)(r +N)
2(r— M)R? 2R® 2(r — M)R?
VA
(B'"m)%
R — M) M)e : (7.1.59)

We have thus shown that, provided the BPS bound M2+ N? = Z? is satisfied, the metric
has a Killing spinor, which actually depends on two complex numbers. The metric thus

preserves half of the 8 supersymmetries. This is in agreement with the results presented in
[138] (see also [137, 139]).

As a last word, we could worry about the issue whether the Killing spinor is globally
defined. Indeed, as we discussed in Part II, the metric has a coordinate singularity along
the z axis. However, we said that one can remove the singularity along half of the axis
by a coordinate transformation. Essentially, one obtains two completely regular patches on
the upper and lower hemispheres, where the metric is the same as (7.1.3), but with cos@
replaced by cos@ + 1. It amounts to shift the time coordinate t by £2N¢. Since the Killing
spinor is t-independent, we can already see that it will be the same on the two patches.
This can be verified by re-deriving its expression as above with the regular metric in each
patch. As expected one finds the same result as above.

7.2 Asymptotic projection and the superalgebra

In this section, we analyze in nore details the solution for the Killing spinor found in the
previous section. In particular, we consider the projection that defines the Killing spinor
and take its limit of large radius, where the metric is asymptotically flat. The projection
can be recast in a form which is similar to the right hand side of the A" = 2 supersymmetry
algebra. However, we point out that the term containing the NUT charge has the wrong
hermiticity condition and thus does not seem to fit in any of the central (or else) extensions
of the most general N' = 2 supersymmetry algebra.
The projection defining the four independent real components of the Killing spinor is
given by
{1-ielBtr)tam-aimyl ¢ = o. (7.2.1)

We have emphasized that it is r-dependent. There are two observations one can make about
this dependence. Recalling that tan 8(r) = N/r and that tan a,, = N/M, we see that when
the NUT charge is absent, both § = 0 and «,, = 0. The projector becomes 7-independent.
However, even when N # 0, iu the limit of large radius, r — oo, we observe that 8 — 0 and
the r-dependence also disappears. We are left with a constant asymptotic projector which
depends on all of the four charges (where it is of course understood that they satisfy the
BPS bound (7.1.19)).

Let us rewrite the projector in a more readable form. By setting 8 = 0 and multiplying
by e”m75  we obtain

{M — %N —i(Q~ vH)w}e=0. (7.2.2)
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Let us now try to motivate the fact that the NUT charge should find its place in the
supersymmetry algebra. Remember that the most general N' = 2 superalgebra including
the scalar central charges (see e.g. [113]) was already presented in section 6.1 for Majorana
supercharges Q! (with I = 1,2 in our present case). It is

(@, @'} = y*CP," + cUM 4+ sV, (7.2.3)

where both U = —U'! = Ue!’ and VY = -V = Vel and C = 7y is the charge
conjugation matrix. In our conventions, Majorana spinors are real and we can define a
single complex Dirac supercharge

1 1, 02
= — + 3 724
Q o (Q'+1Q%) (7.2.4)
The only non trivial relation of the superalgebra becomes
{Q,Q*} =4*CP, —i(U +ysV)C. (7.2.5)

When there is a multiplet of BPS saturated states, some combinations of the super-
charges have to be represented trivially, i.e. they have to vanish. This translates into the
statement that the matrix {Q’ ot }, or equivalently {Q, @*}, is not of maximal rank. This
means also that the right hand side of (7.2.5) must have vanishing eigenvalues. In the
present case, for a massive state at rest, we identify Py = M. Further, if we set U = @ and
V = H, we see that we have preserved supersymmetries if the equation

{M —i(Q ~ysH)w}e=0, (7.2.6)

has solutions (note that we have multiplied the expression in (7.2.5) by 7° on the left and
C on the right).

We recognize the equation (7.2.2) for N = 0. So, we see that for a Reissner-Nordstrom
black hole with electric and magnetic charges, the projection on the Killing spinor in the
extremal case maps directly to the right hand side of the V' = 2 superalgebra. Actually, we
could have guessed the superalgebra (7.2.5) from the expression for the projector (7.2.6).
It is thus tempting to do this for the case where N # 0. From (7.2.2), we see that N must
belong to a “charge” which carries a Lorentz index. The most straightforward guess is that
N = Kj of a vectorial charge K, which enters the superalgebra as

{Q,Q"} £ 4*CP, + 1s7"CK,, — i(U + vV)C. (7.2.7)

We see that the NUT charge N seems to belong to an extension of the superalgebra which
is not central in the sense that it is not a Lorentz scalar, Such extensions have been studied
[140], and the most general N' = 2 superalgebra taking them into account has been written
[124, 125]. It is however straightforward to see that our term with K, is not part of any
extension considered so far. The reason why Eq.(7.2.7) is wrong is extremely simple: it
violates hermiticity. Indeed, we have that (y57*C)! = —v59*C, while any term on the right
hand side must be hermitian since {Q, Q*}' = {Q, Q*}. Alternatively, it is stated in [113],
that il one tries in general to include such a term, the Jacobi identity of the schematic form

Q1 Q') I+ {Q", 1}, Q7| + {Q’,1},Q"] =0, (7.2.8)
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can never be satisfied unless the additional term mixes non-trivially with the Poincaré
generators. This is however excluded by the Coleman-Mandula no-go theorem.

Before secking a way to solve this puzzle, we will provide the reader with a more stronger
procedure to understand how the left hand side of the superalgebra is related to the pro-
jection acting on the spinors. We will see in the following section that the dual momenta
K, arise naturally through a generalization of this construction.

7.3 The Witten-Nester form

A general theorem proving positivity of energy in general relativity was first proposed by
R. Schoen and S.T. Yau in [141]. A simplified proof was given by E. Witten in [9] where
spinorial techniques are used. This last construction was even more simplified by J. Nester
in [142] where a covariant tensor is introduced, known as the Witten-Nester two-form.
Positivity of the energy in supergravity was proved in [143] (see also [144]) by showing that
the Hamiltonian is the square of the spinor supercharges just as for globally supersymmetric
theories.

In here, we are not interested in positivity energy theorems and refer the reader to these
papers for more information. However, for our purposes, it will be interesting to review
the fact that these constructions for general relativity have, surprisingly, a deep connection
with supergravity constructions as was pointed out in [9] and made precise by C. M. Hull in
[145|. Especially, we want to review the fact that the Witten-Nester two-form can be seen
as describing the right hand side of the superalgebra. This was explicitly shown for N = 1
supergravity in [145] and N = 2 in [144]. At first sight, it is not so astonishing that such a
connection exists. Indeed, the positivity energy theorems have connected this two-form to
the usual ADM definitions of energy and momenta, while we have reviewed that P, appears
in the superalgebra.

Let us begin by showing how the Nester form [142] is related to the variation of the su-
percharge, expressed as a surface integral (see [146, 144, 145]), which is just the algebra of
charges. The bosonic algebra is then linked to the superalgebra. This construction enables
us to see how the Witten-Nester two-form provides an expression of the bosonic charges,
appearing on the right hand side of the superalgebra, in terms of surface integrals at infinity
and coincides with the usual ADM expressions. Actually, we show that complexifying the
Witten-Nester form, the ADM momenta appear together with the dual, magnetic, ADM
momenta and are equivalent to the expressions already derived in Part II. This complexi-
fication is triggered by considering a “topological”, symmetric, contribution to the algebra
of bosonic supercharges. We will show that these contributions are the ones describing the
dual charges. Evaluated on the charged NUT black hole, the right hand side of the modified
superalgebra reduces exactly to the asyinptotic expression contained in the definition of the
Killing spinor, discussed in the previous section. We follow closely [145].

Using the Noether method one computes the generator of supertranslations'. It can be

'Here, supertransiations have obviously nothing to do with the supertranslations discussed in Part I,
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written as a volume integral, which in turn can be expressed as a surface integral

Il

i x
3= " e V pYeds, + c.c.

= —-;;; fe“"""'e’n*ypw.,dzw + c.c., (7.3.1)

Qle, ]

where 6,, is the supercovariant derivative acting on a spin-3/2 ficld, c.c. denotes complex
conjugate, € = e!C = e'yp and we take the convention ggj23 = —%1%% = 1. Although we are
being quick here, note that we are just stating that the supercharge is obtained by taking the
volume integral of the linearized Rarita-Schwinger field equations contracted with a Killing
spinor (see [145]), in complete analogy with the Poincaré charges obtained in chapter 1 by
contracting the linearized Einstein equations with a Killing vector, “a la Abbott-Deser”.

The charge Q[e,E] is bosonic and transforms the supergravity fields according to a su-
pertranslation. When acting for instance on the bosonic fields, which are real, it generates
a variation which is also real. We recall that in the present N = 2 case, the gravitino ¢, is
Dirac and hence complex. In terms of the fermionic Dirac supercharges defined in (7.2.4),
and because (€Q)* = ~Q¢, we have

Qle, &) = i(¢Q + Qe). (7.3.2)

It follows from the theory of surface charges (see for instance [18, 19]) that the variation
of the supercharge should define its bracket in the usual way

ber0,Qlea, @] = i [Qler, 1), Qler, )| (7.3.3)

In terms of the fermionic supercharges (7.2.4), using the expression (7.3.2), we would then
obtain

i [Qlehgl]v Q[€2,€2]] =15{Q, Q"}C¢ — 15 {Q, Q" }Ce,. (7.3.4)

However we will see that our analysis will force us to consider a possible “topological
exlension”

dey 2 Qleg, &) = i [Q[c,,e'l], Qlez, 62]] +T (7.3.5)

The crux of the matter is that 4, Q[ez, £2] is not antisymmetric in the exchange of ¢; and
€9, as we now show.

Using (7.3.1) one finds for the bracket term and the “topological” term the following
expressions

i [Q[Gufll. Qlfz,le] = %(Je.,al Qlea, &) — be, 7, 9ler, @)

= -1 § Py, Voer S, + Z:T f PTG B ysvaer AT — (1 0 2),  (7.3.6)

4
and
1 = =
T = '2'(6n.¢'| ka'a?] + 6¢2.?2 Qlflrgl])
1 23 _
== eMP7 p(E115Y0 €2 + E2¥57Yo€1) AE . (7.3.7)
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Note that obviously (7.3.6) is identically zero when €; = €2 but 7' is non-zero.
We now focus on the following expression which is the “building block” of the expressions
appearing in (7.3.6)-(7.3.7) v
- 1
EW = a—;e“"” Y57, Vae. (7.3.8)

This is precisely the two-form presented by Nester [142] and generalized by Gibbons and
Hull [144], albeit in its complex version? (recall that € is Dirac in our set up). One can see
that the (antisymmetric) bracket term (7.3.6) and the (symmetric) topological term (7.3.7)
map respectively to the real and imaginary parts of the Nester form (7.3.8).

We are now going to use the expression (7.3.8) to obtain a linear combination of purely
bosonic surface integrals, which correspond to space-time momenta and Maxwell charges.
In order to proceed, we linearize gravity around Minkowski spacetime, in cartesian coor-
dinates. As we have already seen, we consider space-time endowed with a NUT charge as
asymptotically flat, at least as far as spacelike surface integrals are concerned [27].

First of all, following [144], we rewrite the complex Nester form as

EMw = EW 4+ HW, (7.3.9)
where
1 .
EF = Z;E“W” e5Yp Dot H"Y = -1;—"6“" > Fabé"‘fs'y,,'y"b'y,e. (7.3.10)

One can readily check that H"*" is actually real, hence any surprise will necessarily come
from the purely gravitational term E#Y.

In the following, we will express everything in terms of the linearized spin connection
wWywp- Hence the covariant derivative on a spinor becomes (note that we no longer distinguish
between flat and curved indices, since they are the same at first order)

Dye = due + %w,,,,“'y’”e. (7.3.11)

We now plug back this expression in £*¥. Note that in the surface integral, the piece pro-
portional to dye will drop out as explained in detail in [9, 145). The spinors will henceforth
be identified with the constant value that they take asymptotically.® Hence we restrict to

1
R IG_NE“VM“’aﬂa 5_'75'79'7055- (7.3.12)

Using the relation (see appendix III.A)
Yo War = NpAYr — Tlor TA — Eppre Y15, (7.3.13)
we obtain

1
BEYW = Siﬂ_e"y'\e (s + SKw?, — 85w™,) + 8—1‘67'\755 "W pe. (7.3.14)

?In references [142] and [144), they indeed considered E* 4 (E#*)*.
IIndeed, we can actually take the spinors Lo be the Killing spinors of flal space in cartesian coordinates.

201




Note that the first term above is real while the second is imaginary.

Integrating the above 2-form at spatial infinity, we select the E” component, with
i =1,2,3. We can then reexpress the integral in terms of purely bosonic surface integrals
as

on"dfl,' =&y Pye + &5 K e, (7.3.15)

where we recover the following expressions for the ADM momenta and the dual magnetic
momenta, already obtained in Part II,

P,\ = -81—" f(wOiA + ngtpp - Jf\wOpp)di:,’, (7316)
Ky, = 8% f e*wyjrd;. (7.3.17)

At last, we can also address the second term of the generalized Nester form, which is treated
as in [144]. By writing

z e - “
" Frefrs (17 Yo = 11T Y0)E, (7.3.18)

H& =
327

and using (see appendix I11.A)

Ye YA Yo — Yo VA Vp = 25;;)7075 + 2(7’pAr’ro - "mnt\a)) (7-3-19)

we obtain ; .
HHY — Z‘;puv& + %Eﬂ"t’ﬂpp"g’me, (7.3.20)

The surface integral then becomes
}{H‘”’dﬁi = —ieUe — iey5 Ve, (7.3.21)
with the central charges defined by
1 N
U = —— f FY%q%;, (7.3.22)
a7
1 ™ - .
- 5;-%5" FjrdX;. (7.3.23)
It can be checked that U = Q and V = H on the electromagnetically charged RN or TN
solutions.
Summing up all the terms, we have

f E%dE; = ey  Pye + e37* Kae — ieUe — ieys Ve, (7.3.24)

It is clear that the above expression cannot be equated to €{Q, Q*}Ce¢, which would then
result in the “wrong” superalgebra (7.2.7). But now we see that the obstruction to do so is
precisely the presence of the topological term 7' in (7.3.5).
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Using the definitions of 7" (7.3.7) and of the complex Nester form (7.3.8) we see that
Ped) = — f (E - B*). (7.3.25)

Using then the result (7.3.24) we finally indeed find
T(e, €) = —2ieysy Kye. (7.3.26)

To sum up, we see that a refined analysis of the Nester form in its complex version
permits to recover precisely the additional term which was guessed from the asymptotic
projection acting on the Killing spinor. In this context, we see that this additional term is
actually violating the relation (7.3.3) and corresponds to a “topological” term leading to
the bosonic algebra (7.3.5). It would be interesting, but beyond the scope of this thesis, to
understand better under the lines of [19], the appearance of such topological terms.

7.4 A modified superalgebra

As we have already discussed in Part 11, Taub-NUT spaces are notoriously problematic for
the time identifications that they imply [22], and for the presence of the Misner strings
[97], which are gauge-variant singularities. It has been suggested that these pathologies
are enough to conclude that such spacetimes are not globally supersymmetric [147], even
though they have locally (and globally as well) Killing spinors. However from the point
of view of the surface integrals that define both the bosonic and the fermionic charges of
the superalgebra, the spacetime with NUT charge is asymptotically flat according to the
simplest definition [27]. If we were to assume that the presence of Killing spinors implies
that the spacetime is supersymmetric, we would be faced with the challenge of including
the NUT charge in the superalgebra. The (asymptotic) projection acting on the Killing
spinor must be the same as the projection acting on the supercharges which are represented
trivially on a BPS multiplet. However, as we have shown, the NUT charge enters in a
term which cannot be part of the superalgebra because of its wrong hermiticity. Below, we
suggest a tentative path to trivialize this problem.

A logical possibility is to write the corrected variation of the supercharge (7.3.5) in a
different form, by introducing a new supercharge Q'

ber,e1 Qlea, &) = i Q’kl,f"l],é[ézvle] A (7.4.1)

The above expression is not antisymmetric under the exchange of €; and ¢, which is another
way of encoding the presence of the (symmetric) topological term. In terms of the fermionic
supercharges Q and @', (7.4.1) reads

8,2, Qlea, &) = i62{Q, Q"*}C¢; — i€,{Q’, Q*}Ces, (7.4.2)

where we have supposed that {Q, Q'} = 0. Then, equating the above to the expression
obtained through the Nester form, we get

{Q,Q"} = y*CP, + 1¥"'CK, ~ i(U +1V)C. (7.4.3)

203



Now the Lh.s. is no longer hermitian, so there are no obstructions to having the antiher-
mitian term containing K, in the r.h.s. The question is of course what is Q'. It must be
related to Q otherwise we would be doubling the number of supercharges. We now show
that it is related to Q through an “axial” phase shift.

Let us rewrite for definiteness the relation (7.4.3) on our particular static massive,
charged states with NUT charge

{Q,Q") = M + %N —i(Q + % H)m. (7.4.4)

Using the angles defined in (7.1.16), it can be rewritten as

{Q,Q"} = \/me"""" —1Ze" iy, (7.4.5)
If the charge Q' is related to Q by a simple phase rotation
Q" = Q*emMs, (7.4.6)
then eq. (7.4.4) takes a more standard, hermitian form

{Q,Q") = M —i(Q" + s H )0, (7.4.7)

with
QM — HN HM + QN
M' = M2+ N2, = H = ———=. 7.4.8
@ M? + N* VM N? ( )
Hence, through a non-linear redefinition of the charges, we obtain the relation (7.4.7) that
in the new variables defines an hermitian superalgebra. Actually, the new variable M’ is
precisely the result of a gravitational duality rotation that eliminates the NUT charge

COS(4n  SINQG, M M’
( —8inog, COS Oy, ) ( N ) - ( 0 ) (r4.9)
Note that also Q' and H' are obtained from @ and H through an electromagnetic duality
rotation of the same angle.

The phase rotation (7.4.6) depends on dynamical quantities, such as N and M. The
latter however commute with the supercharges for consistency of the superalgebra, hence
for instance we are assured that {Q, @'} = 0. Moreover, one could wonder what modified
supersymmetry variation is induced by Q'. This clearly deserves to be investigated, though
for consistency we anticipate that we should not find any modification in the transformation
laws of the elementary fields.

In a more general case where both ordinary and NUT momenta /% and K; are non zero

the situation is a bit subtler. Indeed, focusing only on the “gravitational” part, we would
have

{Q, Q"} = Py + Ko + (P; -+ ‘751(;)’7"’70. (7.4.10)

After a rotation similar to (7.4.6) we would get

1 .
{Q. Q.} = v P02 - Kg -+ _F_-l-—l(- [P;Po + I Ky + ‘)‘5([(,;Po - P,I(o)]’y"m. (7.4.11)
0 0
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We thus still have an offending anti-hermitian term, which is however proportional to K; Fy—
P;Kp and is thus not present when K, is parallel to P,. Now, under a general gravitational
duality rotation [27] we have that

cosa  sina Py \ _ p"‘
( —sina  cos o ) ( K, ) = ( K] (7.4.12)

and a NUT 4-momentum K, can be completely eliminated only if it is parallel to P,. We
thus seem to be able to make sense out of a superalgebra in the presence of NUT charges
only when the latter can be eliminated by a gravitational duality rotation.

When this is not possible, we do not seem to be able to define a superalgebra. Note
that we are not aware of solutions with non-aligned K, and P, charges. Actually, it can
be shown on simple examples that the r.h.s. of (7.4.3) does not have vanishing eigenvalues
when K, and P, are non parallel.

In the case K, = AP,, we have A = N/M = tan an, and performing the rotation (7.4.12)
with &« = oy, the relation (7.4.11) becomes the usual superalgebra

{Q.Q"} =+“CP,. (7.4.13)

Note that K, is always parallel to P, if the spatial components I(; and P, are obtained
by boosting a static object with Ky and Py charges. Indeed, remember that we have seen
in Part II that boosting a pure Taub-NUT solution, one indeed obtains a solution with
K; # 0. Notice that this solution will however not be supersymmetric. Actually, in the
infinite boost limit, one recovers the magnetic dual of the usual pp-wave, which is moreover
half-BPS. This latter fact lends support to the presence of the dual magnetic momenta even
in the A' = 1 superalgebra, along the same lines as above. We will discuss that in the last
section.

We could thus sum up in the following way the answer to the question that motivated
this work, namely how does the NUT charge enter in the supersymmetry algebra. When
K,, is parallel to P,, which seems to be the only situation where we have Killing spinors, we
can eliminate K, by a gravitational duality rotation (7.4.12). The superalgebra then incor-
porates the NUT charges through the (duality invariant) combination P;. Alternatively, we
can define a generalization of the superalgebra (7.4.3) where the NUT charges appear on
the r.h.s. but where we have to define a new supercharge through the axial phase rotation
(7.4.6). It is this latter generalized superalgebra that can be directly related to the com-
plex Nester form. Nevertheless, both alternatives give the same BPS bound and projection
on the supercharges, and are hence compatible with the projection on the Killing spinor.
In conclusion, this is evidence that backgrounds which are obtained through gravitational
duality rotations from ordinary BPS solutions, such as Reissner-Nordstrom black holes, are
indeed supersymmetric.

In the following section, we review how this argument can be understood in NV = 1
supergravity.

205




7.5 Supersymmetric pp-waves

Here, we want to review the fact that the shock pp-wave is a supersymmetric solution of
N =1 supergravity®. As the BPS bound is Py = —P; for the Aichelburg-Sexl metric, we
want to establish that the BPS bound is Ky = — K3 for our dual pp-wave. From Part II,
we see that the charges for the dual pp-wave verify this BPS bound.
As explained in Part II, we will work with a regular spin connection. Let us start with
a pp-wave of the form
ds® —dt? + d? + dy? + d2® + F(dt — dz)*
~du(dv — Fdu) + da? + dy?, (7.5.1)

where F' = F(z,y) and where we defined light-cone coordinates « =t —z and v = t + 2.
Note that we dropped again the delta function for simplicity. An obvious vielbein choice in
light-cone coordinates is

e~ = du, et = dv -~ Fdu,

el = dz, e? = dy, (7.5.2)
and the metric is ds? = n4e® e® where the non-vanishing components are 7y, = ng2 = 1,
N4~ = N-s = —1/2. Going back to cartesian coordinates, we obtain the symmetric vielbein

& = %(e* +e7)=dt - ;(dt - dz),

e! = dz,

¢ = dy,

3 ) B - F

et = E(e —e )=dz— E(dt —dz), (7.5.3)
where symmetricity is understood by the fact that vy, = -v,, = 0. The non-trivial

components of the spin connection are
1,
Wpa = —W3a = 58«11' (z,y)(dt — dz), (7.5.4)

where F(z,y) = —4pIn(z*+1y?) for the Aichelburg-Sex! pp-wave and F(z,y) = —8k arctan(z/y)
for the dual pp-wave. Even if in the case of our dual pp-wave the metric has a string’sin-
gularity, one can see that the spin connection is “regular” in the x — y plane.

It can be easily seen that the pp-wave solution is an half-BPS solution of N = 1 super-
gravity when looking at the Killing spinor equation

1
(s'l.bl‘ = [0,‘ + szln 'Yvurz]C = 0. (755)

"Note that all supersymnctric solutions of A = | supergravity were classified in [138].
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Indeed, we obtain

1
Py = [at = ZaaF(.’t, y)(vo + ')“3)7::]5 =0,
dpy = Oze=0,
Opy = Oye=0,
p 1 ,
e = [0+ JOFG@ 0+ e = 0. (756)

As the second and third equations show that ¢ does not depend on z and y, then the first
and fourth equations imply the projection (Y + v3)¢ = 0, which is also what one obtains
when using the integrability conditions. This determines that the solution preserves half of
the supersymmetries and has a constant Killing spinor. This projection corresponds to the
BPS bound Py = —P; for the Aichelburg pp-wave and Ky = — K3 for our dual pp-wave.

Our computation shows that the infinite boost of Taub-NUT, a shock pp-wave, is also
a half-supersymmetric solution of A" = 1 supergravity. This provides more evidence that
the NUT charge should be included in the A" = 1 supersymmetry algebra in the same lines
as described in the previous section

{Q' Ql} - ’Y“CP“ + 757"CK;U (7.5.7)

where Q' is related to Q by a phase Q' = Q&®" with tana = Ky/FPy. Indeed, the “modified”
superalgebra (7.5.7) is consistent with the projection and the BPS bound just derived.
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Appendices _

IIILA  Gamma matrices

We will consider 4 real 4x4 matrices 7,, called gamma matrices, that satisfy the Clifford
algebra

{Ya: W} = YaM + MWYa = 27as 1. (IILA.1)

For definiteness, we list below a choice of real gamma matrices:

(0 0 0 -1\ /(1 0 0 0
oo 1 o0 1o -10 o0
®=lo-=100|"™ o010 |
\1 0 0 0 ) \0 0 0 -1
(0 0 0 1) [0 -1 0 0O
00 -10 -1 0 0 0
WL e g PPl 0 0 = (HLA2)
\1 0 0 0) \0 0 -1 0
We also have
Y= = P=-n A= (IILA.3)
Let us now define the parity matrix
% =nnrE  (6)P=-1, (I1LA.4)

which is real and antisymmetric. The conjugation matrix used in the main text is defined
as C' = v. Let us eventually define

‘Yu,...n,, S 7{0‘-”70"], (lllA.s)
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which implies as one can check

1
Yab = 5('7(17() - 'Tb'Tu) = YaTo — Nab, (IHAG)
Yabe = YaWoYe = NatYe + MNacTs = MecVa (IILA.T)
YaYoe — TlabYe T TacYb, (ITI.A.8)
Yabed = YaV6¥cYd + YaYcllbd = YaVoTled — YaYdTlbe
—VWVellad — YeYaNab + Vo YdNac — Nac’lbd + MabWed + MadMoe  (111.A.9)
1
- é(mnwm = YdVocYa) = MabMed + NacTlbd, (II1.A.10)
One can also verify the following identities
Wt =41, W =-27" 1 =4I, (IILA.11)
YT = 270 = 4 + ™ — dyen™. (I1.A.12)
From the above definitions and identities, one can check that 4%%¢ = —~;4%%°4, This also
implies that
_yabr- - C“"“"‘Yd’)’s- (HI.A.13)
where €p123 = +1. Indeed, 75 can be written as
T =TPNRY= 58'1’;%%%%7:1
BT
= 7 i R % % 11 (IILA.14)
and one readily sees that
1
eyys = ey geargny®y iyt = ™ (LIL.A.15)
Another useful relation implied by the previous one is
YdYVsYab = YdYab 5
= YdabYs + 2MdjaV6) V5
= —€dabcY" + 2M4ja ) Vs, (I11.A.16)
where in the second equality we have used (I11.A.8).
A last useful relation that can be obtained from (IIL.A.8) is
YaVbeVd — VaVoeVa = 2€abca¥s + 2(7abTlcd ~ NacTlbd), (IILA.17)
(I11.A.18)

which can be checked by replacing 5 with (II1.A.14).
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