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Abstract

An important problem in bioinformatics is the reconstruction of gene regulatory networks from expression data. The analysis of genomic data stemming from high-throughput technologies such as microarray experiments or RNA-sequencing faces several difficulties. The first major issue is the high variable to sample ratio which is due to a number of factors: Firstly, a single experiment captures all genes while the number of experiments is restricted by the experiment’s cost, time and patient cohort size. Secondly, these data sets typically exhibit high amounts of noise. In recent years many different network inference algorithms were developed, these include Gaussian graphical models, feature selection strategies based on the computation of pairwise interaction scores and finally techniques inferring Bayesian networks. Methods belonging to the first two classes were developed to deal with large variable to sample ratios but mainly infer undirected networks. Whereas more complex techniques such as those belonging to the third class were designed to infer directed networks but usually require data sets with fewer variables than typically collected in expression data.

Another important problem in bioinformatics is the question of how the inferred networks’ quality can be evaluated. The current best practice is a two step procedure. In the first step, the highest scoring interactions are compared to known interactions stored in biological databases. The inferred networks passes this quality assessment if there is a large overlap with the known interactions. In this case, a second step is carried out in which unknown but high scoring and thus promising new interactions are validated ‘by hand’ via laboratory experiments. Unfortunately when integrating prior knowledge in the inference procedure, this validation procedure would be biased by using the same information in both the inference and the validation. Therefore, it would no longer allow an independent validation of the resulting network.

The main contribution of this thesis is a complete computational framework that uses experimental knock down data in a cross-validation scheme to both infer and validate directed networks. Its components are i) a method that integrates genomic data and prior knowledge to infer directed networks, ii) its implementation in an R/Bioconductor package and iii) a web application to retrieve prior knowledge from PubMed abstracts and biological databases. To infer directed networks from genomic data and prior knowledge, we propose a two step procedure: First, we adapt the pairwise feature selection strategy mRMR to integrate prior knowledge in order to obtain the network’s skeleton. Then for the subsequent orientation phase of the algorithm, we extend a criterion based on interaction information to include prior knowledge. The implementation of this method is available both as part of the prior retrieval tool Predictive Networks and as a stand-alone R/Bioconductor package named predictionet. Furthermore, we propose a fully data-driven quantitative validation of such directed networks using experimental knock-down data: Firstly, we use statistical tests to identify the set of genes that were truly affected by the perturbation experiment. The rationale behind our validation strat-
egy is to then consider these affected genes as gold-standard for any inferred network in the sense that these genes should be inferred as part of the perturbed gene’s childhood. Consequently, we can compute a performance score for an inferred network based on how many truly affected genes are inferred as part of the childhood of the perturbed gene. We complete this part of the thesis using experimental knock-down data from colorectal cancer cell lines to show the quality of the retrieved prior knowledge and the benefit that integrating prior knowledge has on the inferred networks’ quality. Furthermore, we use human tumor data to show that the experiments carried out on cell lines can be translated to collected observational patient data.

One shortcoming of pairwise feature selection strategies is their sensitivity to small changes in the data sets which might lead to significant changes in the set of selected variables. To overcome this problem we propose an ensemble feature selection strategy extending the classic mRMR strategy to ultimately improve the robustness of the feature selection step in network inference methods. The standard orientation scheme based on interaction information only orients those triplets with negative scores. We propose an improved orientation scheme to orient a maximum number of edges by also exploiting triplets with positive scores. The entropy estimation step is the bottleneck of methods using information theoretic measures to compute dependencies between the variables. Many estimators are too computationally demanding to be applied to high variable low sample data sets. In the final part of this thesis we compare experimentally the influence of entropy estimation on the quality of the inferred networks.
Résumé

Dans cette thèse nous présentons des approches pour la résolution de deux problèmes importants en bioinformatique. Le premier problème concerne l’inférence de réseaux de gènes à partir de plusieurs sources. D’une part, en utilisant l’information se trouvant dans la littérature et d’autre part, en utilisant des données d’expression génique. Dans le domaine de l’inférence de réseaux, l’approche de modélisation générale utilise des graphes dans lesquels les nœuds correspondent à des gènes, et les arcs représentent la régulation entre les gènes. L’inférence des réseaux géniques à partir de données génétiques est difficile en raison du grand nombre de variables et du petit nombre d’échantillons de données. Pour inférer ces réseaux, en d’autres termes la dépendance entre les variables, nous adaptions des méthodes basées sur des mesures issues de la théorie de l’information, plus précisément l’information mutuelle et l’information d’interaction, pour qu’elles puissent combiner plusieurs sources de données.

Le deuxième problème que nous abordons dans cette thèse est la validation quantitative de ces réseaux. Dans l’état de l’art, les interactions inférées sont comparées avec les interactions connues. Parce que nous utilisons ces interactions dans le processus d’inférence des réseaux afin de réduire sa variabilité, elles ne peuvent être aussi utiliser pour une validation indépendante. Pour cette raison, nous utilisons des données du type knock-down qui permettent d’étudier l’effet direct de chaque gène sur l’ensemble des autres gènes. Pour ces expériences un nombre des gènes ont fait l’objet de perturbations par RNAi (en anglais : RNA interference), une technologie permettant de forcer l’expression d’un gène à zéro. Pour obtenir un score de performance, il suffit de comparer cette liste des gènes concernés par les expériences knock-down avec les effets de chaque gène dans le réseau inféré.

Cette thèse a mené au développement de plusieurs outils informatiques : i) Un outil qui permet de collecter l’information se trouvant dans la littérature implémenté par Entagen et ii) une librairie qui permet l’inférence des réseaux orientés à partir de cette information et des données génétiques, implémentée dans R/Bioconductor et intégrée dans le premier outil.
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Chapter 1

Introduction

In this thesis we use machine learning techniques to design and assess a complete framework in which we i) infer directed networks combining genomic data and prior knowledge and ii) quantitatively validate these networks making use of experimental perturbation data. We apply these techniques to colorectal cancer data in order to better understand the underlying mechanisms governing this disease.

There have been many cornerstones on the way to the current massive generation of genomic data: the first isolation of deoxyribonucleic acid (DNA) in the late 19th century, the deciphering of its structure by Watson and Crick in the middle of the 20th century, the first sequencing of DNA some decades later and the first (almost) complete sequencing of a human genome in the early years of the current century. Nowadays, full genome sequencing is achieved using high-throughput techniques.

Amongst the high-throughput technologies developed in the last twenty years are microarray experiments and RNA-sequencing. They allow the measuring of gene expressions for tens of thousands of genes in a single experiment. From this data, researchers hope to gain a better understanding of various diseases with a major focus on cancer research.

In recent years researchers have come to the conclusion that diseases are not guided by a specific gene but rather by networks of genes [BGL11]. As these networks play such an important role in the development of a specific disease, they can help us reach a deeper understanding of the studied disease and thus facilitate the search for new targeted treatments. A consequence of understanding the importance of gene networks is that drugs are increasingly designed to not only intervene on a single gene but on multiple targets. Therefore, these networks are the key to identifying the set of genes that need to be targeted to most effectively treat the studied disease. Furthermore these networks allow the identification of other binding partners for these treatments and thus let us understand and possibly avoid the occurrence of unwanted side-effects [BGL11, TB07].
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As promising as it is to infer such networks from expression data sets, these data sets are difficult to analyze with standard statistical techniques due to primarily their large variable to sample ratio – possibly tens of thousands of variables and only up to a few hundreds of samples. Furthermore, these data tend to contain high amounts of noise partially due to the inherent variability in gene expression and partially due to experimental noise [CWK+02, KEBC05].

In this thesis we develop tools to infer directed networks from genomic data. We base our inference algorithms on information theoretic measures such as mutual information and interaction information.

Our main contributions are i) an algorithm that overcomes the difficulties posed by these data sets via the integration of prior knowledge in the inference process and ii) a completely data-driven framework to validate these interactions focusing on colorectal cancer data sets. We developed our inference and validation framework in collaboration with the Computational Biology and Function Genomics Laboratory, Dana-Farber Cancer Institute, Harvard School of Public Health\(^1\) and Entagen\(^2\) as part of the EUREKA project Predictive Network Refinement Through Perturbation. The two principal components of this project and also of the resulting implementation were the retrieval of known gene-gene interactions from biological databases and PubMed abstracts and the subsequent integration of this knowledge in a network inference algorithm.

Our final contributions in this thesis include i) an ensemble version of the feature selection strategy \textit{minimum redundancy maximum relevance} (mRMR) which allows to infer more robust networks; ii) an improved orientation algorithm based on interaction information which is able to orient more edges in a network than the standard approach and iii) an experimental study investigating the influence of entropy estimation techniques on the quality of inferred networks.

1.1 Colorectal cancer

Responsible for about 13\% of all deaths worldwide in 2008\(^3\), cancer is considered one of the leading causes of death. After lung and prostate cancer, colorectal cancer is the third most common cancer in the world with an estimated 1.24 million diagnosed people in 2008\(^4\). It is the fourth most common cause of cancer death worldwide\(^5\).

Originally, cancer that began in the tissues of the colon was called \textit{colon cancer} and cancer that started in the rectum was called \textit{rectal cancer} and the two types together

\(^1\)http://compbio.dfci.harvard.edu/
\(^2\)Entagen, Newburyport, MA, 01950, USA
\(^3\)http://www.who.int/mediacentre/factsheets/fs297/en/
\(^4\)http://globocan.iarc.fr/
\(^5\)http://www.cancerresearchuk.org/cancer-info/cancerstats/world/colorectal-cancer-world/
were named colorectal cancer\(^1\). Recent studies have shown that colon and rectal cancer are genetically the same cancer [Net12].

Partially due to increasing screenings for colorectal cancer, the number of mortalities has started to decline. In the USA for example, in 1975 approximately 60 new cases were diagnosed per 100000 people and the mortality rate was at approximately 28 deaths per 100000 people. In 2007 the incidence rate had decreased to 45 new cases and the mortality rate to 17 deaths per 100000 people\(^2\). Whilst early detection has been instrumental in reducing the number of mortalities, identifying key genes and their interactions will allow us to understand this disease’s underlying mechanisms and thus to develop targeted treatments.

The RAS genes HRAS, KRAS and NRAS have been identified as important players in a variety of tumors including therein colorectal cancer [Bos89]. This makes the RAS pathway an ideal candidate for further research. We describe pathways and more generally gene regulatory networks in Section 1.2.2. In Figure 1.1 we present two versions of the RAS pathway. The first image (Figure 1.1(a)) displays the known gene interactions as

Figure 1.1: Evolution of knowledge about the RAS pathway between 2007 and 2010 available for download from BioCarta: both the involved genes and the interactions have changed greatly

of 2007 and the second (Figure 1.1(b)) those known as of 2010. The comparison of these figures shows the quick evolution of knowledge indicating a high amount of research focused on this pathway and thus implicitly also its importance.

We start the following section by explaining some basic biology concepts necessary to understand the experimental parts of this thesis. Then we describe the process of collecting

---

\(^1\)http://www.cancer.gov/cancertopics/types/colon-and-rectal

\(^2\)http://www.cancer.gov/cancertopics/factsheet/cancer-advances-in-focus/colorectal
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expression data via microarray experiments and RNA-sequencing.

1.2 Expression data

The basis for all living organisms is their DNA which consists of nucleic acid/nucleotide sequences arranged in a double-helix structure. A gene corresponds to a specific sequence of the DNA. Three nucleotides, i.e. a codon, code for an amino acid. Certain codons do not correspond to an amino acid but instead mark the end of a gene.

Genes encode proteins which are the functional and structural units in the cells. The central dogma of molecular biology describes this encoding process. In the first step, the transcription, DNA is copied into messenger RNA (mRNA). In the second step, the translation, the information in the mRNA is used to synthesize proteins. Gene expression measurements quantify the amount of transcribed mRNA in a biological system. Until a few years ago, most of these measurements were collected through microarray experiments.

In a first step, the probes\(^1\) are synthesized onto the array surface. These probes serve as binding sites for the complementary DNA (cDNA) extracted from the tissue of interest, see Figure 1.2. Each of these cDNAs is fluorescently labeled before hybridization. During hybridization (Figure 1.3(a)) the cDNA attaches itself to the probe strands. The greater the number of samples that binds to the probes present in a specific spot, the higher is the concentration of labels in this spot. During the scanning phase (Figure 1.3(b)), a laser excites the dye and the emission is measured. The higher the number of labeled

\(^1\)In oligonucleotide microarrays such as those manufactured by Affymetrix: short sequences matching parts of the sequence of known or predicted gene coding regions.
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probes bound to a spot on the array, the higher the intensity.

![Microarray technology: hybridization and scanning phase](image)

**Figure 1.3:** Microarray technology: hybridization and scanning phase

A more recently developed technique to generate gene expression data is RNA-sequencing. The workflow of this technology is outlined in Figure 1.4 (taken from [WLB10]). The main steps are the same for the different available platforms such as Roche 454, Illumina or Solid. Therefore the explanations here will only focus on the general idea rather than on a given platform’s specific details which would be out of the scope of this thesis. In a first step, the sample mRNA is transformed into fragmented cDNA pieces either by a) RNA fragmentation followed by reverse transcription or by b) reverse transcription followed by cDNA fragmentation. In the second step, adaptors are added to the cDNA fragments. The fragments are then attached to the surface used by the sequencing platform of choice. As the sequencing machines cannot detect single fragments, these are amplified and then sequenced.

The reads are then mapped back to the reference genome assigning each read to an exon\(^1\) or a gene using unspliced read alignment or spliced alignments. The expression data is generated based on the read counts from the sequencing step.

Both microarray technology and next-generation sequencing measure the expression values of a larger number of genes simultaneously for each experiment. However the number of samples is very low, due to several factors: 1) When studying a specific disease/problem the number of patients might be low. 2) The high price of an experiment still prohibits carrying out a higher number of experiments. As discussed before, microarray experiments lead to noisy data sets. Even though next-generation sequencing

---

\(^1\)The subsequences of the primary transcript that are eliminated in order to form the mRNA do not actually code for anything and are called *introns*. The regions that will be used to build the gene product are called *exons*. [Dra03]
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Figure 1.4: RNA-sequencing workflow, figure taken from [WLB10]
technology is supposed to deliver more accurate data, currently the cost of experiments with the same accuracy of microarrays is still very high [WLB10]. Further advantages of RNA-sequencing experiments are i) their ability to identify transcripts that have not been previously annotated and ii) their capability to quantify very low and very high expression values which is not possible in microarray experiments due to background noise interference and hybridization saturation, respectively [SKCR12].

1.2.1 Knock-down data

Whenever biologists try to understand which genes are responsible for other genes’ expression or suppression they rely on perturbation data. Each sample in such a data set is generated by carrying out a knock-down experiment in which a single gene is silenced. This then allows us to study the influence this gene has on the remaining genes and thus to identify their causal relationships.

The silencing is achieved carrying out RNA interference (RNAi) [MM05] also known as post transcriptional gene silencing. The expression of the manipulated gene may not be completely removed and hence RNAi differs from knockout\(^1\) experiments in which the removal of the targeted gene’s expression is complete.

RNAi works by preventing the translation of messenger RNA (mRNA) which was produced during the transcription phase, taking advantage of the fact that without the mRNA the associated gene is basically shut down. After introducing double stranded RNA that will trigger the RNA interference, they will be cut into small fragments by a dicer. These fragments are then used to identify the mRNA that matches the fragments. The subsequent destruction is achieved by slicing the mRNA.

1.2.2 Transcriptional regulatory networks

The activities of cells depend on multiple hierarchical networks representing metabolic interactions, protein-protein interactions and gene interactions [BdlFM02]. These different networks and the interactions between them are presented in Figure 1.5. In this figure we observe that genes do not interact directly with each other but via proteins and metabolites.

However, expression data is only a collection of the genes’ expression values. Therefore, making the simplifying assumptions that genes interact directly with other genes, these indirect gene-gene relationships are represented by so-called gene regulatory networks, also known as transcriptional regulatory networks. An example of such a network is the RAS pathway in Figure 1.1.

---

\(^1\)Term for the generation of a mutant organism in which the function of a particular gene has been completely eliminated (www.biology-online.org)
Thus, under the assumptions that i) genes directly affect each other and ii) gene expression is independent of protein and metabolite levels, one of the challenges in systems biology is how to efficiently learn these gene regulatory networks from expression data.

1.3 Machine learning context

Given the difficulties inherent to expression data such as a large variable to sample ratio and a high amount of noise, different machine learning techniques have been used to reconstruct gene regulatory networks from this data. In this section we present the necessary concepts used throughout the thesis.

1.3.1 Model selection [MR05]

Given expression data sets, our main focus lies on the modeling of dependencies between gene expression values. The question of determining how a target gene is regulated by other genes can be formulated as a supervised learning problem. Specifically, the target gene is the target variable, often denoted by \( Y \), the remaining genes are the input variables, denoted by \( X = (X_1, \ldots, X_n) \), and the discovered relationship between input variables and target variable is the model

\[
Y = f(X) + \varepsilon, \tag{1.1}
\]
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with \( f(\cdot) : \mathcal{X} \to \mathcal{Y}, \varepsilon \) assumed to be independent of \( \mathbf{X} \) and \( \mathbb{E}(\varepsilon) = 0 \).

This model can then be used to predict the outcome for new objects. A set of input/output data \( \mathbf{D} = \{(\mathbf{X}_1, Y_1), \ldots, (\mathbf{X}_m, Y_m)\} \) is called a training set and a set of objects is called test set.

When characterizing supervised models according to the output type, the two main classes are classification and regression. The former maps the input space into a predefined finite set of classes (the classes are sometimes called factors) whereas the latter maps the input space into an integer or a real-valued domain. An example of an application for classification problems is patient classification in breast cancer. Using expression data to classify a patient’s tumor, the appropriate treatment can then be selected thus ensuring that the patient has the best chance of survival [VtVDVdV+02]. A possible application of regression models is to use them in order to predict the expression of a gene given the model.

The problem of selecting the best model given the data is known as model selection. Suppose a learning algorithm returns the parameters \( \theta \) of a model \( h(\mathbf{X}, \theta) \). Different models have different levels of complexity and selecting the best model given the data typically requires minimizing the mean squared error (MSE). Let \( \hat{\theta} \) be the estimate of an unknown parameter \( \theta \) given such a model. Then its MSE is defined as

\[
\text{MSE}(\hat{\theta}) = \mathbb{E}\{(\hat{\theta} - \theta)^2\}. \tag{1.2}
\]

It has been shown [Geu10] that two different quantities contribute to an estimator’s MSE, its bias

\[
\text{bias}(\hat{\theta}) = \theta - \mathbb{E}(\hat{\theta}) \tag{1.3}
\]

and its variance

\[
\text{var}(\hat{\theta}) = \mathbb{E}\{\hat{\theta}^2\} - (\mathbb{E}\{\hat{\theta}\})^2. \tag{1.4}
\]

The MSE can be then decomposed as follows

\[
\text{MSE}(\hat{\theta}) = (\text{bias}(\hat{\theta}))^2 + \text{var}(\hat{\theta}). \tag{1.5}
\]

Thus minimizing the MSE is equivalent to finding the optimal bias-variance trade-off (Figure 1.6).

A model with low complexity results in small variance of the predictions made but at the cost of higher bias, whereas a highly complex model will reduce the bias but increase the variance. This phenomenon is closely related to the problem of overfitting.

Overfitting occurs when the model chosen for the given data is too complex. This model will usually score very well on the training data whereas it will score badly on the test data.
Since the MSE can be decomposed in bias and variance terms (Appendix E), model selection hence consists in selecting a model whose bias-variance tradeoff is optimal in the sense that it minimizes the MSE. This optimal tradeoff is achieved by choosing the optimal level of complexity of the model, as illustrated in Figure 3.2.

Of course, the appropriate level of complexity depends on the true underlying function’s complexity but also on the sample size. The smaller the latter becomes relative to the number of variables, the more important becomes the variance term. Simpler models can then achieve better predictive performance (Section 3.5) than more complex ones.

Model selection algorithms thus have a crucial role and “in interplay with subject-matter considerations [...] they may make a useful contribution to many analyses” [70]. However, “it is essential to regard model selection techniques as explorative tools rather than as truth-algorithms” [70].

3.2 The bootstrap and the jackknife

Resampling methods, which can be used for model validation (Section 3.1.2), can also be used to estimate the bias and variance of an estimator. In this thesis, we will use the bootstrap (Section 3.2.1) to estimate the bias (Section 5) and the jackknife (Section 3.2.2)

The converse problem, underfitting occurs when the chosen model is not complex enough. In this case, the model will score badly on both the training data and on the test data.

1.3.2 Feature selection

In view of the high variable/low sample problem and the high amount of noise intrinsic to expression data, selecting relevant features has several advantages over models using all variables.

i. Easier interpretation of the model: the selection of a subset of variables enables us to better understand the underlying process.

ii. Higher generalizability of the model: using fewer variables to build the model makes it less prone to overfitting and thus enables it to make good predictions on new samples.

iii. Building a model only on a small subset of variables reduces the computational cost compared to that of building the model using all variables.

There are three main types of feature selection algorithms: filter, wrapper and embedded methods [GE03]. Filter methods select a subset of variables independently of the chosen predictor. Wrapper methods select a subset of variables based on their predictive power for the chosen predictor. Embedded methods select the variables in the process of the learning procedure specific to the given learning machine [GE03].
1.3.3 Reconstruction of gene regulatory networks

An important tool for the representation of gene regulatory networks are graphical models. In these models the variables correspond to genes and the edges correspond to the interactions between the genes. Depending on the model, the directed or undirected edges represent different types of dependencies. The differences between directed and undirected graphs will be discussed in Section 2.2.

A key problem in the reconstruction of gene regulatory networks is the large number of variables. Aside from the difference in the type of dependencies the methods also vary in their complexity which makes them better or less suited for the reconstruction task. These methods can be grouped as follows by decreasing complexity.

The highest computational complexity is attributed to methods inferring Bayesian networks. These are directed acyclic graphs together with a probability distribution. In these networks, the absence of an edge between two nodes corresponds to a conditional independence relationship between the associated variables. A detailed discussion is provided in Sections 3.2 and 3.3.1.

The next class of methods are Gaussian graphical models. The main assumption for these models is that the variables follow a multivariate normal distribution. In these models, a missing edge between two nodes corresponds to the two variables being independent conditionally on all remaining variables. These are typically undirected. We discuss methods to infer Gaussian graphical models in Section 3.1.

The last category of methods we present are feature selection techniques which have been successfully applied to reverse engineering of regulatory networks in [BK00, MNea06, FHea07, MKLB07]. These inference techniques start by selecting a number of relevant features for each variable in the data set. The relevance criterion varies depending on the algorithm and is usually based on correlation or mutual information. For each selected feature an undirected edge is drawn in the network to the target variable, thus inferring a network variable by variable. These methods will be discussed in Section 3.3.2.1.

1.4 Causality

Whenever predictions involve the outcome of manipulations, standard feature selection techniques do not suffice. As they were designed to return good predictions they do not necessarily model the underlying mechanisms [GAE07] and may therefore include both causes and effects of the target variable. In fact, the most relevant variables are those present in the target variable’s Markov blanket which includes the target variable’s parents, children and spouses [TA03]. Therefore, selecting features based only on relevance with the target will not yield information concerning cause-effect relationships.
However, in certain prediction tasks this information is crucial, for example when designing targeted treatments for a disease under study. In other words, when predicting the outcome of a manipulation.

When discussing the inference of causal relationships between variables using only observational data, probably the most frequently cited statement is (for example in [GAC+08])

\textit{association is not causality.}

As undoubtably as this statement is true, there are frameworks and methods that allow for causal inference using measures of association.

Throughout this thesis we will be interested in cause-effect relationships defined based on the notion of manipulation. We present in this section the basic assumptions and definitions needed to infer such cause-effect relationships from observational data [GC99, HR13].

Let $V$ be the set of modeled variables and $p$ an associated joint probability distribution. Each variable that is a member of the minimum set of variables whose manipulation will change the distribution of a target variable $Y$ is said to causally influence $Y$. In other words this set is the minimum set of variables sufficient to change the distribution of $Y$.

A typical example of a causal effect occurs in epidemiological studies when comparing the outcome of a treatment versus that of withholding this treatment on a population. Whenever the two outcomes differ, the treatment is said to have a causal effect on the outcome. In real-world studies it is impossible to observe the outcome for a patient in both scenarios: having received treatment and not having received treatment. For each individual, only one of the two counterfactual outcomes is observed, while the other one remains unknown. The idea of randomized experiments is to ensure that these missing values occur randomly so that cause-effect relations can be inferred. However, in practice randomization is infrequently applied due to ethical and/or practical reasons.

Another typical approach to causal inference is the use of controlled experiments [HR13]. In this type of experiment the research subjects are divided into two groups, one receiving treatment and the control group which does not receive the treatment. The control group needs to be indistinguishable from the treatment group except for the variable whose effect is being studied. In observational studies, experimental manipulations are impossible but the controlled experiment can be imitated by using a part of the data set in which the controlled variable is constant. In probabilistic terms this is equivalent to considering dependencies conditioned on the controlled variable. In the following we present the usual assumptions for causal inference from observational data and furthermore how to use conditional dependencies to detect specific causal patterns.

A causal relationships of the type ‘$X$ causes $Y$’ can be visualized using a directed graph $X \rightarrow Y$. This graphical representation allows the encoding of both causal relations and
dependence relations. A typical example for the intrinsic difference between the two relations is the 'smoking, risk of lung cancer and carrying a lighter' example. Common

Figure 1.7: Causal relationship between smoking and carrying a lighter and lung cancer. Example taken from [HR13]

knowledge about the causal relationships can be represented by the directed graph in Figure 1.7: On the one hand, carrying a lighter has no causal effect on the risk of lung cancer. On the other hand, smoking does have a causal effect on both carrying a lighter and lung cancer and vice versa. However, there is an association between carrying a lighter and lung cancer: carrying a lighter increases the likelihood of smoking which in turn increasing the risk of developing lung cancer. This is one of the examples for which an existing dependence between variables does not imply causality between these variables.

Figure 1.8: Causal relationship between a haplotype without causal effect on the risk of becoming a smoker but with a causal effect of the risk of heart disease. Example taken from [HR13]

The second part of this example concerns the causal influence of smoking and a specific haplotype on heart disease, see Figure 1.8. There is no causal effect between the specific haplotype and smoking and there is also no association between the two variables: having additional information on somebody’s haplotype does not help to predict whether or not they are smoking, due to

\[ p(\text{smoking}|\text{does not have haplotype}) = p(\text{smoking}|\text{has haplotype}). \]  

In graph theory, the node such as 'heart disease' is known as collider. Colliders block the association along their path (Section 2.2.2) and form the pattern that algorithms based on independence tests try to identify (see Section 3.2.1)

The network is modeled by a directed acyclic graph in which the nodes correspond to the
variables and the arcs to the causal relationships. This is known as a Bayesian network, see Section 2.2.2 for a formal definition.

Two conditions guarantee the one-to-one mapping between the probability distribution $p$ and the directed graph $G$.

**Causal Markov Condition** The CMC is satisfied if and only if $\forall X \in V$ it holds that according to $p$, $X$ is independent of its non-effects given its direct causes.

**Causal Faithfulness Condition** Two variables are only probabilistically independent if their independence is due to the Markov condition.

Apart from the examples presented in Figures 1.7 and 1.8, there exist situations in which it is more difficult or even impossible to infer causality from observational data. These problems usually manifest through the simultaneous occurrences of 'no causal effect of the treatment on the outcome' and 'association between treatment and outcome'.

**Common causes** Two variables are *confounded* if they are probabilistically dependent due to one or more common causes. A *confounder* is a variable that can be used, possibly not by itself, to remove confounding. Therefore, if the confounders have been measured, conditioning on them will remove the statistical dependency that is due to confounding. In randomized experiments confounding should not exist as the fact of receiving the treatment is random. This random selection cannot be the cause of the outcome.

When learning from observational data, the assumption is made that enough variables are measured such that every common cause of any two (or more) variables is in $V$. This condition is known as *causal sufficiency*.

**Conditioning on common effect** The problem of conditioning on a common effect is easiest understood using an example. Consider Figure 1.9, in which a treatment $A$ is administered which has a causal influence on the development of a certain disease $Y$. Let $C \in \{0, 1\}$ represent 'death of the patient'. Then both $A$ and $Y$ are causes of $C$:

- Having disease $Y$ will increase the risk of death and
- $A$ could reduce the likelihood of death due to other reasons than those incorporated in $Y$.

When this study is now restricted to patients that survived it is conditioned on $C = 0$. This would result in an induced association between $A$ and $Y$ which is not due to a causal relation between them. This problem is known as *selection bias*.

This selection bias can be induced when a data set originally contains missing values and is then restricted to complete data samples.
1.5 Causal inference

Methods that infer causal relations between variables are mainly those that infer Bayesian networks using independence tests: the so-called constraint-based techniques (Section 3.2.1). They mainly rely on identifying v-structures as described in Figure 1.8. This is due to the fact that triplets $\langle X, Y, Z \rangle$ in a v-structure $X \rightarrow Y \leftarrow Z$ correspond to a specific set of (in)dependences

\begin{align*}
X \perp Z | Y, \\
X \perp Z,
\end{align*}

where $X \perp Z$ denotes that $X$ is independent of $Z$ and $X \not\perp Z | Y$ that $X$ and $Z$ are not conditionally independent given $Y$.

The remaining three possible configurations of triplets $X, Y, Z$ with $X$ and $Z$ unconnected are depicted in Figure 1.10 and represent the independence relation

\[ X \perp Z | Y. \]

Therefore, algorithms can exploit this difference in dependence relations to unambiguously distinguish v-structures from the remaining possible configurations. However, the original orientation methods proposed in [Pea00, SGS01] based on the identification of v-structures using dependency tests, require a number of statistical tests that is exponential in the number of variables. This high number of tests prohibits the application for any data set with more than a hundred variables. Improvements with regards to the number of independence tests have been achieved by focusing on Markov blankets.
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(Section 3.3.1). It has been shown that from observational data alone, only networks belonging to the same equivalence class as the true network can be learnt. All graphs in this class agree on the network’s skeleton\(^1\) and the v-structures. If all equivalent networks ‘agree’ on an edge \(X \rightarrow Y\), it can be deduced that \(X\) is a cause of \(Y\) [FLNP00].

1.6 Prior integration

The difficult nature of expression data with only few samples compared to the large number of variables explains why the inclusion of prior knowledge in the inference process is deemed beneficial. The effective integration of prior knowledge in the modeling requires i) an automated retrieval of said prior knowledge, ii) the transformation of the prior knowledge in a format such that inference methods can make use of them and iii) an approach that can efficiently use it to improve the accuracy of the inferred network.

1.6.1 Tools for knowledge retrieval

The results of research conducted on biomedical data sets are available from different sources. Abstracts of published articles are available from PubMed, open access articles are featured on PubMed Central and experimentally validated interactions between genes have been stored in biological data bases such as Pathway Commons [CGD\(^+\)11]. However when one is interested in the known interactions between sets of genes, it is difficult to manually search these sources due to the large quantity of information. Therefore, different tools [HV05, MRF\(^+\)08, IRMM10, HKOD\(^+\)12] have been implemented that can carry out automated searches and usually return the compiled set of known interactions.

The online service information Hyperlinked Over Proteins (iHOP) was designed such that the user could retrieve biomedical literature linked to a gene of interest [HV05]. However it does not allow automated retrieval for multiple genes of interest. This was the main motivation behind the development of the Gene Interaction Miner (GIM): to provide an interface in which a list of genes can be uploaded and all associated publications can be retrieved [IRMM10]. The output of GIM are gene-gene interactions, supporting references and an output graph in which the edges’ weights are the number of citations found.

The networks extracted in GeneMANIA consist of nodes representing genes or proteins and undirected edges representing co-functionality of the associated genes or proteins [MRF\(^+\)08]. These networks are known as functional association networks. The weight of an edge corresponds to the confidence in the co-functionality as extracted from the given data source.

The aim of GeneMANIA is twofold: to build functional association networks using different data sources and subsequently to fuse these into one final network. Secondly, this

\(^1\)Undirected network after removal of all edges’ orientation
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single functional association network is then used to predict gene functions. Furthermore, it has been implemented to carry out these computations in real-time on a web server.

After uploading a gene list and selecting the desired sources, the web server presents a network in which edges are color coded by source. Different exporting options are available for both the network graph, the connections themselves and the search parameters.

1.6.2 Using prior knowledge for the inference of gene regulatory networks

Until now only a few inference techniques integrated prior knowledge, mainly Bayesian networks and kernel methods presented in detail in Sections 3.2 and 3.5, respectively.

In order to make use of this edge-wise prior knowledge in the Bayesian network framework, it must first be transformed into a prior distribution over the set of directed acyclic graphs. We present these different techniques in Section 3.2.2.2. Once a prior distribution is available, different advances can be made in score-based learning to integrate this prior knowledge: either in the scoring function itself or in the search algorithm (Sections 3.2.2.1 and 3.2.2.1).

Another class of methods that combines data from different sources are kernel methods. Algorithms that belong to this class start by representing the genomic data, prior knowledge and other sources of information by kernels and then interpret these as undirected networks. We present different kernel-based techniques in Section 3.5.
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1.7 Contributions’ summary

1.7.1 Methodology

In this thesis we develop a comprehensive framework that addresses two important problems in bioinformatics. The first problem is the inference of directed networks from expression data and the challenges these data sets pose, i.e. the high variable to sample ratio and the high amount of noise. The second issue concerns the subsequent validation of the inferred networks. To the best of our knowledge there exists no purely data-driven quantitative evaluation in the literature for non-temporal data (more details on time-series data in Appendix B.5).

![Diagram]

**Figure 1.11:** The comprehensive analysis framework, using Predictive Networks for prior knowledge retrieval, predictionet to infer directed networks and knock-down (KD) data in a cross-validation scheme for the data-driven validation.

Our framework addresses these problems as follows (see Figure 1.11).

**Prior knowledge retrieval:** We implement a web application named Predictive Networks that retrieves known gene-gene interactions from biological databases and PubMed abstracts using text-mining techniques [HKOD+12].

**Network inference:** We base our network inference approach on feature selection techniques using information theoretic measures and adjust these rankings in a linear combination scheme with the prior knowledge [ODF+13]. We implement this inference approach in an R/Bioconductor package named predictionet [HKOBQ12] and additionally make it available as part of Predictive Networks.
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Data-driven validation: Using experimental knock-down data from colorectal cancer cell lines, we design a cross-validation scheme in which the samples related to a specific knock-down are used as test set and the remaining samples as training set. We use the training set together with retrieved prior knowledge to infer directed networks and the test set to evaluate the inferred network’s quality [ODF+13].

The remaining contributions of this thesis involve extensions to the different techniques used to infer the directed networks.

Causal inference We present a novel heuristic based on negative and positive interaction information which takes into account an edge’s neighborhood for its orientation. Furthermore, we present a fast way of computing the three-variate interaction information via bivariate quantities under the assumption of Gaussianity [OMB13].

Ensemble mRMR The standard mRMR feature selection procedure selects at each step the variable which has the highest score with the target variable. Due to the high variable to sample ratio, feature selection tends to be sensitive to small changes in the data set. In order to obtain a more robust solution, we infer at each step a set of models by taking not only the highest scoring feature into account but a predefined number of high scoring features. The result of this technique is a tree of mRMR models in which each branch corresponds to a single mRMR model. We implemented our ensemble mRMR approach in the R/Bioconductor package named mRMRe [DJPCO+13]. We evaluated the performance of our ensemble mRMR approach on different generated data sets both in terms of robustness of the selected features as well as in terms of the inferred networks’ quality.

1.7.2 Software

Cran R package predictionet The functionalities of this package can be categorized as follows: i) Functions related to network inference using genomic data and prior knowledge: the user provides the data, prior knowledge and the weighting factor between the two sources. ii) Functions needed for validating the inferred networks: a cross-validation scheme which automatically computes the stability of each edge and the predictive ability for each variable. The inference part of the package has been integrated into the Predictive Networks web application.

OMbIT We implement the arc orientation algorithm we developed in R and will integrate it in the next release of the network inference package MINET as part of [OMB13]. It will extend MINET’s functionality to the inference of directed networks, including the fast estimation of the three-variate interaction-information.
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1.7.3 Experimental findings

Causal discovery in colorectal cancer

In this case study (Chapter 5), we focus on a specific biomedical problem: the question of how genes in the RAS pathway interact in colorectal cancer. The experiments were carried out in the Computational Biology and Function Genomics Laboratory, Dana-Farber Cancer Institute, Harvard School of Public Health, generating a knock-down data set in which eight core genes of the RAS pathway, as described in BioCarta 2007, were knocked down one at a time. The perturbation experiments were performed in two colorectal cancer cell lines. We propose a set of novelties with the following goals: i) We establish the validity of the proposed purely data-driven quantitative validation framework using the described knock-down data; ii) We experimentally verify the quality of prior knowledge downloaded from Predictive Networks; iii) We experimentally prove that the quality of inferred networks when combining genomic data and prior knowledge is higher than that of the respective networks using only one of the sources; iv) We show that the knock-down experiments obtained using colorectal tumor cell lines can also be used for real colon tumor patients.

Determining the influence of entropy estimation on network inference

The estimation of mutual information is a difficult task for two reasons: i) The high number of variables requires a very efficient computation therefore not all estimators can be applied to expression data; ii) The low number of samples makes it very difficult to obtain a good estimate. Nonetheless, estimation of mutual information is an integral part of all network inference based on information theory. In the last section of the contribution chapter (Section 6.3) we study a number of state-of-the-art estimators with respect to their influence on network inference performance both on generated data sets and on biological data.

1.7.4 Publications

1.7.4.1 Used in thesis

Peer-reviewed journal


- [ODF+13] Catharina Olsen, Amira Djebbari, Kathleen Fleming, Niall Prendergast, Renee Rubio, Frank Emmert-Streib, Gianluca Bontempi, Benjamin Haibe-Kains*

1http://compbio.dfci.harvard.edu/
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Book chapter


Conferences and workshops


1.7.4.2 Not used in thesis

Peer-reviewed journal
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1.8 Outline

This thesis is divided into five parts. First, we present the necessary definitions for modeling dependencies. This includes a short introduction to undirected and directed graphs, definitions and properties related to information theory and finally, different estimators for entropy and mutual information. In the second part, we present state-of-the-art methods for network inference, causal inference and prior integration. These include Gaussian graphical models, Bayesian networks, methods based on feature selection, ensemble techniques and kernel-based methods. The next three chapters are devoted to our contributions. In the first one we present our methodological contributions to the inference of directed networks from genomic data and prior knowledge together with a purely data-driven approach to network validation. The next chapter is dedicated to the experimental study applying the proposed methods to colon cancer data. In the final contribution chapter we present extensions to mRMR feature selection, causal inference and a study on the influence of entropy estimation has on the quality of inferred networks. Finally we draw our conclusions and present directions for future work.
Chapter 2

Preliminaries: graphical models and information theory

This chapter serves as foundation for the algorithms presented later in this thesis. We start with definitions and properties from probability theory. Then we introduce concepts from graph theory as well as their role in modeling probabilistic relations between variables. Afterwards we introduce different linear dependency measures and outline of the importance of information theory for modeling dependencies. Then we present different testing procedures important for constraint-based algorithms. We conclude this section with an overview of estimation techniques for the different information theoretic quantities.

2.1 Probabilistic relations

In this thesis, capital letters \(X, Y, Z\) will denote random variables, \(x \in \mathcal{X}, y \in \mathcal{Y}, z \in \mathcal{Z}\) their realizations.

2.1.1 Discrete random variables

Let \(X\) and \(Y\) be two discrete random variables, following a probability distribution \(p\). \(X\) and \(Y\) are independent if

\[
p(X = x, Y = y) = p(X = x)p(Y = y), \quad \forall x \in \mathcal{X}, y \in \mathcal{Y}.
\]

The conditional probability is defined as

\[
p(X = x | Y = y) = \frac{p(X = x, Y = y)}{p(Y = y)}, \quad \forall y : p(Y = y) > 0.
\]

Consider three random variables \(X, Y\) and \(Z\). \(X\) and \(Y\) are called conditionally indepen-
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Conditional independence between $X$ and $Y$ given $Z$ will be denoted by $X \perp \perp Y | Z$.

The following property (known as Bayes' theorem) builds the basis for the Bayesian approach to probability theory. It relates the conditional and marginal probabilities.

**Property 2.2** [Fel68]

Let $X$ and $Y$ be two random variables with probability distribution $p$. Then, given that $p(X = x) > 0$ for all realizations $x$ of $X$, the following equation holds

$$p(Y | X) = \frac{p(X | Y)p(Y)}{p(X)},$$

where $p(Y)$ is known as prior or marginal probability of $Y$, $p(Y | X)$ as posterior probability and $p(X)$ serves as normalization constant.

### 2.1.2 Continuous random variables

In the following, we state some of the analogous definitions and properties for continuous random variables.

Let $X$ and $Y$ be two continuous random variables. $X$ and $Y$ are independent if their joint density $f_{X,Y}$ factorizes into the product of their marginal densities $f_X$ and $f_Y$:

$$f_{X,Y}(x,y) = f_X(x)f_Y(y).$$

The conditional probability density function of $Y$ given $X$ is defined as

$$f_{Y|X}(y,x) = \frac{f_{X,Y}(x,y)}{f_X(x)}, \quad f_X(x) > 0.$$

**Definition 2.3** [Whi90]

$X$ and $Y$ are called conditionally independent given $Z$ if

$$f_{X,Y|Z}(x,y,z) = f_{X|Z}(x,z)f_{Y|Z}(y,z) \quad \forall z : f_Z(z) > 0.$$
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the Markov condition and the faithfulness condition. In the final part, we discuss the conceptual difference between undirected and directed graphs.

2.2.1 Undirected graphs

An undirected graph, denoted by \( G = (V, E) \), is a pair which consists of a finite set \( V \) of nodes (also called vertices) and a finite set \( E \) of edges (also called arcs) between these nodes. Two vertices \( A, B \in V \) are adjacent if there is an edge between them. In Figure 2.1 the vertices \( A, D \) are adjacent as well as \( A, B \) and \( B, C \) and \( B, D \).

**Notation 2.4**
The set of adjacent variables of a node \( X \) will be denoted by \( \text{adj}(X) \).

![Figure 2.1: undirected graph](image)

For three subsets \( A, B \) and \( S \) of \( V \), the set \( S \) separates the two sets \( A \) and \( B \) if all paths from \( A \) to \( B \) intersect \( S \). In Figure 2.1, the node \( B \) separates \( \{A, D\} \) and \( \{C\} \).

A link between the separation of variables and probability theory is provided via the Markov property which given the graph allows to deduce conditional independencies between two variables from their adjacencies.

**Property 2.5** (Markov properties for undirected graphs)[Edw00]

- **Pairwise Markov property:** If two variables are not adjacent, then they are conditionally independent given the set of remaining variables.

- **Local Markov property:** Each variable \( X \) is conditionally independent of its non-neighbors given its neighbors

\[
\forall X \in V : \quad X \perp \!
\!
\!
\perp (V \setminus \{X \cup \text{adj}(X)\}) \mid \text{adj}(X), \quad (2.1)
\]

where \( \text{adj}(X) \) denotes the set of adjacent nodes of \( X \), without \( X \) itself.

- **Global Markov property:** If two sets of variables \( X, Y \) are separated by a third set of variables \( Z \) (all three being disjoint subsets of \( V \)), then

\[
X \perp \!
\!
\!
\perp Y \mid Z. \quad (2.2)
\]

These properties are related as follows.
Property 2.6 [Lau96]
For any undirected graph $G$ and the associated probability distribution on $X$

$$\text{Global Markov } \Rightarrow \text{ Local Markov } \Rightarrow \text{ Pairwise Markov.}$$

(2.3)

In general, these properties are not equivalent but it has been shown that equivalence holds if the probability density function is continuous and strictly positive [Lau96].

The Markov condition(s) provide(s) a tool to read probabilistic independence relations directly from the undirected graph. However, it does not guarantee that the inverse relation holds: the independence relations entailed in the graph are the only ones entailed in the corresponding probability distribution. A second property is needed to ensure this:

Definition 2.7 [Pea00]
A probability distribution $p$ is **faithful** to $G$ if for all random variables $X_i$ and $X_j$ and sets $S \subseteq V \setminus \{X_i, X_j\}$ with $X_i \perp \!\!\!\!\!\!\perp X_j|S$ it holds that $S$ separates $X_i$ and $X_j$.

2.2.2 Directed graphs

A directed graphs will be denoted by $G = (V, E)$. Unlike the definition of undirected graphs, the set $E$ of edges now contains ordered pairs of vertices. In the drawing of the graph the edges will be represented as arrows. Figure 2.2: there is an arrow from $A$ to $B$, thus $(A, B) \in E$.

![Figure 2.2: directed graph](image)

If there exists an arrow between two vertices $A$ and $B$, that is $A \rightarrow B$ or $B \rightarrow A$, the nodes are called **adjacent**. The set of adjacent variables of a variable $X$ will again be denoted by $\text{adj}(X)$.

A directed path from node $V_1$ to node $V_k$ requires that $V_i \rightarrow V_{i+1}$ for all $i = 1, \ldots, k-1$. A path for which the first and the last node coincide is called **directed cycle**. In the following, the class of interest are directed graphs with no directed cycles. These are called **directed acyclic graphs (DAG)**.

If $V_1 \rightarrow V_2$, then $V_1$ is called a **parent** of $V_2$, and $V_2$ is called **child** of $V_1$. The set of parents of $V_2$ is denoted by $\text{pa}(V_2)$, the set of children as $\text{ch}(V_2)$. If there is a directed
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path from $V_1$ to $V_2$ then $V_1$ is called an **ancestor** of $V_2$, denoted by $an(V_2)$, and $V_2$ is called a **descendant** of $V_1$, denoted by $de(V_1)$. These definitions can be extended to sets of nodes: denoted by $an(V_2)$ and $de(V_1)$, respectively.

### 2.2.2.1 Bayesian networks

In this section the definition of Bayesian networks is provided via the association of a DAG $G$ with a probability distribution such that a node is conditionally independent of all its non-descendants given its parents.

The first necessary property relates the absence of directed cycles to the existence of an ordering of the nodes in the graph.

**Property 2.8** [Edw00]
The absence of any directed cycles is equivalent to the existence of an ordering of the nodes $\{V_1, \ldots, V_k\}$ such that $V_i \rightarrow V_j$ only when $i < j$. The numbering is not necessarily unique.

Assuming an ordering $V_1, \ldots, V_n$ for the given variables such that $V_i$ is prior to $V_{i+1}$ for $i = 1, \ldots, n - 1$. Corresponding to the ordering, the joint density of $V_1, \ldots, V_n$ can be factorized as

$$f_{V_1}(v_1) f_{V_2|V_1}(v_2, v_1) \ldots f_{V_n|V_{n-1}, \ldots, V_1}(v_n, \ldots, v_1) = \prod_{V \in V} f_{V|pa(V)}(v|pa(v)).$$

(2.4)

Based on this factorization, a Bayesian network can be defined as follows.

**Definition 2.9** [CGK+01]
A Bayesian network $BN = (G, p)$ consists of a directed acyclic graph $G = (V, E)$ and the probability distribution $p$ over all possible realizations. Each node $X \in V$ represents a variable and each arc $E \in E$ represents a probabilistic dependency between the associated nodes. Furthermore, all variables $X \in V$ are probabilistically independent of all non-descendants of $X$ given the parents of $X$, as described by equation (2.4).

In order to construct a DAG, an arrow is added from $V_i$ to $V_j$, where $i < j$, unless $V_i$ and $V_j$ are conditionally independent given all prior variables

$$V_i \perp \perp V_j \mid (\{V_1, \ldots, V_j\} \setminus \{V_i, V_j\})$$

$$= V_i \perp \perp V_j \mid an(\{V_i, V_j\}).$$

(2.5)

This behavior of DAGs corresponds to the pairwise Markov property for undirected graphs (this will be referred to as **Markov condition** for DAGs).

**Definition 2.10** [Pea00, SGS01, CGK+01]
If a DAG and a probability distribution satisfy equation (2.4), the graph is said to satisfy the **Markov condition**.
Thus a Bayesian network satisfies the Markov condition by definition. Moreover, it is only a Bayesian network if no edge can be removed without also changing the implied dependencies [Mar03].

The other two Markov properties (local: equation (2.1) and global: equation (2.2)) cannot be related one-to-one to directed graphs. However, there exists a property which provides the connection between the graph-theoretic separation and conditional independence in directed graphs. This criterion is known as d-separation.

### 2.2.2.2 D-separation

A triplet of variables \( X \rightarrow Y \leftarrow Z \), where \( X \) and \( Z \) are not connected is called a **v-structure** and the center node \( Y \) is called a **collider**.

In Figure 2.2, the node \( B \) is a collider and the three nodes \( A, B, C \) form a v-structure.

Let \( S_1 \) and \( S_2 \) be two sets of nodes connected by a set of paths. A set of nodes \( S_3 \) **blocks** such a path between \( S_1 \) and \( S_2 \) if there is a node \( X \) on this path satisfying one of the following conditions [Pea00, Mar03]:

i. \( X \) is a non-collider and \( X \in S_3 \), or

ii. \( X \) is a collider but \( X \not\in S_3 \) and \( \text{de}(X) \cap S_3 = \emptyset \).

In Figure 2.3, all paths between the two sets \( S_1 \) and \( S_2 \) are blocked by the set \( S_3 \). The first two paths in the graph correspond to the first criterion as they depict a chain and a fork, respectively. The third path corresponds to the second criterion where neither the collider nor its descendants belong to the separating set \( S_3 \).

**Definition 2.11** [Edw00]

Let \( S_1, S_2 \) and \( S_3 \) be sets of vertices in the graph. If \( S_3 \) blocks all paths between \( S_1 \) and \( S_2 \), then \( S_3 \) **d-separates** \( S_1 \) and \( S_2 \).

Under the Markov condition, the d-separation criterion allows to read conditional independence relations off a directed graph. That is, if two variables \( X \) and \( Y \) are d-separated by a set \( Z \), then \( X \perp \perp Y \mid Z \) [Shi02].

**Definition 2.12** [Pea00]

The minimal set of nodes which d-separates node \( X \) from all other nodes is called the **Markov blanket** of \( X \).

**Notation 2.13**

The Markov blanket of \( X \) will be denoted by \( \text{MB}(X) \); in this context \( X \) is called the **target variable**.
2.2 Graphical representations of probabilistic relations

\[ \text{Figure 2.3: } \text{d-separation: variables in } S_1 \text{ are d-separated from variables in } S_2 \text{ by the set of variables in } S_3. \]

2.2.2.3 Faithfulness

Given a graph, the Markov condition (Definition 2.10) determines a set of independence relations. As it is the case for undirected graphs, a probability distribution \( p \) on a graph satisfying the Markov condition may include other independence relations besides those entailed by the Markov condition applied to the graph [SGS01]. In Figure 2.4, \( W \) and \( Z \) might be independent even though the d-separation does not entail their independence. In order to guarantee that only those independencies entailed by the graph are also present in the given probability distribution, faithfulness has to be assumed.

\[ \text{Figure 2.4: } \text{Example of an unfaithful directed graph.} \]

**Definition 2.14** *(Faithfulness) [SGS01, Pea88, CGK+01]*

*If all and only the conditional independence relations true in the probability distribution \( p \) are entailed by the Markov condition applied to the graph \( G \), \( p \) and \( G \) are called *faithful* to one another.*
It has been shown that many distributions (most Gaussian and most discrete distributions) for a given network structure are faithful [CGK+01].

In the framework of directed graphs, the term skeleton is used for the undirected graph after having removed directions from all edges. The structure of a directed graph is then the skeleton together with the directionality information.

**Definition 2.15** [FLNP00]
Whenever the independencies implied by a graph $\mathcal{G}$ are the exact same set of independencies encoded in a second graph $\mathcal{G}'$, the two graphs are equivalent.

**Theorem 2.16** [PV91]
Two directed acyclic graphs are equivalent if and only if they have the same skeleton and the same v-structures.

The following theorem provides a second characterization of faithfulness and is the basis of constraint-based algorithms (Sections 3.2.1 and 3.3.1).

**Theorem 2.17** [SGS01]
A directed acyclic graph $\mathcal{G} = (V, E)$ and a probability distribution $p$ are faithful to each other if and only if

i. for all vertices $X$ and $Y$, $X$ and $Y$ are adjacent if and only if $X$ and $Y$ are dependent conditional on every set of vertices of $\mathcal{G}$ that does not include $X$ or $Y$; and

ii. for all vertices $X, Y$ and $Z$ such that $X \rightarrow Y \leftarrow Z$ and $X \not\rightarrow Z, X \rightarrow Y \leftarrow Z$ if and only if $X$ and $Z$ are conditionally dependent on every set containing $Y$ but not $X$ or $Z$.

**2.2.3 Undirected versus directed graphs**

As described in the two previous sections, probability distributions can be represented either by undirected or by directed graphs. However, the meaning of an edge in probabilistic terms is not equivalent for the two modeling approaches [SGS01]. In an undirected graph $\mathcal{G}_u = (V, E)$, an edge between two vertices $V_i$ and $V_j$ represents a probability distribution $p$ if and only if

$$V_i \not\sim V_j \iff X_i \perp \perp X_j | V \setminus \{X_i, X_j\},$$

(2.6)

where $V_i \not\sim V_j$ denotes that there is no edge between the two vertices $V_i$ and $V_j$.

On the other hand, the same probability distribution can be represented by a directed acyclic graph $\mathcal{G}_d$. Let $\mathcal{G}_s$ denote the skeleton of $\mathcal{G}_d$, then

$$\mathcal{G}_s \subseteq \mathcal{G}_u,$$

(2.7)
2.3 Measures of linear dependency

Both undirected and directed graphs are tools to represent certain dependency relations between variables. In this section we present different measures for linear dependencies.

2.3.1 Correlation

Correlation is a parameter representing the strength and the direction of the linear relationship between two random variables. The Pearson correlation between two random variables $X$ and $Y$ is defined as

$$
\rho_{XY} := \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{\mathbb{E}(XY) - \mathbb{E}(X)\mathbb{E}(Y)}{\sqrt{\mathbb{E}(X^2) - \mathbb{E}^2(X)}\sqrt{\mathbb{E}(Y^2) - \mathbb{E}^2(Y)}},
$$

with equality if and only if $\mathcal{G}_d$ does not contain any colliders [WL90].

It can be seen that colliders are the key to differentiating the underlying concepts between undirected and directed graphs. Let us consider only three variables $X_i, X_j$ and $X_k$. Then, the directed graph $\mathcal{G}_d$ in Figure 2.5(a) represents $X_i \perp \perp X_j$ and the independence relation

$$
X_i \not\perp \perp X_j | X_k.
$$

(2.8)

Its skeleton $\mathcal{G}_s$ is depicted in Figure 2.5(b).

When interpreting the graph in Figure 2.5(b) as undirected independence graph, the corresponding independence relation is as follows

$$
X_i \perp \perp X_j | X_k.
$$

(2.9)

However, the independence relation described in equation (2.8) is represented by the undirected independence graph $\mathcal{G}_u$ in Figure 2.5(c). As described by the inclusion criterion, equation (2.7), the set of edges in the skeleton is a subset of those in the undirected independence graph.
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where \( \text{cov}(X,Y) \) denotes the covariance between \( X \) and \( Y \) and \( \sigma_X, \sigma_Y \) the standard deviations of \( X \) and \( Y \), respectively.

Correlation takes values in the interval \([-1,1]\), i.e. the larger the correlation between two variables is, in absolute terms, the stronger is the linear dependence between the two variables. If two variables are independent, the correlation between them is equal to zero. The inverse does not necessarily hold, i.e. in general zero correlation does not imply independence. More precisely, equivalence between zero correlation and independence holds when the variables are jointly normal distributed [Lau96].

A special case of the Pearson correlation is the Spearman rank correlation [KSOA99] for which the data are converted to rankings before calculating the coefficient. The Spearman rank correlation coefficient generalizes the Pearson correlation coefficient in the sense that it can detect not only linear relationships between the variables but any kind of monotone relation without making any assumptions about the distribution of the variables.

Given a set of \( m \) measurements of two genes \( X \) and \( Y \), the Pearson correlation (equation (2.10)) can be estimated from the measurements \( x_i \) and \( y_i \) as follows. The covariance in equation (2.10) is estimated by

\[
\frac{1}{m - 1} \sum_{i=1}^{m} (x_i - \frac{1}{m} \sum_{i=1}^{m} x_i)(y_i - \frac{1}{m} \sum_{i=1}^{m} y_i)
\]

while the standard deviation’s estimator is given by

\[
\hat{\sigma}_X = \frac{1}{m - 1} \sum_{i=1}^{m} (x_i - \frac{1}{m} \sum_{i=1}^{m} x_i)^2,
\]

and \( \hat{\sigma}_Y \) analogous.

\[
\hat{\rho}_{XY} = \frac{m \sum_{i=1}^{m} x_i y_i - \sum_{i=1}^{m} x_i \sum_{i=1}^{m} y_i}{\sqrt{m \sum_{i=1}^{m} x_i^2 - (\sum_{i=1}^{m} x_i)^2} \sqrt{m \sum_{i=1}^{m} y_i^2 - (\sum_{i=1}^{m} y_i)^2}} \tag{2.11}
\]

The Spearman correlation can be calculated using equation (2.11) but replacing the terms \( x_i \) and \( y_i \) by their respective ranks.

2.3.2 Partial correlation

Given a set of variables \( \mathbf{X} = (X_1, \ldots, X_n) \), the covariance matrix of \( \mathbf{X} \) is defined as

\[
\Sigma = \mathbb{E} \left( (\mathbf{X} - \mathbb{E}(\mathbf{X}))(\mathbf{X} - \mathbb{E}(\mathbf{X}))^T \right).
\]
2.3 Measures of linear dependency

The covariance between two variables \(X_i\) and \(X_j\), \(cov(X_i, X_j)\), is the \(ij\)-th element of the covariance matrix.

**Definition 2.18 [Lau96]**

The **concentration matrix** is defined as the inverse covariance matrix

\[
\Omega := \Sigma^{-1}.
\]

**Definition 2.19 [Lau96]**

The **partial correlation** between \(X_i\) and \(X_j\) conditional on \(X_K \subseteq X \setminus \{X_i, X_j\}\) is given by

\[
\rho_{ij|K} = \frac{-\omega_{ij}}{\sqrt{\omega_{ii} \omega_{jj}}}.
\]

where \(\Omega\) is the concentration matrix of the variables \(X_K \cup \{X_i, X_j\}\).

The partial correlation coefficient quantifies the correlation between two variables \(X_i\) and \(X_j\) conditional on a set of other variables [FBHM04]. When examining the correlation between two variables \(X_i\) and \(X_j\), removing the influence of variable \(X_k\) results in the partial correlation [KSOA99]

\[
\rho_{i,j|k} = \frac{\rho_{ij} - \rho_{ik} \rho_{jk}}{\sqrt{1 - \rho^2_{ik}} \sqrt{1 - \rho^2_{jk}}}.
\]

(2.12)

This can be equivalently denoted for three variables \(X\), \(Y\) and \(Z\)

\[
\rho_{X,Y|Z} = \frac{\rho_{XY} - \rho_{XZ} \rho_{YZ}}{\sqrt{(1 - \rho^2_{XZ})(1 - \rho^2_{YZ})}}.
\]

(2.13)

### 2.3.3 Partial correlation and linear regression

Linear regression is closely related to partial correlation. We present in this section the definitions and properties necessary to understand their relation.

Assuming linear dependencies, a target variable \(Y\) can be predicted by a linear combination of the input vector \(\mathbf{X} = (X_1, \ldots, X_n)\) [HTF03]

\[
Y = \beta_0 + \sum_{i=1}^{n} X_i \beta_i + \varepsilon,
\]

(2.14)

where \(\varepsilon\) represents the noise or random error and is typically assumed to be independent of \(\mathbf{X}\) and furthermore \(E(\varepsilon) = 0\). The coefficients \(\beta_1, \ldots, \beta_n\) measure the influence of each of the inputs \(X_1, \ldots, X_n\) on the target variable. The model is linear in the parameters.
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Having \( m \) measurements, therefore an \( m \)-dimensional vector \( X_i \), the most popular method to estimate the parameters \( \beta_i \) is the ordinary least squares method, which aims to minimize the residual sum of squares [HTF03]

\[
\text{RSS}(\beta) = \sum_{i=1}^{m} \left( Y_i - \beta_0 - \sum_{j=1}^{n} X_{ij} \beta_j \right)^2.
\] (2.15)

Let \( X \) be the \( m \times (n + 1) \) matrix where each row is an input vector with a 1 in the first position and \( Y \) the \( m \)-dimensional vector of outputs. Then equation (2.15) can be rewritten as

\[
\text{RSS}(\beta) = (Y - X\beta)^T (Y - X\beta).
\] (2.16)

Under the assuming that \( X \) has full column rank, the estimate of \( \beta \) can be obtained via

\[
\hat{\beta}_{LS} = \arg\min_{\beta \in \mathbb{R}^{n+1}} \{ (Y - X\beta)^T (Y - X\beta) \}
\] (2.17)

\[
= \arg\min_{\beta \in \mathbb{R}^{n+1}} \{ \| Y - X\beta \|_2^2 \}
\] (2.18)

\[
= (X^T X)^{-1} X^T Y.
\] (2.19)

Where the \( L_p \)-norm of a vector \( X = (X_1, \ldots, X_n) \) is defined as

\[
\| X \|_p = (|X_1|^p + \ldots + |X_n|^p)^{1/p}, \quad p \geq 1.
\]

The ordinary least squares estimate of the regression coefficient is closely linked to the partial correlation coefficients [CW93]. Let \( X = (X_1, \ldots, X_n) \) denote an \( n \)-dimensional random vector with zero mean. Regressing now each \( X_i \) in turn on the remaining variables, that is \( X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n \), leaves us with the task of estimating \( \beta(i) = (\beta_1^{(i)}, \ldots, \beta_{i-1}^{(i)}, \beta_{i+1}^{(i)}, \beta_n^{(i)}) \), \( i = 1, \ldots, n \). Analogous to equations (2.15) and (2.16) and using the zero mean characteristic to null the intercept, the predictor is obtained via

\[
\hat{\beta}^{(i)} = \arg\min_{\beta \in \mathbb{R}^{n-1}} \left( X_i - \sum_{j=1}^{n} X_{ij}\beta_j^{(i)} \right)^2, \quad i \in \{1, \ldots, n\}.
\]

Then it can be derived that [CW93]

\[
\hat{\beta}_j^{(i)} = -\frac{\omega_{ij}}{\omega_{ii}},
\] (2.20)

where \( \omega_{ij} \) is the \( ij \)-th element of the concentration matrix (Definition 2.18).
2.4 Conditional independence tests

Depending on the type of data, there might exist reliable tests for conditional independence:

- discrete/categorical data: $\chi^2$ and $G$,
- continuous: no standard test,
- multivariate Gaussian variables: Fisher’s $z$-transform of partial correlation.

2.4.1 $\chi^2$-test for discrete data

In order to test whether a variable $X$ is independent of variable $Y$ given a third variable $Z$, this test calculates the probability of making an error when assuming that the two variables are dependent given the data.

Given two random variables $X$ and $Y$ with an associated probability measure $p$. The null hypothesis states that the outcomes of $X$ and $Y$ are statistically independent:

$$H_0 : p(X = x_i, Y = y_j) = p(X = x_i)p(Y = y_j), \ \forall x_i, y_j.$$  \hspace{1cm} (2.21)

Now, the $\chi^2$ test compares the values of observed and expected frequencies and calculates the sum of normalized squares which is approximately $\chi^2$ distributed [KK51]. In more detail, suppose that the distribution of $X$ has been grouped in $r$ categories and that of $Y$ in $c$ categories. The observations $O = (o_{ij})_{i \in 1, \ldots, r}^{j \in 1, \ldots, c}$ can then be represented by a $r \times c$ contingency table (Table 2.1). The expected frequencies $\hat{E}_{ij}$ are determined based on the null hypothesis. Therefore, assuming independence between the two variables, the expected number of cases in each category is its probability times the total number of cases. Using the maximum likelihood estimator yields:

$$\hat{E}_{ij} = \hat{p}(X = x_i, Y = y_j) \cdot o$$

$$= \hat{p}(X = x_i) \cdot \hat{p}(Y = y_i) \cdot o$$

$$= \frac{o_i \cdot o_j}{o} \cdot \hat{p}(Y = y_i) \cdot o = \frac{o_i \cdot o_j}{o}.$$  \hspace{1cm} (2.22)

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$Y_1$</th>
<th>$Y_2$</th>
<th>$Y_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$o_{11}$</td>
<td>$\cdots$</td>
<td>$o_{1c}$</td>
<td>$o_1$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$o_{r1}$</td>
<td>$\cdots$</td>
<td>$o_{rc}$</td>
<td>$o_r$</td>
</tr>
<tr>
<td>$o_1$</td>
<td>$\cdots$</td>
<td>$o_c$</td>
<td>$o$</td>
</tr>
</tbody>
</table>

Table 2.1: Contingency table.
The test statistic is then obtained using these quantities

\[ \chi^2 = \sum_{i=1}^{r} \sum_{j=1}^{c} \left( \frac{o_{ij} - \hat{E}_{ij}}{\hat{E}_{ij}} \right)^2 = \sum_{i=1}^{r} \sum_{j=1}^{c} \frac{(o_{ij} - \frac{o_i \cdot o_j}{o})^2}{o_i \cdot o_j} \]  

(2.23)

The probability that this value would have been reached even if the values were independent is given by

\[ p = P\left( \chi^2_{(r-1) \times (c-1)} \geq \chi^2 \right) \],

(2.24)

where \( r \) is the number of rows in the contingency table and \( c \) is the number of columns. If \( p \) is smaller than the chosen level of significance \( \alpha \), the hypothesis \( H_0 \) can be rejected and thus the variables are not independent.

When testing for conditional independence of \( X \) and \( Y \) given knowledge about a third variable \( Z \), the hypothesis can be defined as follows

\[ H_0 : p(X = x_i, Y = y_j| Z = z_k) = p(X = x_i| Z = z_k)p(Y = y_j| Z = z_k), \quad \forall x_i, \forall y_j, \forall z_k. \]

The \( \chi^2 \) test statistic is computed analogously to before.

### 2.4.2 G-test for discrete data

In cases where \( |o_{ij} - \hat{E}_{ij}| > \hat{E}_{ij} \) the approximation to the \( \chi^2 \)-distribution (equation (2.23)) can be improved by using the G-test [McD09]. The test statistic is defined as

\[ G = 2 \sum_{i=1}^{r} \sum_{j=1}^{c} o_{ij} \ln \left( \frac{o_{ij}}{\hat{E}_{ij}} \right), \]

(2.25)

where \( \hat{E}_{ij} \) as defined in equation (2.22). \( G \) is approximately following a \( \chi^2 \)-distribution with \( (r-1) \times (c-1) \) degrees of freedom, the same as for the \( \chi^2 \)-test statistic in equation (2.23).

### 2.4.3 Partial correlation test for multivariate Gaussian data

Assuming multivariate Gaussian variables \( X \) and \( Y \), the null hypothesis for zero correlation is

\[ H_0 : \hat{\rho}_{XY} = 0, \]

(2.26)

where \( \hat{\rho}_{XY} \) is the sample correlation. The hypothesis is rejected with significance level \( \alpha \) given \( m \) samples if

\[ \sqrt{m-3} \left| \frac{1}{2} \ln \left( \frac{1 + \hat{\rho}_{XY}}{1 - \hat{\rho}_{XY}} \right) \right| > \Phi^{-1} \left( 1 - \frac{\alpha}{2} \right), \]

(2.27)

where \( \Phi^{-1} \) is the Fisher’s z-transform.
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where $\Phi(\cdot)$ denotes the cumulative distribution function of the standard normal distribution.

The partial correlation $\rho_{XY|Z}$ is zero if and only if $X$ and $Y$ are conditionally independent given $Z$. In order to test for statistical independence, the null hypothesis is defined as

$$H_0 : \hat{\rho}_{XY|Z} = 0,$$

(2.28)

where $\hat{\rho}_{XY|Z}$ is the sample partial correlation. Simultaneously to the sample correlation, the hypothesis is rejected with significance level $\alpha$ given $m$ samples if

$$\sqrt{m - |Z| - 3} \left| \frac{1}{2} \ln \left( \frac{1 + \hat{\rho}_{XY|Z}}{1 - \hat{\rho}_{XY|Z}} \right) \right| > \Phi^{-1} \left( 1 - \frac{\alpha}{2} \right).$$

(2.29)

### 2.5 Information theoretic background

In Chapter 3, we will introduce methods to infer networks from genomic data. Many of these methods rely on measures from information theory to compute dependencies between variables, namely entropy (Section 2.5.1), mutual information (Section 2.5.2) and interaction information (Section 2.5.3). The definitions and properties in this section are stated for discrete variables.

#### 2.5.1 Entropy

**Definition 2.20 [CT90]**

Let $X$ be a discrete random variable. The entropy of $X$ is defined as

$$H(X) = -\sum_x p(x) \log p(x).$$

(2.30)

Considering now pairs of random variables.

**Definition 2.21 [CT90]**

Let $X_1$ and $X_2$ be two random variables. The joint entropy of $X_1$ and $X_2$ is defined as

$$H(X_1; X_2) = -\sum_{x_2} \sum_{x_1} p(x_1, x_2) \log p(x_1, x_2).$$

The conditional entropy of $X_1$ given $X_2$ is defined as

$$H(X_1|X_2) = -\sum_{x_2} \sum_{x_1} p(x_1, x_2) \log \frac{p(x_1, x_2)}{p(x_2)}, \ p(x_2) > 0.$$

These definitions can be extended to triplets of variables $X_1, X_2$ and $X_3$

$$H(X_1; X_2; X_3) = -\sum_{x_3} \sum_{x_2} \sum_{x_1} p(x_1, x_2, x_3) \log p(x_1, x_2, x_3)$$

(2.31)
and

\[ H(X_1; X_2|X_3) = -\sum_{x_3} \sum_{x_2} \sum_{x_1} p(x_1, x_2, x_3) \log \frac{p(x_1, x_2, x_3)}{p(x_3)}. \]  

(2.32)

The following two properties relate the conditional entropy with the joint entropy and formalize its relation with the entropy of one variable.

**Property 2.22** [CT90]
Let \( X_1 \) and \( X_2 \) be two random variables. The conditional entropy is then defined as

\[ H(X_1|X_2) = H(X_1; X_2) - H(X_2). \]

**Property 2.23** [CT90]
Let \( X_1 \) and \( X_2 \) be two random variables. The knowledge of one variable reduces the entropy of the other with equality if and only if \( X_1 \) and \( X_2 \) are independent

\[ H(X_1|X_2) \leq H(X_1). \]

### 2.5.2 Mutual information

**Definition 2.24** [CT90]
Given two variables \( X_1 \) and \( X_2 \), the mutual information between them is defined as

\[ I(X_1; X_2) = \sum_{x_2} \sum_{x_1} p(x_1, x_2) \log \frac{p(x_1, x_2)}{p(x_1)p(x_2)}. \]

The mutual information \( I(X_1; X_2) \geq 0 \) with equality if and only if \( X_1 \) and \( X_2 \) are independent random variables.

Mutual information can be stated in terms of entropy

\[ I(X_1; X_2) = H(X_1) - H(X_1|X_2) \]
\[ = H(X_2) - H(X_2|X_1) \]
\[ = H(X_1) + H(X_2) - H(X_1; X_2). \]

For sets of three variables \( X_1, X_2 \) and \( X_3 \) the mutual information is smallest for the pair which is conditionally independent of the third.

**Property 2.25** (Data processing inequality (DPI))[CT90]
Let \( X_1, X_2, X_3 \) be three random variables. If \( X_1 \) and \( X_2 \) are conditionally independent given \( X_3 \), then

\[ I(X_1; X_2) \leq \min\{I(X_1; X_3), I(X_2; X_3)\}. \]

**Definition 2.26** [CT90]
Given three variables \( X_1, X_2, X_3 \in X \), the conditional mutual information of \( X_1 \) and \( X_2 \)
given $X_3$ is defined as

$$I(X_1; X_2|X_3) = \sum_{x_3} \sum_{x_2} \sum_{x_1} p(x_1, x_2, x_3) \log \frac{p(x_3)p(x_1, x_2, x_3)}{p(x_1)p(x_2|x_3)}. \quad (2.33)$$

Expressing equation (2.33) in terms of entropy

$$I(X_1; X_2|X_3) = -H(X_3) + H(X_1, X_2) - H(X_1; X_2; X_3).$$

And equation (2.33) can be furthermore equivalently expressed as

$$I(X_1; X_2|X_3) = \sum_{x_3} \sum_{x_2} \sum_{x_1} p(x_1, x_2, x_3) \log \frac{p(x_1, x_2|x_3)}{p(x_1|x_3)p(x_2|x_3)} \quad (2.34)$$

and in conditional entropies

$$I(X_1; X_2|X_3) = H(X_1|X_3) + H(X_2|X_3) - H(X_1; X_2; X_3).$$

It holds that $I(X_1; X_2|X_3) \geq 0$, but unlike entropy the conditional mutual information is neither always larger nor always less than the mutual information between $X_1$ and $X_2$.

**Property 2.27 (Chain rule mutual information) [CT90]**

Given a subset of variables $X, Y_1, \ldots, Y_n \subseteq X$, the mutual information of $X$ with the remaining variables $Y_1, \ldots, Y_n$ can be obtained using the following chain rule

$$I(X; Y_1, \ldots, Y_n) = I(X; Y_1) + \sum_{i=2}^{n} I(X; Y_i|Y_1, \ldots, Y_{i-1}).$$

Furthermore, it can be deduced that

$$I(X; Y_1, \ldots, Y_n) = I(X; Y_1, \ldots, Y_{n-1}) + I(X; Y_n|Y_1, \ldots, Y_{n-1}).$$

Using the chain rule for three variables $X_1, X_2$ and $X_3$, we obtain the following equations

$$I(X_1; X_2, X_3) = I(X_1; X_2) + I(X_1; X_3|X_2) \quad (2.35)$$

and together with the definition of conditional mutual information, Definition 2.26,

$$I(X_1; X_2, X_3) = I(X_1; X_2) + I(X_1; X_3|X_2)$$

$$= H(X_1) + H(X_2; X_3) - H(X_1; X_2; X_3). \quad (2.36)$$

### 2.5.3 Interaction information

The concept of mutual information can be extended from considering pairs of variables to sets of variables. In this case, we will no longer investigate the information of one
variable with respect to the other but take also into consideration conditional information given the remaining variables.

**Definition 2.28** [McG54, Bel03]
The *interaction information* between $n$ random variables $X_1, \ldots, X_n$ is defined as

$$I(X_1, \ldots, X_n) := \sum_{k=1}^{n} \sum_{X_S \subseteq \{X_1, \ldots, X_n\} : |X_S| = k} (-1)^{k+1} H(X_S),$$

(2.37)

where $H(X_S)$ denotes the entropy of the set of $k$ random variables in $X_S$.

The most widely considered case is the interaction information of three variables $X_1, X_2$, and $X_3$. In this case, equation (2.37) can be simply stated as

$$I(X_1, X_2, X_3) = H(X_1) + H(X_2) + H(X_3) - H(X_1; X_2) - H(X_1; X_3) - H(X_2; X_3) + H(X_1; X_2; X_3).$$

When considering three variables $X_1, X_2$, and $X_3$, the interaction information is symmetric in the three variables

$$I(X_1, X_2, X_3) = I(X_1; X_2) - I(X_1; X_2|X_3)$$

$$= I(X_1; X_3) - I(X_1; X_3|X_2)$$

$$= I(X_2; X_3) - I(X_2; X_3|X_1).$$

The interaction information $I(X_1, X_2, X_3)$ can be equivalently expressed as [Ana07]

$$I(X_1, X_2, X_3) = I(X_1; X_2) + I(X_1; X_3) - I(X_1; X_2, X_3).$$

Given the symmetry in the three variables, it can be deduced that

$$I(X_1, X_2, X_3) = I(X_1; X_2) + I(X_1; X_3) - I(X_1; X_2, X_3)$$

$$= I(X_1; X_3) + I(X_2; X_3) - I(X_3; X_1, X_2)$$

$$= I(X_1; X_2) + I(X_2; X_3) - I(X_2; X_1, X_3).$$

### 2.6 Estimators

For any method that uses entropy and/or mutual information without knowing the underlying probability distribution, the desired quantities have to be estimated from the available data. Different approaches exist, which can be mainly categorized into plug-in techniques and direct estimation techniques. In the former approach, the probability distribution is estimated using the maximum likelihood estimator or one of its derivatives. This estimated probability distribution is then used in lieu of the actual probability distribution in the entropy definition, Definition 2.20. Whereas for direct estimation an
underlying normal distribution is assumed for which there exist closed form definitions of entropy and mutual information.

### 2.6 Estimators

The general idea of plug-in methods is to estimate the probability distribution of the random variable based on the available data and to plug this estimate into equation (2.30). The simplest estimate of the probability function is the maximum likelihood estimator. In this approach the number of occurrences of each event is evaluated and then divided by the total number of events. The data is assumed to be discrete.

#### Definition 2.29 [Pan03, Hau06]

Let the number of possible outcomes of the experiment be denoted by \( k = |\mathcal{X}| \). If the experiment is renewed \( m \) times, the outcome \( x_i \) will occur \( \#(x_i) \) times \((m = \sum_{i=1}^{k} \#(x_i))\). The **maximum likelihood estimator** (also known as empirical estimator) of the probability distribution \( p \) is then defined as

\[
\hat{p}_{i,ML} := \frac{\#(x_i)}{m}.
\]

#### Property 2.30 [Mil55]

The asymptotic bias of the entropy maximum likelihood estimator \( \hat{H}_{ML} := H(\hat{p}_{ML}) = -\sum \hat{p}_{i,ML} \log \hat{p}_{i,ML} \) amounts to

\[
\text{bias}(\hat{H}_{ML}) = -\frac{k' - 1}{2m},
\]

where \( k' \) is the number of bins with non-zero probability.

The Miller-Madow entropy estimator has been proposed to counteract this bias [Pan03]. It is a combination of the maximum likelihood probability distribution estimator with a bias correction term, namely the asymptotic bias (equation (2.38)).

#### Definition 2.31 [Pan03]

The **Miller-Madow entropy estimator** of entropy is defined as

\[
\hat{H}_{MM} := H(\hat{p}_{ML}) + \frac{k' - 1}{2m}.
\]

Another possibility to reduce the estimation bias introduced by the maximum likelihood estimator is a shrinkage estimator [SS05b]. The basic idea is to combine two estimators to balance their flaws in order to reduce the mean squared error: one estimator exhibiting low bias and high variance (maximum likelihood) and a second estimator having high bias and no variance. This combination improves the performance compared to both taken alone [Hau06].
Definition 2.32 [SS05b]
Under the assumptions of Definition 2.29, the shrinkage estimator of the probability distribution \( p \) is defined as

\[
\hat{p}_i^{\text{shrink}} = \lambda \frac{1}{k} + (1 - \lambda) \frac{\#(x_i)}{m},
\]

where \( \lambda \in [0, 1] \) is the shrinkage parameter.

The optimal shrinkage parameter with respect to the minimization of the mean squared error has been evaluated in [SS05b].

Property 2.33 [SS05b]
The optimal shrinkage parameter \( \hat{\lambda}^* \), minimizing the mean square error is

\[
\hat{\lambda}^* = \frac{k(m^2 - \sum_i \#(x_i)^2)}{(m - 1)(m \sum_i \#(x_i)^2 - m^2)}.
\]

2.6.2 Direct methods
In this section we present two different direct approaches to entropy estimation which do not rely on estimating the probability distribution first. For the first approach, the data is assumed to follow a Gaussian distribution. For the second, the entropy is estimated using a function of the underlying distribution.

2.6.2.1 Assuming Gaussianity
Let

\[
f_X(x) = \frac{1}{\sqrt{(2\pi)^n|\Sigma|}} \exp\left(-\frac{1}{2}(x-\mu)^T\Sigma^{-1}(x-\mu)\right).
\]

be the density of a multivariate Gaussian variable \( X \) with mean \( \mu \) and covariance matrix \( \Sigma \).

The definitions of entropy and mutual information can be stated analogously for continuous random variables (Appendix B.2).

The entropy of the multivariate Gaussian variable \( X \) is given by [CT90]

\[
H(X) = \frac{1}{2} \ln\{(2\pi e)^n|\Sigma|\},
\]

where \( |\Sigma| \) is the determinant of the covariance matrix [Hay94]. The mutual information between the two variables \( X \) and \( Y \) is then

\[
I(X; Y) = -\frac{1}{2} \ln(1 - \rho_{XY}^2),
\]
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where \( \rho_{XY} \) denotes the Pearson’s correlation between the two variables \( X \) and \( Y \).

Furthermore, the interaction information can be expressed as follows

\[
\mathcal{I}(X_1, X_2, X_3) = \mathcal{I}(X_1, X_2) - \mathcal{I}(X_1, X_2|X_3) \tag{2.39}
\]

\[
= -\frac{1}{2} \ln \frac{(1 - \rho_{X1,X_3}^2) (1 - \rho_{X1,X_2}^2)}{1 - 2\rho_{X1,X_2}\rho_{X1,X_3}\rho_{X2,X_3} - \rho_{X1,X_2}^2 - \rho_{X1,X_3}^2 - \rho_{X2,X_3}^2} \tag{2.40}
\]

using the equality \( \mathcal{I}(X_1, X_2|X_3) = -\frac{1}{2} \ln \left[ 1 - \rho_{X1,X_2|X_3}^2 \right] \), where

\[
\rho_{X1,X_2|X_3} = \frac{\rho_{X1,X_2} - \rho_{X1,X_3}\rho_{X2,X_3}}{\sqrt{1 - \rho_{X1,X_3}^2} \sqrt{1 - \rho_{X2,X_3}^2}} \tag{2.41}
\]

is the partial correlation of \( X_1 \) and \( X_2 \) given a third variable \( X_3 \). Thus, under the assumption of Gaussianity, the interaction information can be estimated from combinations of bivariate estimations.

2.6.2.2 Estimating the entropy as function of \( p \)

The second method tries to estimate a function \( F \) dependent of \( p \). Let this function \( F(p) \) be the entropy \( H(p) \). Following the Bayesian approach to statistics and taking the prior probability to be Dirichlet with parameter \( a \), the entropy can be estimated via

\[
\hat{H}_{\text{Dir}} = \mathbb{E}(H) = -\sum_{i=1}^{k} \mathbb{E}(p_i \log(p_i)) = \frac{1}{m + ka} \sum_{i=1}^{k} (y_i + a)(\psi(m + ka + 1) - \psi(y_i + a + 1)),
\]

where \( \psi(z) = \frac{d \ln \Gamma(z)}{dz} \), the Digamma function [WNR+07].

Considering now \( F(p) = p \), then the Dirichlet estimate with parameter \( a \) is given by \( \frac{\#x_i + a}{m + ka} \). In the literature various values for the Dirichlet parameter \( a \) have been proposed

- \( a = 0 \) equals the maximum likelihood estimator,
- \( a = \frac{1}{2} \) Jeffrey’s prior [KT81],
- \( a = \frac{1}{k} \) Schüermann-Grassberger estimator [SG02].

Another possible choice is the NSB prior [NSB02].

2.6.3 Estimation in case of continuous data

All estimators - except the estimator assuming Gaussianity - require discrete data. However in many applications the given data is continuous. The easiest way to apply the
estimation techniques to continuous data is to discretize the given data. However, this approach may lead to a loss of the information that exists in the data [MLB08]. Therefore, several approaches to entropy estimation have been introduced which directly use the continuous data. This section will first present the most common discretization techniques and then mention some estimators for continuous data.

2.6.3.1 Discretization methods

In order to apply the estimation techniques described in Sections 2.6.1 and 2.6.2 to continuous data, it must be discretized first. The two most widely used techniques split the variable’s domain into equal width or the equal frequency subintervals [DKS95].

**Equal width**: this discretization method partitions the domain of $X$ into $|X|$ subintervals of equal size. As a consequence, the number of data points in each bin is likely to be different.

**Equal frequency**: this method divides the domain of $X$ into $|X|$ subintervals, each containing the same number of data points. It follows that subinterval sizes are typically different.

The term subinterval is also called a bin. The number of subintervals should be chosen so that all bins contain a significant number of samples. In [YW03] the authors propose to use $|X| = \sqrt{m}$, where $m$ is the total number of samples.

Another extension to classical binning techniques is the B-spline approach [DSSK04] in which each data point may be assigned to multiple bins. The final estimator is then calculated using weighting functions which are defined as B-spline functions with a chosen degree $d$. The degree $d = 1$ corresponds to the classical binning.

2.6.3.2 Estimation without discretization

Facing the possible loss of information that might occur by applying discretization methods to continuous data, several more complex estimators for continuous data have been developed.

- The kernel density estimation [MRL95, SKD+02] tries to estimate the probability density function by additively assigning kernel functions onto each observation. The estimator depends on a smoothing parameter (also called window width) which has to be fixed. Several studies have been carried out to determine the optimal width under certain conditions, for example the optimal Gaussian bandwidth has been determined in [Sil86].

- Furthermore, a strategy of binless entropy estimation for continuous distribution in a Euclidean vector space has been presented in [Vic02].
Chapter 3

State-of-the-art

In this chapter we present state-of-the-art techniques to infer networks using graphical representations of dependencies. We roughly group the techniques in terms of how they model the dependencies between the variables: a) Gaussian graphical models (GGMs) and regression techniques, b) Bayesian network inference, c) feature selection techniques based on correlation and information theory, d) ensemble algorithms and e) kernel techniques. In particular, methods are distinguished by their ability to i) infer directed networks, ii) include prior knowledge and iii) whether an ensemble/bagging step is included. Figure 3.1 shows an overview of the different methods and the described classification.

We start this chapter by introducing Gaussian graphical models (Section 3.1) in which conditional independencies are represented by undirected edges in the network. A couple of algorithms have been developed to infer directed networks, GeneNet [ORS07], and to include prior knowledge, Modified BoostiGraph [ADH09].

The second class of algorithms infer Bayesian networks (Section 3.2). There are two main approaches to infer Bayesian networks: constraint-based and score-based. While the former set of techniques is typically data-driven, the latter allows the integration of prior knowledge. Hybrid algorithms are partly score-based and partly constraint-based and allow for prior integration in the score-based part of the algorithm. Bayesian networks are computationally very heavy and are only applicable when the data sets do not contain more than a few hundred variables [FLNP00].

The need for algorithms able to infer networks from data sets with thousands of variables led to the development of feature selection methods originally using correlation to select relevant variables and later measures based on information theory (Section 3.3). Most of these methods infer undirected networks by computing a relevance score for each edge based on mutual information. There are however a couple of extensions to also infer directed edges, namely MI3 [LHW08] and SRI [WLW+09] using scores based on interaction information.
3. STATE-OF-THE-ART

Feature selection methods for data sets with high numbers of variables and low numbers of samples tend to be unstable [HY10]. More precisely, the addition or removal of few samples may lead to significantly different networks. To improve feature selection techniques with respect to this problem, a few bootstrap/ensemble extensions to existing methods have been introduced. We present examples of such techniques in Section 3.4. We discuss GENIE3 [HTIWG10], a tree based ensemble method and Crowd Wisdom [MCKf12] an ensemble of different network inference methods applied to the same data set with the goal of building a better consensus network.

Finally we review methods representing data with kernels. This representation allows to combine multiple data sources and thus improving the quality of the inferred networks.

Conventions

Whenever an algorithm states 'such that $X \perp\!\!\!\!\!\!\!\!\!\perp Y | S$', it should be understood as: a statistical test is carried out and the null hypothesis of conditional dependence is rejected with a p-value smaller than a given threshold.

The 'data' considered in the presented algorithms, unless stated otherwise, is an $m \times n$ matrix in which the rows correspond to samples and the columns to the variables. For instance in the case of patient related data, each sample corresponds to one patient.
Figure 3.1: Overview of the methods presented in the state-of-the-art section. Whenever entry in directed networks and/or prior integration and/or ensemble/bagging is 'yes', it is an intrinsic property of the method, otherwise the extension’s name is provided.
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3.1 Gaussian graphical models

Assuming that \( n \) continuous variables \( X = \{X_1, \ldots, X_n\} \) follow a multivariate normal distribution, a network can be derived by determining the set of conditional independencies [Lau96]. A missing edge between two variables \( X_i \) and \( X_j \) in these networks corresponds to the conditional independence relation

\[
X_i \perp \perp X_j | (X \setminus \{X_i, X_j\}),
\]

that is \( X_i \) is independent of \( X_j \) given all other variables (Definition 2.3). Under the assumption that \( X \) follows a multivariate Gaussian distribution, equation (3.1) is equivalent to the partial correlation being zero. The general inference procedure can be summarized as follows. In a first step, the correlation matrix is estimated. In the second step, the partial correlation coefficients are estimated. This is equivalent to estimating the inverse covariance matrix, i.e. the concentration matrix (Definition 2.18). Finally it is tested whether an entry is different from zero. In this case an edge is added to the network [SS05b]. However, the sample concentration matrix requires the sample covariance matrix to be positive definite which only holds with probability one if and only if the number of variables is lower than the number of samples [Dyk70, SS05a, Kon09]. As this thesis is focused on data sets with a high variable/sample ratio, different techniques trying to overcome this problem are presented in the following:

- shrinkage techniques (Section 3.1.2.1),
- limited order partial correlation graphs (Section 3.1.2.2) and
- regularized regression (Section 3.1.2.4).

A few extensions exist to extend Gaussian graphical models to make possible i) the inference of directed networks and to ii) integrate prior knowledge. We will present these in Sections 3.1.3 and 3.1.4, respectively.

3.1.1 Basic definitions and properties

**Definition 3.1** [Lau96]
Assuming that \( X \) follows an \( n \)-variate normal distribution with mean \( \mu = \mathbb{E}(X) \) and covariance matrix \( \Sigma = \text{var}(X) \). Then the Gaussian graphical model for \( X \) is given by the undirected graph \( G = (V, E) \) which obeys the undirected pairwise Markov property (Property 2.6):

\[
X_i \not\mathcal{A} X_j \Rightarrow X_i \perp \perp X_j | (X \setminus \{X_i, X_j\}).
\]  

A covariance matrix \( \Sigma \) for which the concentration matrix \( \Omega = \Sigma^{-1} \) is well defined is called regular or invertible.

**Property 3.2** [Lau96]
Assuming that \( X \) follows an \( n \)-variate normal distribution with mean \( \mu = \mathbb{E}(X) \) and
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regular covariance matrix $\Sigma = \text{var}(X)$. Then, for $X_i, X_j \in X$ with $X_i \neq X_j$

$$X_i \perp \perp X_j |(X \setminus \{X_i, X_j\}) \iff \omega_{ij} = 0,$$

where $\Omega = \Sigma^{-1} = \{\omega_{ij}\}_{X_i, X_j \in X}$ is the concentration matrix of the distribution.

Using this property, the relation described in equation (3.2) between the graph $\mathcal{G}$ and the concentration matrix can be equivalently expressed as

$$X_i \not\perp X_j \Rightarrow \omega_{ij} = 0, \quad \forall X_i, X_j \in X.$$

Thus the task of determining the graph $\mathcal{G}$ from the given data consists in identifying the zero-valued entries in the inverse covariance matrix, as these correspond to the conditional independencies among the variables [Whi90, Kon09]. Thus, the general approach for the reconstruction of a GGM is described in Algorithm 1 [SS05a].

**Algorithm 1:** Inferring a GGM

**Input:** data, vertex set $V$, p-value  
**Output:** undirected graph  
1.1 Estimate the correlation matrix;  
1.2 Estimate the partial correlation coefficients from this matrix;  
1.3 Employ statistical tests (Section 2.4) to determine which entries are statistically significant different from zero using the user-defined p-value;  
1.4 foreach variable pair $X_i, X_j$ in $V$ do  
1.5 \hspace{1em} if partial correlation coefficient $\omega_{ij} \neq 0$ then  
1.6 \hspace{2em} Infer an edge $X_i - X_j$;  
1.7 \hspace{1em} end  
1.8 end

Methods tackling the problematic step of estimating the partial correlation will be presented in the following.

3.1.2 Estimating the sample covariance matrix for large $n$, small $m$

Different techniques have been proposed to obtain an estimate of the covariance matrix for data sets with high number of variables and low number of samples. The first one presented in this section is the shrinkage technique which combines two estimators into an overall better estimator. The second possibility is to focus on lower order partial correlations (Section 3.1.2.2) and thus obtaining a graph which is a superset of the full order partial correlation graph. The last set of methods exploits the link between partial correlation and linear regression coefficients (Section 3.1.2.4).
3.1 Gaussian graphical models

3.1.2.1 Shrinkage estimation

The main idea behind shrinkage estimators is to combine two separate estimators of the desired quantity with opposing properties: one with high bias and low variance, say $\mathbf{T}$, and the second one with low bias but high variance $\mathbf{U}$. Subsequently the linear shrinkage estimate is then obtained by linearly combining $\mathbf{U}$ and $\mathbf{T}$ with a weighting factor $\lambda$

$$\lambda \mathbf{T} + (1 - \lambda) \mathbf{U}, \quad \lambda \in [0, 1].$$

(3.3)

$\mathbf{U}$ is known as unrestricted estimate and $\mathbf{T}$ as shrinkage target. This combination of estimators often outperforms the individual estimators in terms of accuracy [SS05b].

In order to estimate the covariance matrix, the unbiased empirical covariance matrix

$$\hat{\mathbf{S}} = \frac{1}{m - 1} \mathbf{X}^T \mathbf{X}$$

is used as unrestricted estimate $\hat{\mathbf{U}}$. The biased shrinkage target is defined as

$$\hat{\mathbf{t}}_{ij} = \begin{cases} \hat{s}_{ii} & \text{if } i = j \\ 0 & \text{otherwise.} \end{cases}$$

By using a positive semi-definite matrix for the unrestricted part and a positive definite matrix as target, the convex combination (3.3) will always result in a positive definite matrix which is an intrinsic property of the true covariance matrix.

A key problem in shrinkage estimation is the question of how to fix the shrinkage parameter $\lambda$. A minimal mean squared error (MSE) can be guaranteed following [LW03] when deriving the optimal shrinkage parameter $\lambda^*$ analytically [SS05b]. Using the optimal shrinkage parameter $\lambda^*$, the optimal shrinkage estimator of the covariance matrix can be computed

$$\hat{\Sigma}^* = \lambda^* \mathbf{T} + (1 - \lambda^*) \hat{\mathbf{S}}.$$

The optimal shrinkage estimator of the concentration matrix is then obtained by inverting the estimated covariance matrix

$$\hat{\Omega}^* = \left(\hat{\Sigma}^*\right)^{-1}$$

and thus allowing the computation of the shrinkage estimate of the partial correlations (Definition 2.19)

$$\hat{\rho}_{ij|K}^* = \frac{-\hat{\omega}_{ij}^*}{\sqrt{\hat{\omega}_{ii}^* \hat{\omega}_{jj}^*}},$$

where $K = \mathbf{X} \setminus \{X_i, X_j\}$. 53
It has been in shown in [KB09] that this optimal shrinkage intensity estimator is biased and a bootstrap approach was used to derive a bias-corrected estimation.

3.1.2.2 Limited-order partial correlations

Computing the correlation between two variables $X_i$ and $X_j$ conditioned on all other variables in the data set determines the full conditional relationship between them. These full conditional relationships can be estimated using low order partial correlation approximations.

**Definition 3.3** [CR06]

For an integer $0 \leq q \leq (n-2)$, the $q$-partial graph, denoted by $G^{(q)}$, is defined as undirected graph, in which $X_i$ and $X_j$ are not connected in $G^{(q)}$ if and only if there exists a subset $X_K \subseteq X$ with $|X_K| \leq q$ and $X_i, X_j \notin X_K$ such that

$$X_i \independent X_j | X_K.$$ 

Special cases include the concentration graph $G^{(n-2)}$ and the covariance graph $G^{(0)}$.

The most basic approach is to consider only partial correlations with one conditioning variable. In [WZV+04, WB06] the partial correlation $\rho_{ijk}$ for all triplets of variables $X_i, X_j$ and $X_k$ is computed. An edge between $X_i$ and $X_j$ is inferred if and only if

$$\rho_{ij} \neq 0 \quad \text{and} \quad \rho_{ijk} \neq 0 \quad \forall X_k \in X \setminus \{X_i, X_j\}.$$ 

It has been shown that for faithful graphical models (Definition 2.7) this graph contains at least all edges of the full conditional independence graph [WB06] $G \subseteq G^{(1)}$.

One step further, that is partial correlations up to order two are used in [FBHM04] to remove indirect connections from an initial correlation network. In a first step, those edges with zero partial correlation conditioned on one variable are removed. And in a second step, those edges with zero partial correlation conditioned on pairs of variables are deleted from the network.

3.1.2.3 $q$-partial graphs

In the previous paragraph we presented methods based on $q$-order partial correlation with $q \leq 2$. These methods ultimately try to construct a network in which the edges represent full order conditional correlations. To support this reasoning, it has been shown in [CR06] that these methods become more useful with growing $q$. The authors show the order of inclusion for different orders of graphs $G^{(q)}$ and $G^{(r)}$ with $r \leq q$. 
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**Property 3.4** [CR06]
Let $\mathcal{G}^{(q)}$ and $\mathcal{G}^{(r)}$ be the q-partial and the r-partial graph of $\mathbf{X}$, respectively. If $r \leq q$ then

$$\mathcal{G} \subseteq \mathcal{G}^{(q)} \subseteq \mathcal{G}^{(r)}.$$ 

In the low sample, high variable setup, it is not feasible to test all possible subsets for non-zero partial correlation. However, by applying a randomization procedure, the authors of [CR06] show that it is possible to remove some higher order partial correlation edges in the network and thus approaching $\mathcal{G}$ further than a lower order partial correlation graph could.

Inspired by the PC-algorithm (Algorithm 4, [SGS01]) and using Property 3.4, [KB08] proposed a nested procedure to obtain the q-partial graph with higher values for $q$.

3.1.2.4 Regularized regression

As presented in Section 2.3.3, there is a close connection between partial correlation and linear regression. In practice, equation (2.17) will be modified such that a regularization term on the $\beta$ coefficients is added to the term that is being minimized. Choices for this penalty term are $L_1$ or $L_2$ norm or a combination thereof.

**Ridge regression** [HK70] uses the $L_2$ norm and its solutions are

$$\hat{\beta} = \arg\min_{\beta} \{ (\mathbf{Y} - \mathbf{X}\beta)^T (\mathbf{Y} - \mathbf{X}\beta) + \lambda \|\beta\|_2 \}, \ \lambda > 0$$  

$$= \arg\min_{\beta} \{ \|\mathbf{Y} - \mathbf{X}\beta\|_2^2 + \lambda \|\beta\|_2 \}, \ \lambda > 0$$  

$$= (\mathbf{X}^T \mathbf{X} + \lambda \mathbf{I})^{-1} \mathbf{X}^T \mathbf{Y}, \ \lambda > 0.$$  

The problem with ridge regression is that in general no coefficient is equal to zero which makes any model difficult to interpret. The least absolute shrinkage and selection operator (LASSO) [Tib96] uses the $L_1$ norm to overcome this problem.

$$\hat{\beta} = \arg\min_{\beta} \{ (\mathbf{Y} - \mathbf{X}\beta)^T (\mathbf{Y} - \mathbf{X}\beta) + \lambda \|\beta\|_1 \}, \ \lambda > 0$$  

$$= \arg\min_{\beta} \{ \|\mathbf{Y} - \mathbf{X}\beta\|_2^2 + \lambda \|\beta\|_1 \}, \ \lambda > 0.$$  

It has been shown that the LASSO approach has difficulties dealing with highly correlated variables and will most probably only select one out of this group of correlated variables [ZH03]. Therefore, the authors proposed to combine both penalties for the
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elastic net method [ZH03].

\[
\hat{\beta} = \arg\min_\beta \{(\mathbf{Y} - \mathbf{X}\beta)^T(\mathbf{Y} - \mathbf{X}\beta) + \lambda_1\|\beta\|_1 + \lambda_2\|\beta\|_2\}, \lambda_1, \lambda_2 > 0
\]

= argmin\{\|\mathbf{Y} - \mathbf{X}\beta\|_2^2 + \lambda_1\|\beta\|_1 + \lambda_2\|\beta\|_2\}, \lambda_1, \lambda_2 > 0.

Contrary to the possibility of computing \(\hat{\beta}\) via a closed-form formula, see equation (3.6), both the lasso and the elastic net coefficients have to be computed numerically. This can be achieved via numerical analysis methods such as the least angle regression (LARS) [EHJT04].

Another possibility to determine the regression coefficients is the BoostiGraph algorithm (Algorithm 2), presented in [ADH09]. The general procedure in boosting algorithms is to start with a solution and to update it in each iteration [BB03]. This algorithm initializes the \(\hat{\beta}^{(i)}_j\) with the product \(X_j^T X_i\). In each boosting iteration, the maximal \(|\hat{\beta}^{(i)}_j|\) is selected. This can be interpreted as adding the undirected edge with the highest score to the network.

**Algorithm 2**: Boosting lasso regression: BoostiGraph

**Input**: data, vertex set \(V\), number of boosting iterations \(T\), step-length 0 < \(\eta\) ≤ 1

**Output**: \(\hat{\beta}^{(1),T}, ..., \hat{\beta}^{(n),T}\)

1. for i = 1, ..., n do
   2. Standardize each column vector of the data to have zero mean and unit standard deviation;
   3. Set \(t = 0, \hat{\beta}^{(i),t} = 0, X_i^* = X_i, \forall i, j\);
   4. Fit univariate regressions: \(\hat{\beta}^{(i)}_j = X_j^T X_i^*, \forall i \neq j\);
   5. /* Boosting iterations */
   6. while \(t < T\) do
      7. Find best predictor: \(i, j = \arg\max_{i,j} |\hat{\beta}^{(i)}_j|\);
      8. Boosting update: \(\hat{\beta}^{(i),t+1}_j = \hat{\beta}^{(i),t}_j + \eta \hat{\beta}^{(i)}_j\) and \(X_i^* = X_i^* - \eta X_i \hat{\beta}^{(i)}_j\);
      9. Update \(\hat{\beta}^{(i)}_j = X_j^T X_i^*\) for \(j \neq i\);
   10. \(t = t + 1\);
11. end
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3.1.3 Extension to directed networks

In the first part of this section, different methods have been presented to infer undirected networks for data sets with low numbers of samples and high numbers of variables. Now, an approach is presented which extends GGMs to infer directed networks \cite{ORS07}. As a starting point, a partial correlation network is constructed and subsequently converted into a partially directed network.

Making use of the direct link between the regression parameters $\beta^{(i)}_{j}$ and the partial correlation between $X_{i}$ and $X_{j}$ presented in Section 2.3.3, equation (2.20) and the definition of partial correlation, equation (2.19) (as a reminder: $\rho_{ij|K} = \frac{-\omega_{ij}}{\sqrt{\omega_{ii}\omega_{jj}}}$ and $\beta^{(i)}_{j} = \frac{-\omega_{ij}}{\omega_{ii}}$)

$$
\beta^{(i)}_{j} = \frac{-\omega_{ij}}{\omega_{ii}} = \rho_{ij|K} \sqrt{\frac{\omega_{jj}}{\omega_{ii}}},
$$

where $X_{K} = X \setminus \{X_{i}, X_{j}\}$. This can be now expanded using variances of $X_{i}$ and $X_{j}$:

$$
\sigma_{ii} := \text{var}(X_{i}) = \text{cov}(X_{i}, X_{i})
$$

and analogous $\sigma_{jj}$, such that

$$
\beta^{(i)}_{j} = \rho_{ij|K} \sqrt{\frac{\omega_{jj}}{\omega_{ii}} \frac{\sigma_{jj}}{\sigma_{ii}}} \frac{\sigma_{jj}}{\sigma_{ii}}.
$$

Equation (3.7) is used as basis for the inference algorithm in \cite{ORS07}. Starting with adding edges whenever $\rho_{ij|K}$ is non-zero and in a second step the orientation of these edges is deduced for those undirected edges for which the logarithmic value of $\sqrt{\frac{\omega_{jj}}{\omega_{ii}} \frac{\sigma_{jj}}{\sigma_{ii}}}$ is non-zero. The remaining edges remain undirected. Whenever $\log\left(\sqrt{\frac{\omega_{jj}}{\omega_{ii}} \frac{\sigma_{jj}}{\sigma_{ii}}} \right)$ is non-zero, the edge is oriented from the variable with the larger SPV to the variable with the smaller SPV because the SPV is considered to be a measure of exogeneity.

This algorithm has been implemented in the CRAN/R package \textit{GeneNet} \cite{SORS09}.

3.1.4 Including prior knowledge

The integration of prior knowledge with GGM inference has been introduced as extension to the boosting algorithm presented in Section 3.1.2.4 \cite{ADH09}. Prior knowledge about edges that are present in the true network and those that are absent can be represented
by a weighted, symmetric adjacency matrix \( P = (p_{ij})_{i,j \in 1,\ldots,n} \) such that
\[
p_{ij} = \begin{cases} 
\in [0.5, 1] & \text{if } i \neq j \text{ and } X_i - X_j \text{ known} \\
\in [0, 0.5] & \text{if } i \neq j \text{ and } X_i \neq X_j \text{ known} \\
0 & \text{if } i = j \\
0.5 & \text{otherwise.}
\end{cases}
\]

The difference to the original BoostiGraph algorithm is the way the 'best' predictor \( \hat{i}, \hat{j} \) is now selected taking the prior knowledge into account
\[
\hat{i}, \hat{j} = \operatorname{argmax}_{ij} \{\log(\text{score}_{ij})\}.
\]

Where the score is defined as follows
\[
\log(\text{score}_{ij}) = -\frac{1}{2} (X_i^* - X_j^{\hat{j}(i)})^T (X_i^* - X_j^{\hat{j}(i)}) + \log \left( \frac{p_{ij}}{1 - p_{ij}} \right).
\]

Once an edge is added its prior score is reset to 0.5.
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A Bayesian network (Section 2.2.2.1) is a directed acyclic graph coding a bijective mapping between a graph and a probability distribution.

When learning Bayesian networks from data, two tasks need to be accomplished: learning the network structure and learning the probabilities [CGK+01, SPP+05]. It has been shown that the latter is trivial once the structure is known [CH92, CGK+01] therefore most of the published literature is focused on the former task.

In practice, there are two main approaches to learn the structure of a Bayesian network: constraint- and score-based. The constraint-based methods employ statistical tests (Section 2.4) to determine the structure of the Bayesian network (Section 3.2.1). In score-based methods, a score is computed for each network to evaluate how well the network matches the given data (Section 3.2.2). For this class of techniques different possibilities of integrating prior knowledge have been introduced in the literature. It was integrated as part of the scoring function and alternatively as part of the search heuristic. Hybrid algorithms combine ideas from both classes (Section 3.2.3).

3.2.1 Constraint-based

Constraint-based algorithms proceed in two steps, applying Theorem 2.17: they infer the network’s skeleton by identifying separating sets for each pair of variables and subsequently orient the skeleton’s edges based on the separating sets found in the first step. An edge between two variables $X$ and $Y$ is included in the skeleton whenever a dependency between the two associated nodes exists. In more detail, this means that whenever there exists no set $S_{XY}$ conditioned on which two variables $X$ and $Y$ are independent, that is $X \perp \perp Y \mid S_{XY}$, the edge $X \rightarrow Y$ should be included in the network:

$$
\not\exists S_{XY} \subseteq X \setminus \{X,Y\} : X \perp \!\!\!\perp Y \mid S_{XY} \implies X \rightarrow Y. \quad (3.8)
$$

Equivalently, no edge should be inferred between two variables $X$ and $Y$, whenever such a set $S_{XY}$ exists that would render $X$ and $Y$ conditionally independent

$$
\exists S_{XY} \subseteq X \setminus \{X,Y\} : X \perp \!\!\!\perp Y \mid S_{XY} \implies X \not\rightarrow Y. \quad (3.9)
$$

Equation (3.8) can be used in forward selection algorithms such that whenever no separating set is identified for a pair of variables an edge is added between them. Equation (3.9) can be used in backward elimination algorithms such that an edge is removed between a pair of variables whenever a separating set was found. The main problem with these constraint-based algorithms is the number of tests that have to be performed. As the number of dependency tests is exponential in the number of variables, these methods cannot be applied to data sets containing thousands of variables. There are heuristic approaches trying to reduce the number of tests by only considering specific subsets of
X as conditioning sets, such as growing subsets. Due to these efforts, constraint-based algorithms can be applied to data sets with higher number of variables, however it has been observed that they tend to be less robust than score-based methods [CH12]. More precisely, small changes in the input data can result in large changes in the resulting networks. This problem is related to the sequential nature of the procedure, that is later tests rely on earlier test results and thus are sensitive to the errors of previous tests [Mar03, KFGT07].

3.2.1.1 Learning the skeleton

In this section we present the first two algorithms using equations (3.8) and (3.9) to infer directed networks. These are the Inductive Causation (IC) and the SGS algorithms (the latter one was named after its authors Spirtes Glymour and Scheines), respectively. These two algorithms were conceived independently around the same time in [Pea00] and [SGS01].

The SGS algorithm (Algorithm 3) starts with a fully connected network and removes an edge between two variables X and Y if a separating set between the two variables exists. If such a separating set $S_{XY}$ is identified, it is kept for the orientation phase. In the worst case all possible conditioning sets have to be checked, which results in an exponential number of tests with respect to the number of variables [SGS01].

<table>
<thead>
<tr>
<th>Algorithm 3: Constraint-based: backward deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> data, vertex set $V$</td>
</tr>
<tr>
<td><strong>Output:</strong> undirected graph, separating sets $S_{XY}$ for all pairs of variables $X$ and $Y$ for which such a separating set was identified</td>
</tr>
<tr>
<td>3.1 add all edges to the graph (undirected);</td>
</tr>
<tr>
<td>3.2 foreach pair of variables $X$ and $Y$ in $V$ do</td>
</tr>
<tr>
<td>3.3 if there exists a subset $S_{XY}$ of $V \setminus {X,Y}$ such that: $X \perp \perp Y</td>
</tr>
<tr>
<td>3.4 remove the undirected edge between $X$ and $Y$;</td>
</tr>
<tr>
<td>3.5 save the identified set $S_{XY}$ for the pair $X,Y$;</td>
</tr>
<tr>
<td>3.6 end</td>
</tr>
<tr>
<td>3.7 end</td>
</tr>
</tbody>
</table>

The IC algorithm proceeds in the opposite direction as it starts with an empty graph and adds an edge between two variables $X$ and $Y$ if no set exists to separates them, that is whenever there exists no set conditioned on which $X$ and $Y$ are independent [Pea00].

The number of conditional independence tests can be reduced by ordering the considered conditioning sets. In Algorithm 4, [SGS01], the authors start with conditioning sets of size zero and then continue by using sets of size one, etc. Then the complexity’s upper bound is dependent of the largest degree, that is the highest number of edges connected to one node. Denoting the maximal degree of any node by $d$ and the number
Algorithm 4: Constraint-based: backward deletion, growing separating sets

**Input**: data, vertex set \( V \)

**Output**: undirected graph, separating sets \( S_{XY} \) for all pairs of variables \( X \) and \( Y \) for which such a separating set was identified

1. Start with a fully connected undirected graph \( G \) on the vertex set \( V \);
2. \( k = 0 \);
3. repeat
   4. repeat
      5. select an ordered pair of variables \( X, Y \) that are adjacent in \( G \) such that \( |\text{adj}(X) \setminus Y| \geq k \) and a subset \( S \subset \text{adj}(X) \setminus Y \) with \( |S| = k \);
      6. if \( X, Y \) are \( d \)-separated given \( S \) then
         7. delete the edge \( X - Y \) from \( G \);
         8. record \( S \) in \( S_{XY} \);
      end
   7. until all pairs of adjacent variables \( X, Y \) such that \( |\text{adj}(X) \setminus Y| \geq k \) and all subsets \( S \subset \text{adj}(X) \setminus Y \) with \( |S| = k \) have been tested for \( d \)-separation;
8. \( k = k + 1 \);
9. until for each pair of adjacent vertices \( X, Y \), \( |\text{adj}(X) \setminus Y| < k \);

of vertices by \( n \), the upper bound of the number of conditional independence tests is given by [SGS01]

\[
2 \binom{n}{2} \sum_{i=0}^{d} \binom{n-1}{i} \leq \frac{n^2(n-1)^{d-1}}{(d-1)!}.
\]

We observe in Figure 3.2 the increase of the number of conditional independence tests with growing \( n \) and \( d \).

3.2.1.2 Learning the directions

Based on the learnt skeleton, directed networks can be obtained by using the identified separating sets (Algorithm 5). For each pair \( X, Y \) with a common neighbor \( Z \), the chain \( X - Z - Y \) can be oriented into the v-structure \( X \rightarrow Z \leftarrow Y \) if \( Z \notin S_{XY} \) [VP91].

Furthermore, a set of rules has been identified as sufficient in order to maximize the number of oriented edges while at the same time avoiding the creation of new v-structures [Mee95, PE08].

R1 Orient \( Y - Z \) into \( Y \rightarrow Z \) whenever there is an arrow \( X \rightarrow Y \) such that \( X \) and \( Z \) are nonadjacent (no new v-structures): Figure 3.3.

R2 Orient \( X - Y \) into \( X \rightarrow Y \) whenever there is a chain \( X \rightarrow Z \rightarrow Y \) (avoid circles): Figure 3.4.
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**Figure 3.2:** The upper bound of the number of conditional independence (CI) tests for Algorithm 4 as function of the number of variables \( n \) and the maximum degree of any node in the graph \( d \).

R3 Orient \( X - Y \) into \( X \rightarrow Y \) whenever there are two chains \( X - Z \rightarrow Y \) and \( X - W \rightarrow Y \) such that \( Z \) and \( W \) are nonadjacent (avoid new v-structures and circles): Figure 3.5.

![Diagram](image)

**Figure 3.3:** Rule R1: by inferring a chain, the algorithms avoids to create a new v-structure.

![Diagram](image)

**Figure 3.4:** Rule R2: By inferring an edge that follows the same direction of an already existing chain, the algorithm avoids to create a cycle.

Computationally, the first step is the most expensive making these algorithms unsuitable for high number of variables [SGS01].
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Figure 3.5: Rule R3: By inferring an edge into an existing collider node, the algorithm avoids creating a new v-structure or a cycle. If $Y \rightarrow X$ was inferred, $X \rightarrow Z$ would create a cycle and the alternative $X \leftarrow Z$ will create a new v-structure.

Algorithm 5: IC/SGS, PC algorithm: orientation phase

**Input**: data, undirected graph, separating sets $S_{XY}$ for all pairs of variables $X$ and $Y$ for which such a separating set was identified

**Output**: partially directed graph

5.1 foreach pair of non-adjacent variables $X$ and $Y$ with a common neighbor $Z$ do
5.2 if $Z \notin S_{XY}$ then
5.3 add arrowheads pointing at $Z$: $X \rightarrow Z \leftarrow Y$
5.4 end
5.5 end
5.6 while there exist edges which can be oriented do
5.7 orient edges according to rules R1,R2, and R3, subject to:

- the orientation should not create a new collider
- the orientation should not create a directed cycle
5.8 end

3.2.1.3 Including prior knowledge

Recently, a constraint-based algorithm to integrate prior knowledge has been developed. This algorithm takes advantage of prior knowledge by using it to constrain certain paths [BT12]. In more detail, starting from a partially directed acyclic graph, the prior knowledge about the presence $X \rightarrow Y$ or the absence of an edge $X \not\rightarrow Y$ is used to orient additional edges. Some examples of possible orientations are

- given $X - Y - Z$ and prior knowledge $X \rightarrow Z$ then the graph can be oriented to $X \rightarrow Y \rightarrow Z$,
- for the same undirected graph with prior knowledge $X \not\rightarrow Z$ yields the partially oriented $X \leftarrow Y - Z$.  
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3.2.2 Score-based

Score-based methods aim to select the network which optimizes a global fitting score from all possible networks. The problem of learning the network structure maximizing this score is NP-hard [CGH94]. Due to the very high number of possible network structures, evaluating the score for each of them is not feasible in practice. In general, heuristic search techniques are used to identify a good network. Examples of strategies are greedy hill-climbing, simulated annealing, forward-selection or backward-deletion [Hec95, FLNP00]. Due to the heuristic nature of the search algorithms, it cannot be guaranteed that the globally best network with respect to the chosen criterion will be found [KFGT07]. Instead of identifying the globally best network, a locally best network will be chosen. That is, the chosen heuristic will stop searching because there is no one change that will lead the search away from the locally best network. Possible choices of scoring functions include Maximum Likelihood (ML), Bayesian Information Criterion (BIC) or the Akaike Information Criterion (AIC). Examples of scoring metrics that allow the integration of prior knowledge are the Minimum Description Length (MDL) [Ris86, Bou93], the BDe [HGC95] and the BNCR metric [ISG02].

A crucial characteristic of many scoring metrics is the score equivalence, that is equivalent networks (Definition 2.16) receive the same score [Chi95] and are thus undistinguishable using these scoring metrics.

An important requirement for scoring metrics is the decomposability, that is the possibility of computing the complete network’s score based on local scores over all variables. Thus the contribution of each variable only depends on its value and its parents’ values [FLNP00]. This property allows the application of heuristic algorithms as it is possible to update the current score by simply re-evaluating the local score for the variables that are affected by the change of that step in the algorithm.

3.2.2.1 Scoring functions

The likelihood $L$ of a graph $\mathcal{G}$ and a set of conditional probabilities $p$ after observing $D$ is defined as

$$L(\mathcal{G}, p, D) := p(D|\mathcal{G}, p).$$

Maximizing the likelihood over all possible probabilities is known as maximum likelihood metric

$$s_{ML}(\mathcal{G}, D) = \max_p L(\mathcal{G}, p, D).$$

In general this metric takes higher values for structures with higher number of edges, moreover the highest ML score is usually assigned to the complete graph [Chi95] which can encode any probability distribution [JN07]. Penalizing the score for the size of the inferred network can be done using the Akaike information criterion

$$s_{AIC}(\mathcal{G}, D) = \log s_{ML}(\mathcal{G}, D) - |\mathcal{G}|.$$
Another strategy to penalize the network size is to include the data set size which leads to the Bayesian information criterion

\[ s_{BIC}(G, D) = \log s_{ML}(G, D) - \frac{1}{2} |G| \cdot \log m. \]

None of the three previously presented metrics includes prior knowledge to bias the score of the current network. However in the literature several Bayesian metrics have been defined that take prior knowledge \( p(G) \) into account. A Bayesian metric is defined as a metric with the following form

\[ s(G, D) = \log p(G) + \log p(D|G) + c, \]

where \( p(G) \) is the prior probability of the structure, \( p(D|G) \) the likelihood of the data that is the posterior probability of the data given the structure and \( c \) is a constant.

Different metrics have been proposed, one often used is the MDL metric

\[ s_{MDL}(G, D) = \log p(G) + s_{BIC}(G, D). \]

Other metrics taking advantage of prior knowledge include the BDe metric [HGC95] and the BNCR metric [ISG+02].

In [Chi95] the score equivalence property for the BIC, AIC, MDL and BDe scores has been proven.

### 3.2.2.2 From prior knowledge to prior probability

The standard Bayesian approach can be summarized as follows [CS00, Mur01]:

\[ \text{posterior(model|data)} \propto \text{prior(model)} \cdot \text{likelihood(model,data)}. \]

Prior knowledge can be the result of an expert specifying edges that are likely to be present in a network of a specific domain and edges which are not [HGC95]. Other sources of prior information are publicly available databases or article abstracts [GVVDM07]. However, it is less clear how to transform these known edge-wise interactions into prior distributions that can be used in the Bayesian framework because this requires a probability distribution over the entire structure. This transformation is considered one of the most difficult tasks in Bayesian learning [HGC95]. We will present different approaches in the following paragraphs: penalizing Bayesian networks which deviate from the prior [HGC95], completing partial knowledge [CS00] and using a Gibbs distribution [IHG+03, HW07].

**Penalize** [HGC95]

The prior knowledge can be transformed into a **prior network**, denoted by \( G_0 = (V, E_0) \), such that there is an edge between two variables \( X_i \) and \( X_j \) whenever there is a known relationship between \( X_i \) and \( X_j \). In this approach, a graph \( G = (V, E) \) that is similar
to the $G_0$ will have a higher prior probability than a graph with less similarity. This is achieved by penalizing a network for each edge that is different from the prior network.

$$p(G) = c\kappa^\delta,$$

where $c$ is a normalization constant, $0 < \kappa \leq 1$ the constant penalizing factor and $\delta$ is the number of arcs in which $G$ differs from the prior network $G_0$.

**Completing partial knowledge [CS00]**

This method consists of two steps. The first completes the prior knowledge by assigning probabilities to all edges for which no prior information exists while in the second the prior knowledge is coded as a prior probability over network structures.

In the first step, it is assumed that for each edge between variables $X_i$ and $X_j$ three options are possible: $X_i \rightarrow X_j$, $X_i \leftarrow X_j$ and $X_i \not\rightarrow X_j$. The edges for which there exists no prior information will be updated using the following rules.

- If none of the three options has an associated prior probability, they will be equally probable
  $$p(X_i \rightarrow X_j) = p(X_i \leftarrow X_j) = p(X_i \not\rightarrow X_j) = \frac{1}{3}$$

- If one option has a probability of $p$, then the other two options will be assigned the probability $(1 - p)/2$.

- If two options have probabilities $p'$ and $p''$ respectively, the third option will have a probability of $1 - p' - p''$.

Subsequently, this prior over links is formalized into a prior over a Bayesian network structure using the concept of *oriented graphs*. Oriented graphs are a superset of directed acyclic graphs (DAGs) as they include graphs with cycles of size greater than two. The advantage of using an oriented graph is that its probability can be expressed as product over the probabilities of the existence of an edge between pairs of variables [CS00], as stated in equation (3.10). Assuming that the prior knowledge for one pair is independent from that of another pair, the prior over a structure is then the product of prior probabilities over all pairs of variables

$$p(G) = \prod_{i,j \in 1,\ldots,n, i<j} p(X_i - X_j),$$

(3.10)

where $X_i - X_j \in \{X_i \rightarrow X_j, X_i \leftarrow X_j, X_i \not\rightarrow X_j\}$ specifies the type of interaction between $X_i$ and $X_j$ in $G$. The set of oriented graphs is larger than the set of DAGs, therefore the probability $p(G)$ is not yet a prior distribution over the set of Bayesian networks. In order to obtain such a distribution, the authors in [CS00] propose two methods to take these additional structures into account: a uniform correction

$$p_{\text{uniform}}(G) = c_1 + p(G)$$
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and a proportional correction

\[ p_{proportional}(G) = c_2 \cdot p(G), \]

with \( c_1 \) and \( c_2 \) appropriately chosen normalization factors.

**Gibbs distribution**

In this framework, the prior knowledge is represented as a prior network and then a score is computed such that the lower the score the higher is the amount of prior knowledge. This score can then be used to compute a Gibbs distribution which forms the prior over the network structure. This score is known as the energy function [IHG+03]. The prior knowledge is transformed into an \( n \times n \) matrix \( U \) such that \( u_{ij} = \zeta_1 \) if there is a known relationship from gene \( X_i \) to gene \( X_j \). It is assigned a value \( \zeta_2 \) if there is no known relationship, \( 0 < \zeta_1 < \zeta_2 \). The energy of the prior network can then be computed as

\[ E(G) = \sum_{(i,j) \in G} u_{ij}. \]

The prior probability \( p(G) \) of a network \( G \) is then modeled by a Gibbs distribution

\[ p(G) = \frac{1}{Z} \exp\{-\zeta E(G)\}, \]

where \( \zeta > 0 \) is a hyperparameter and \( Z = \sum_{G \subseteq \mathcal{G}} \exp\{-\zeta E(G)\} \) a normalization factor. This method has been used in combination with the BNRC [ISG+02] criterion in a score based algorithm. A similar approach has been proposed in [HW07].

### 3.2.2.3 Search algorithms

In order to maximize the scoring metric, different heuristic search techniques have been proposed in the literature. Let the score be decomposable, that is the scoring function can be rewritten such that the contribution of each variable \( X_i \) is captured in a separate term of the sum

\[ s(G, D) = \sum_i s_i(X_i, \text{pa}(X_i), D). \]

In this case, a local search procedure can be applied, modifying a single arc at each iteration by adding, removing or reversing it [FNP99]. Examples of these algorithms are greedy hill-climbing and simulated annealing. The first method selects at each step the local change that maximizes the gain of the scoring function [FLNP00]. The second technique starts by allowing a high number of alterations to the network in one iteration. Then the number of alterations is gradually reduced in order to converge to a good network [HGJY02].

**Prior knowledge as part of the search algorithm**

Two different techniques have been proposed to integrate prior knowledge into the search
algorithm. The first consists in using the prior knowledge to seed the network search [DQ08], such that the search starts out from a network in which each connection is an interaction that has been validated in previous research. On the other hand prior knowledge can restrict the search space [ALCD08] such that only those structures are tested in which known interactions are present whereas those structures without any known interactions are avoided.

3.2.3 Hybrid algorithms

There have been advances to combine score-based and constraint-based algorithms in order to, at least partially, overcome their respective shortcomings while at the same time taking advantage of their strengths. The former one suffers from the exponentially large number of possible networks to test whereas the latter offers no possibility to control error rates and depends on the reliability of the testing procedure [SS11]. In general the hybrid algorithms use a constraint-based approach, such as Algorithm 3, to generate an initial network. This network is then used as input for a score-based approach [FNP99, TBA06].

A slightly different approach was presented in [FNP99]. The authors propose a two step approach which starts by selecting a set of relevant candidate parents based on a pairwise score such as mutual information (Definition 2.24). In the second step, the network from the first step is used as input for a score-based algorithm, which is then identifying the oriented network which maximizes the given scoring function.
3.3 Feature selection methods

In the first part of this section we discussed algorithms which can be interpreted as extensions to the constraint-based class of Bayesian network inference. In order to develop algorithms which can deal with a higher number of variables than those presented in the previous section, the concept of Markov blankets is exploited in order to reduce the number of independence tests. We start this section by introducing the link between relevance and Markov blankets and continue with different techniques to infer a network structure. We conclude the first part with techniques that orient the obtained structure based on the previously identified Markov blankets.

The second half of this section is dedicated to methods based on information theoretic measures such as mutual information and interaction information. The former set of methods has been developed to infer undirected networks for possibly thousands of variables. The latter has been used to extend some of the algorithms inferring undirected graphs in order to infer directed networks. These are the MI3 [LHW08] and the synergistic regulation index (SRI) [WLW09].

3.3.1 Using Markov blankets

In this section, we explain the relation between Markov blankets and relevant features by providing the necessary definitions of a relevant feature, Markov blankets and the properties relating the two. Then we present algorithms taking advantage of the notion of Markov blankets for the inference of directed networks. These algorithms usually proceed in four steps (Figure 3.6).

Figure 3.6: A directed network is inferred in four steps: i) the Markov blanket of each variable is identified using a feature selection algorithm, ii) the spousal links are removed in order to infer the skeleton from the Markov blankets, iii) the v-structures are identified to partially orient the skeleton and iv) a maximum number of edges not part of any v-structure are oriented using rules avoiding any cycles or additional v-structures.

i. Identifying the members of each variable’s Markov blanket.

ii. Combining these Markov blankets into an undirected network.

iii. Orienting v-structures.

iv. Orient as many of remaining edges as possible avoiding new v-structures and cycles.

The general procedure is outlined in Figure 3.6 and roughly follows the description in [PE08].
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3.3.1.1 Basic definitions and properties

Let $X^i$ denote the set $X = \{X_1, \ldots, X_n\}$ without the $i$-th variable.

**Definition 3.5** [KJ97]

- A feature $X_i$ is **strongly Kohavi-John (KJ) relevant** to the target $Y$ iff there exist some values $x, y$ and $v$ with $P(X_i = x, X^i = v) > 0$ such that:

  $$P(Y = y | X_i = x, X^i = v) \neq P(Y = y | X^i = v)$$

- A feature $X_i$ is **weakly KJ relevant** to the target $Y$ iff it is not strongly relevant and if there exist a subset of features $X^i$ for which there exist some values $x, y$ and $v$ with $P(X_i = x, X^i = v) > 0$ such that:

  $$P(Y = y | X_i = x, X^i = v) \neq P(Y = y | X^i = v)$$

- A feature is **irrelevant** if it is not strongly or weakly relevant.

A feature is either irrelevant, strongly relevant or weakly relevant.

**Theorem 3.6** [Pea88]

In a Bayesian network satisfying the faithfulness and the Markov condition, the unique Markov blanket of a target variable contains the parents, children and spouses (other parents of the children) of the target variable (Figure 3.7).

**Figure 3.7:** The members of the target variable’s Markov blanket in light grey: these are its children, parents and spouses.
3.3 Feature selection methods

In the following theorem, the direct connection of the Markov blanket to the notion of strong relevance is stated.

**Theorem 3.7** [TA03]
In a Bayesian network satisfying the faithfulness and the Markov condition, a variable is strongly relevant to the target variable if and only if the variable belongs to its Markov blanket.

In non-faithful distributions, there might be several Markov blankets for the target variable. In this case, the strongly relevant features are those included in the intersection of the Markov blankets [TA03].

The following theorem relates the Markov blanket to the notion of weak relevance.

**Theorem 3.8** [TA03]
In a Bayesian network satisfying the faithfulness and the Markov condition, a variable $X$ is weakly KJ relevant to the target variable if and only if it is not KJ strongly relevant and there is an undirected path from $X$ to the target variable.

In Figure 3.7, the two nodes colored dark grey are weakly KJ relevant because they are not members of the target’s Markov blanket and thus not strongly KJ relevant and because furthermore there exists an undirected path to the target for both variables, in case of the grandparent even an directed path.

### 3.3.1.2 Determining the undirected network

In order to infer the skeleton of a Bayesian network using the notion of Markov blankets, each variable plays the role of the target variable once. For each variable, the members of its Markov blanket are identified using conditional independence tests or a hybrid algorithm. Subsequently, the set of Markov blankets have to be combined into the network’s skeleton.

#### 3.3.1.2.1 Identifying the members of a Markov blanket

In the literature two families of algorithms have been introduced to identify the members of a variable’s Markov blanket. The first family consists of those algorithms that use a two step procedure to first select a superset of the actual Markov blanket and then removes variables that do not belong to the Markov blanket, the *GS type*. In the following, we will present two examples: the Grow-Shrink (GS) algorithm and the Incremental Association Markov Blanket (IAMB) algorithm. The second family consists of *PC type* algorithms that start by identifying the set of parents and children of the target variable and then identify the spouses to complete the Markov blanket in a second step. We will present two examples: the HITON algorithm and Max-Min algorithm. See Table 3.2 for an overview on the algorithms presented in this section.
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<table>
<thead>
<tr>
<th>family</th>
<th>name</th>
<th>MB identification</th>
<th>first step</th>
<th>second step</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>Grow-Shrink</td>
<td>superset of MB</td>
<td>(constraint)</td>
<td>shrink superset to MB (constraint)</td>
</tr>
<tr>
<td></td>
<td>Algorithm 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IAMB</td>
<td>superset of MB</td>
<td>(score)</td>
<td>shrink superset to MB (constraint)</td>
</tr>
<tr>
<td></td>
<td>Algorithm 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td>HITON</td>
<td>HITON-PC: Algorithm 8 (constraint)</td>
<td></td>
<td>HITON-MB/MMMB: Algorithm 10 (constraint)</td>
</tr>
<tr>
<td></td>
<td>Max-Min</td>
<td>MMPC: Algorithm 9 (hybrid)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Overview algorithms for Markov blanket identification: algorithms belonging to the GS family first identify a superset of the target variable’s Markov blanket and then remove the excess variables. Algorithms that belong to the PC family first identify the target variable’s parents and children and in a second step the missing variables (the spouses).

**GS type algorithms**

The first algorithm designed to identify the members of a target variable’s $X_T \in X$ Markov blanket was the Grow-Shrink (GS) algorithm [MT99, Mar03], Algorithm 6. In the first step, the growing, variables are added to the candidate list as long as there exists a variable in $Y \in X \setminus \{ S \cup X_T \}$ that is dependent on $X_T$ given the current candidate list $S$

$$\exists Y \in X \setminus \{ S \cup X_T \} : Y \not\perp \perp X_T | S.$$  

(3.11)

The second step is devoted to the removal of those variables not actually belonging to the Markov blanket, the shrinking. Some variables that were added in an early stage of the growing step might no longer be dependent of $X_T$, thus all variables $Y$ for which

$$Y \perp \perp X_T | \{ S \setminus Y \}$$  

(3.12)

holds are removed from $S$.

**Algorithm 6:** GS algorithm: calculation of $MB(X_T)$

| Input: | data, vertex set $V$, target variable $X_T \in V$ |
| Output: | Markov blanket $MB(X_T)$ of $X_T$ |

6.1 $S = \emptyset$;
6.2 while $\exists Y \in V \setminus \{ S \cup X_T \}$ such that $Y \not\perp \perp X_T | S$ do
6.3     $S = S \cup Y$ ;  /* Growing phase */
6.4 end
6.5 while $\exists Y \in S$ such that $Y \perp \perp X_T | \{ S \setminus Y \}$ do
6.6     $S = S \setminus Y$ ;  /* Shrinking phase */
6.7 end
6.8 $MB(X_T) = S$;

This algorithm needs $O(n)$ statistical tests (where $n$ denotes the number of variables in
3.3 Feature selection methods

The second algorithm that has been proposed in the literature to identify the elements of a variable’s Markov blanket is the **Incremental Association Markov Blanket (IAMB)** algorithm [TAS03b], Algorithm 7. Instead of applying conditional independence tests in the forward selection step, the algorithm maximizes function measuring conditional independence in order to select variables. The set of selected variables will be denoted by \( S \) and is initialized as \( S = \emptyset \). In each iteration, the variable \( Y \in X \setminus \{ S \cup X_T \} \) maximizing a function \( f(Y; X_T|S) \) will be added to \( S \) whenever

\[
Y \not\perp X_T|S. \tag{3.13}
\]

This function is usually defined as a measure of information, for example conditional mutual information (Definition 2.26). The second phase is the same as in the GS algorithm.

---

**Algorithm 7: IAMB algorithm**

- **Input**: data, vertex set \( V \), target variable \( X_T \in V \)
- **Output**: Markov blanket \( MB(X_T) \) of \( X_T \)

1. \( S = \emptyset \);
2. **while** \( S \) has changed ; /* Growing */
3. **do**
4. **Find the feature** \( Y \) in \( V \setminus \{ S \cup X_T \} \) maximizing \( f(Y, X_T|S) \);
5. **if** \( Y \not\perp X_T|S \) **then**
6. \( S = S \cup Y \);
7. **end**
8. **end**
9. **Remove from** \( S \) all variables \( Y \) for which \( Y \perp X_T|\{ S \setminus Y \} \); /* Shrinking */
10. \( MB(X_T) = S \);

This algorithm is a typical example of a hybrid approach where the score-based approach is used for the growing phase and the constraint-based for the shrinking phase.

Both algorithms, GS and IAMB, require the number of samples being exponential to the size of the Markov blanket [ATS+03].

**PC type algorithms**

The main idea behind this family of algorithms is to identify in the first step the target variable’s parents and children (PC) and only in the second step the complete the Markov blanket consisting of the target variable’s parents, children and spouses. The identification of the target variable’s parents and children is usually achieved by first using an association scoring function to select a superset of PC. Then variables that become independent of the target given a subset of PC are removed.
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**HITON-PC** (Algorithm 8) [ATS+03] adds variables to the set of selected variables $S$ in a forward selection procedure maximizing an association score $f(\cdot, \cdot)$ between $X_i \in X \setminus \{X_T \cup S\}$ and the target $X_T$. This set is initialized as empty set and will in the end contain the parents and children of the target variable. The association score used by the authors is the negative p-values returned by a $G$ test. They use the negative p-value because they are maximizing this function (line 8.4). The variable having the highest association with the target is then added to the set of selected variables $S$. It is removed again if there exists a variable $X_j \in S$ and a subset $S' \subseteq S$ such that

$$X_j \perp X_T | S'$$  (3.14)

because in this case $X_j$ lies outside of the target variable’s Markov blanket or is a spouse and thus can neither be its parent nor its child.

**Algorithm 8: HITON-PC algorithm**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>$S = \emptyset$;</td>
</tr>
<tr>
<td>8.2</td>
<td>$C = V$;</td>
</tr>
<tr>
<td>8.3</td>
<td>while $C$ is not empty do</td>
</tr>
<tr>
<td>8.4</td>
<td>Find variable $X_i \in C$ with $X_i \notin S$ maximizing $f(X_i, X_T)$;</td>
</tr>
<tr>
<td>8.5</td>
<td>Add $X_i$ to $S$;</td>
</tr>
<tr>
<td>8.6</td>
<td>foreach $X_j \in S$ do</td>
</tr>
<tr>
<td>8.7</td>
<td>if $\exists S' \subseteq S \setminus X_j$ such that $X_j \perp X_T</td>
</tr>
<tr>
<td>8.8</td>
<td>$S = S \setminus X_j$;</td>
</tr>
<tr>
<td>8.9</td>
<td>end</td>
</tr>
<tr>
<td>8.10</td>
<td>end</td>
</tr>
<tr>
<td>8.11</td>
<td>Remove $X_i$ from $C$;</td>
</tr>
<tr>
<td>8.12</td>
<td>end</td>
</tr>
</tbody>
</table>

The **Max-Min Parents and Children (MMPC)** algorithm [TAS03a] (Algorithm 9) differs from HITON-PC in the selection phase as it uses a conditional association function $f(\cdot, \cdot | \cdot)$ to identify the set of parents and children stored in $S$. First a conditioning set is identified for each variable $X_i \in X \setminus X_T$ as the subset of the current set of parents and children $S'_i \subseteq S$ that minimizes the conditional association function $f(X_i, X_T | S'_i)$. Then the variable $X_j \in X \setminus \{X_T \cup S\}$ that maximizes the conditional association with the target given the previously identified conditioning set $S'_j$ is chosen. It is included in the current set of parents and children $S$ if $X_j \perp X_T | S'_j$.

The false positives that were added to $S$ in the growing phase are then removed in the backward deletion part of the algorithm. Whenever a subset $S' \subseteq S$ can be found that renders $X_i$ independent of $X_T$ given $S'$ then $X_i$ is removed from $S$. 
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Algorithm 9: MMPC algorithm

Input: data, vertex set $V$, target variable $X_T \in V$
Output: Set $S$ containing parents and children of $X_T$

9.1 $S = \emptyset$; /* forward */
9.2 while $S$ does not change anymore do
9.3 foreach $X_i \in V \setminus \{X_T\}$ do
9.4 find $S'_i \subseteq S$ minimizing $f(X_i, X_T|S'_i)$;
9.5 end
9.6 $X_j \in V \setminus \{X_T \cup S\}$ maximizing $f(X_j, X_T|S'_j)$;
9.7 if $X_j \perp \perp X_T|S'_j$ then
9.8 $S = S \cup X_j$;
9.9 end
9.10 end /* backward */
9.11 foreach $X_i \in S$ do
9.12 if $\exists S' \subseteq S$ such that $X_i \perp \perp X_T|S'$ then
9.13 $S = S \setminus X_i$;
9.14 end
9.15 end

Having identified the parents and children of $X_T$, the set of spouses is missing in order to obtain the full Markov blanket. A spouse of $X_T$ is any other parent of its children. HITON-MB and MMMB (Algorithm 10) start by identifying all parents and children of the previously found set of parents and children (PC) by applying HITON-PC or MMPC to each of the variables in PC. This is a superset of the actual Markov blanket containing the parents, children and spouses but also grandchildren, grandparents and siblings. The latter three family members have to be removed in order to identify the Markov blanket. This is achieved by using a statistical test similar to the one used in the backward deletion in Algorithm 3 [SGS01].

3.3.1.2.2 Combining the Markov blankets into an undirected network

Having identified the variables belonging to the Markov blanket of each variable $X_T \in X$, the network’s skeleton can be obtained by combining the Markov blankets of each variable (Algorithm 11). Lines 11.9 to 11.11 apply the criterion described in equation (3.8):

$$\exists S_{XY} \subseteq X \setminus \{X, Y\} : \quad X \perp \perp Y|S_{XY} \implies X \rightarrow Y.$$ 

This step is necessary because the Markov blankets consist of parents, children and spouses. While parents and children are part of the target variable’s adjacencies, spouses are not.
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Algorithm 10: HITON-MB/MMMB algorithm

\textbf{Input}: data, vertex set $V$, target variable $X_T \in V$
\textbf{Output}: Markov blanket $MB(X_T)$ of $X_T$

10.1 $PC = \text{HITON-PC(data, } V, X_T) \text{ or } PC = \text{MMPC(data, } V, X_T) ;$

10.2 $PCPC = \text{parents and children of all variables in } PC \text{ returned by HITON-PC or}$
\hspace{1cm} MMPC applied to each variable in $PC ;$

10.3 $\text{foreach } X_j \in PCPC \setminus PC \hspace{1cm} /* \text{for each potential spouse } */$
10.4 $\text{do}$
10.5 $\text{Find } S' \text{ such that } X_j \perp \perp X_T | S' \hspace{.5cm} /* \text{exists because otherwise there would}$
\hspace{1cm} be a link between $X_j$ and $X_T$$*/$ \hspace{1cm}$*$/$
10.6 $\text{foreach } X_k \in PC \text{ do}$
10.7 $\text{if } X_j \not\perp \perp X_T | \{X_k \cup S'\} \hspace{1cm} \text{then}$
10.8 $\hspace{1cm} /* X_j \text{ is a spouse of } X_T \hspace{1cm} */$
10.9 $\text{Mark } X_j \text{ for inclusion};$
10.10 $\text{end}$
10.11 $\text{end}$
10.12 $\text{Remove } X_j \text{ from } PCPC \text{ unless it is marked;}$
10.13 $MB(X_T) = PCPC$

Therefore, for all variables $X \in X$, Algorithm 11 starts by identifying the set of adjacent
variables. For each $X$, all elements of the corresponding Markov blanket $Y \in MB(X)$
are tested for conditional independence given all subsets of the Markov blanket together
with $X$ (more precisely, the set $T = \min\{(MB(X) \setminus Y), (MB(Y) \setminus X)\}$ is considered).
If $X$ and $Y$ are conditionally dependent given all subsets $S \subseteq T$, the variable $Y$ is not
a spouse and thus can be added to the adjacencies of $X$.

If $b = \max_X(|MB(X)|)$ this algorithm carries out $O(nb^2)$ conditional independence
tests. In the worst case $b = O(n)$ which occurs when the set was produced by a dense
original network [Mar03].

3.3.1.3 Combining the Markov blankets into a directed network

After having identified each variable’s Markov blanket and subsequently the network’s
skeleton using the GS or IAMB algorithm, the directed graph has to be constructed.
This is achieved using four steps: orienting v-structures using a conditional indepen-
dence criterion, removing orientations of one edge in each cycle, redirecting these in the
opposite direction and finally, if there are still undirected edges, orienting them in the
direction of already existing paths between two adjacent variables, Algorithm 12 [Mar03].

An improvement to this two step procedure was proposed in [PE08] such that the non-
inclusion of spousal links in Algorithm 11 (lines 11.9 to 11.11) and the v-structure ori-
Algorithm 11: GS algorithm: recovering the skeleton from the set of MBs

### Input: data set, vertex set \( V \), MB(\( X \)) for all \( X \in V \)

### Output: set of adjacent variables \( \text{adj}(X) \) for all \( X \in V \)

11.1 foreach \( X \in V \) do

11.2 \( \text{adj}(X) = \emptyset \);

11.3 foreach \( Y \in \text{MB}(X) \) do

11.4 if \( |\text{MB}(X) \setminus Y| < |\text{MB}(Y) \setminus X| \) then

11.5 \( T = \text{MB}(X) \setminus Y; \)

11.6 else

11.7 \( T = \text{MB}(Y) \setminus X; \)

11.8 end

11.9 if \( X \not\perp \perp Y|S \) for all \( S \subseteq T \) then

11.10 \( \text{adj}(X) = \text{adj}(X) \cup Y; \)

11.11 end

11.12 end

11.13 end

The orientation in Algorithm 12 (lines 12.1 to 12.5) are carried out in one step. This is possible because identifying a set \( S \) that makes \( X \) and \( Y \) conditionally dependent implies that they are parents in a v-structure and any variable not part of \( S \) but part of their Markov blankets must be a collider as described by the d-separation criterion (Definition 2.11).

The orientation phase requires \( O(nb^22^b) \) conditional independence tests (\( b \) denotes again the maximum number of elements in Markov blankets \( \text{MB}(X) \) over all variables \( X \in X \)). The edge removal phase takes \( O(l(n + l)) \), where \( l \) is the total number of edges in the network. Reversing the \( l \) edges takes \( O(l) \) and the last step \( O(nb(n + l)) \) [Mar03].

An alternative algorithm orienting the network returned by MMPC (Algorithm 9) is the score-based Max-Min Hill-Climbing (MMHC) algorithm [BTA04, TBA06]. It starts by identifying all variables’ parents and children using the MMPC, Algorithm 9. This is then followed by a score-based orientation phase. The algorithm maximizes a score by trying to

- add edges \( X_j \rightarrow X_i \) for which \( X_j \in \text{PC}_i \),

- reverse edges and

- delete edges.

Due to the combination of constraint-based and score-based parts, MMHC belongs to the class of hybrid algorithms.

Some of these methods have been implemented in the R package \( \text{bnlearn} \) [Scu10].
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Algorithm 12: Orient edges based on Markov blankets

**Input:** data set, vertex set \( V \), Markov blanket for all \( X \in V \), set of adjacent variables \( \text{adj}(X) \) for each \( X \in V \)

**Output:** directed network

1. foreach \( X \in V \) and \( Y \in \text{adj}(X) \) do
2.     if \( \exists Z \in \text{adj}(X) \setminus \{\text{adj}(Y) \cup Y\} \) such that \( Y \notin Z|\{S \cup X\}, \forall S \subseteq T \), where \( T \) is the smaller one of \( \text{MB}(Y) \setminus \{X,Z\} \) and \( \text{MB}(Z) \setminus \{X,Y\} \) then
3.         Orient \( Y \rightarrow X \);
4.     end
5. end

/* Remove orientation in cycles */
6. \( R = \emptyset \);
7. while there exist cycles in the graph do
8.     Compute the set of edges \( C = \{X \rightarrow Y \text{ such that } X \rightarrow Y \text{ is part of a cycle }\} \); 
9.     Remove from the current graph the edge in \( C \) that is part of the greatest number of cycles and put it into \( R \)
10. end

/* Reorient edges */
11. foreach edge in \( R \) do
12.     insert the edges in reverse order of removal, oriented in opposite direction
13. end

/* Orient in direction of already existing paths */
14. foreach \( X \in V \) and \( Y \in \text{adj}(X) \) such that neither \( Y \rightarrow X \) nor \( X \rightarrow Y \) do
15.     if there exists a directed path from \( X \) to \( Y \) then
16.         Orient \( X \rightarrow Y \);
17.     end
18. end

Algorithm 13: MMHC algorithm

**Input:** data, vertex set \( V \)

**Output:** highest scoring DAG

1. foreach \( X_i \in V \) do
2.     \( \text{PC}_i = \text{MMPC}(\text{data}, V, X_i) \);
3. end
4. Start with empty network;
5. Perform greedy hill-climbing with operators add edge, delete edge, reverse edge.
6. Only try add edge \( X_j \rightarrow X_i \) if \( X_j \in \text{PC}_i \);
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3.3.1.4 Complexity comparison

<table>
<thead>
<tr>
<th>family</th>
<th>MB identification (for one variable $X_T$)</th>
<th>Markov blanket</th>
<th>skeleton</th>
<th>directed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grow-Shrink</td>
<td>/</td>
<td>$O(n)$</td>
<td>$O(nb^2)$</td>
<td>$O(nb^2b)$</td>
</tr>
<tr>
<td>IAMB</td>
<td>/</td>
<td>$O(n)$</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>HITON</td>
<td>$O(n^{(k+1)})$</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Max-Min</td>
<td>$O(n^{(k+1)})$</td>
<td>$</td>
<td>PC(X_T)</td>
<td>O(n^{(k+1)})$</td>
</tr>
</tbody>
</table>

Table 3.2: Worst case number of conditional independence tests for methods based on Markov blanket identification. Depending on the practical problem the algorithms might be faster in practice. Here, $b = \text{max}\{X_T \in X|(|\text{MB}(X_T)|)\}$ which in the worst case yields $b = O(n)$. Furthermore, $k$ is the maximum size of the conditioning set.

The class of algorithms based on the notion of Markov blankets is an improvement over the original constraint-based/hybrid algorithms in terms of runtime. However, they are far from applicable to data sets with thousands of variables and only few samples. This is due to the large number of conditional independence tests that needs to be conducted, the GS type algorithms have as limiting factor the worst case complexity of $O(nb^2b^2)$ with $b = O(n)$. Whereas the PC type algorithms are limited by the size of the conditioning sets $O(n^{(k+1)})$ where $k$ is the size of the conditioning set. This is prohibitive but for very small sets (Table 3.2).

3.3.2 Inference using information theory

3.3.2.1 Undirected networks based on mutual information

The common denominator of the network inference methods we present in this section is the computation of mutual information (Definition 2.24) for all pairs of variables. The first and simplest method takes this mutual information matrix as input and returns an undirected network containing all edges for which the corresponding mutual information surpasses the chosen threshold [BK00] (Section 3.3.2.1.1). More recently developed methods take the mutual information matrix as input to compute a score for each variable pair by avoiding possible indirect interactions [MNea06] (Section 3.3.2.1.2) or by taking into account the specific mutual information distribution for each variable [FHea07] (Section 3.3.2.1.3) or by including the variables with the highest relevance with the target variable and at the same time the lowest redundancy with already selected variables [MKLB07] (Section 3.3.2.1.4).

3.3.2.1.1 Relevance networks

The original implementation of the Relevance networks algorithm computed pairwise correlations to infer a network. Pairs of variables would be connected in this network whenever their correlation surpassed a given threshold [BTS+00]. To infer also interactions for non-linear relationships between variables, this methods was extended by
computing pairwise mutual information for each pair of variables [BK00]. Then the network is inferred by keeping only those edges whose mutual information is higher than a given threshold. The complexity of this algorithm is determined by the calculation of the pairwise mutual information $O(n^2)$, where $n$ represents the number of variables in the network [BK00, BTS+00].

### 3.3.2.1.2 ARACNE

The Algorithm for the Reconstruction of Accurate Cellular Networks (ARACNE) can be interpreted as an extension to the Relevance networks algorithm [MNea06]. The first step is effectively the same as in Relevance networks: computing the pairwise mutual information values. However, ARACNE then tries to avoid inferring an edge between two variables that are in reality only linked via an indirect dependency. This is achieved by evaluating interconnected triplets of variables and removing the link with the smallest associated mutual information. This procedure is based on the data processing inequality (DPI, Property 2.25, [CT90]) which states that if two genes $X_1$ and $X_2$ interact through a third variable $X_3$ and there is no alternative path from $X_1$ to $X_2$, then

$$I(X_1, X_2) \leq \min \{I(X_1, X_3), I(X_3, X_2)\}. \quad (3.15)$$

The algorithmic complexity is $O(n^3)$, where $n$ represents the number of genes in the network since all triplets of variables are considered [MNea06].

One extension to the standard ARACNE algorithm is the use of a bootstrap procedure to build more robust networks [MWL+06]. For this approach a set of data sets with the same dimensions as the original data set is generated via resampling with replacement of the original samples. After applying ARACNE to each of these data sets the thus obtained networks are combined into a consensus network as follows: based on a permutation test, the most significant edges are identified and then added to the final network [MWL+06].

### 3.3.2.1.3 CLR

Another extension to the Relevance networks algorithm is the Context Likelihood of Relatedness (CLR) method [FHea07]. The score for each pair of variables $X_i, X_j$ is now based on the mutual information in combination with the empirical mean and standard deviation for each of the two variables

$$z_{ij} = \sqrt{z_i^2 + z_j^2} \quad (3.16)$$

with

$$z_i = \max \left( 0, \frac{I(X_i, X_j) - \hat{\mu}_i}{\hat{\sigma}_i} \right), \quad (3.17)$$

where $\hat{\mu}_i$ and $\hat{\sigma}_i$ correspond to the mean and the standard deviation of the mutual information values’ $I(X_i, X_k)$, $k = 1, \ldots, n$, empirical distribution. As with relevance
networks, the complexity of the CLR algorithm is $O(n^2)$ resulting from the pairwise mutual information calculations.

### 3.3.2.1.4 MRNET
Yet another way to infer a network using the mutual information matrix as a starting point is to use the minimum redundancy, maximum relevance (mRMR) criterion [DP05, MKLB07]. Every variable in the data sets plays the target variable $X_T$ once. The MRNET forward selection strategy starts by selecting the variable $X_i$ which exhibits the highest mutual information with the target. At every subsequent step the variable with the highest mutual information with the target, that is the highest relevance, and at the same time the lowest average mutual information with the already selected variables $X_S$ is selected. Therefore, the variable maximizing

$$s_j = I(X_j; X_T) - \frac{1}{|X_S|} \sum_{X_k \in X_S} I(X_j; X_k)$$ (3.18)

is added to the set $X_S$. In a final step, the score of a variable pair $X_i, X_j$ is computed by taking the maximum between $s_i$ and $s_j$. As with relevance networks, edges with a values lower than a given threshold are removed from the network. The complexity of the MRNet algorithm is between $O(n^2)$ and $O(n^3)$ depending on how many features are selected, [MKLB07]. The three algorithms ARACNE, CLR and MRNET have been implemented in the R/Bioconductor package MINET [MLB07a].

### 3.3.2.1.5 C3NET and BC3NET
A more prudent path is taken by the *Conservative Causal Core (C3NET)* algorithm. The main principle is to only include the most significant edges in the network [AES10]. In the first step the mutual information is tested for statistical significance using a hypothesis test. Then for each variable $X_i \in \mathbf{X}$, out of the edges $X_i - X_k$ with significant mutual information scores, the one with the highest value is added to the network.

$$X_j = \arg \max_{\{X_k: I(X_i, X_k) \text{ significant}\}} I(X_i, X_k)$$ (3.19)

This method has been implemented in the CRAN/R package c3net [AES11].

A bagging variant of the C3NET algorithm has been proposed in [dMSES12], namely *BC3NET*. This method proceeds in four steps, during the first the data set is resampled to obtain a number of independent data sets, say $b$. For each of these data sets, a network is obtained using C3NET. Thirdly, an aggregated network is constructed by using a combination of the $b$ networks. Finally, the final network is obtained by cropping the aggregated network to only keep the significant edges. This algorithm has been implemented in the CRAN/R package bc3net [dMSES12].
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3.3.2.2 Directed networks based on interaction information

As presented in Section 2.5.3, interaction information is an extension of mutual information taking into consideration three variables. Unlike mutual information this quantity can also be negative, more specifically negative interaction information can be used to detect triplets of variables linked to the *explaining away effect*. This states that a given common effect creates a dependency between two variables [Nea03].

**Property 3.9 (Explaining away effect)**

*Once the value of a common effect is known, it creates a dependency between its causes because knowing that one of the two causes occurred reduces the likelihood of the other one.*

The following link between negative interaction information and v-structures has been presented in [CGK+01, Mey08].

**Property 3.10**

*Given three variables \(X_i, X_j\) and \(X_k\) and a structure \(X_i \rightarrow X_j \leftarrow X_k\). If \(I(X_i, X_j, X_k) < 0\), then \(X_i \rightarrow X_j \leftarrow X_k\).*

(3.20)

The remaining three directed graphs that can be constructed based on the skeleton \(X_i \rightarrow X_j \leftarrow X_k\) are depicted in Figure 3.8 and yield positive interaction information values. The connection between v-structures and negative interaction information is exploited by the two hereafter presented network inference methods and and causal filter criterion.

![Diagram showing v-structures](image)

**Figure 3.8**: Triplets of variables with positive interaction information \(I(X_i, X_j, X_k)\) corresponding to the conditional dependency relation \(X_i \perp \perp X_k | X_j\).

3.3.2.2.1 Mutual information 3

The **mutual information 3 (MI3)** algorithm computes the 'three-way mutual information' score for each triplet of variables \(X_i, X_j\) and \(X_k\)

\[
MI3(X_i, X_j, X_k) = I(X_i; X_j, X_k) - I(X_i, X_j, X_k)
\]

(3.21)

which is the difference between the mutual information \(I(X_i; X_j, X_k)\) (equation (2.35)) and the interaction information \(I(X_i, X_j, X_k)\) (Definition 2.28) [LHW08]. The rationale
behind this combination of scores is that the former detects pairs of regulators $X_j, X_k$ that describe well the target $X_i$. On the other hand, the latter will return a low negative score whenever the pair $X_j, X_k$ is more informative with the target than the individual variables. Therefore, the score will yield high values for v-structures. Conflicting orientations are resolved by taking the arc’s direction with the higher of the two MI3 values [LHW08].

### 3.3.2.2 Synergy augmented CLR

A second approach using interaction information based on maximizing its negative value is presented in [WLW+09], by using the so-called synergistic regulation index (SRI). The main assumption behind the SRI is that whenever the interaction information of a triplet $X_i, X_j, X_k$ is negative, the collider is that variable in a triplet exhibiting the highest pairwise mutual information with the pair of the other two variables, see Figure 3.9. This is equivalent the lowest pairwise mutual information occurring between the two parents $X_i$ and $X_j$. Thus, the following score measures the confidence that $X_i$ cooperatively regulates $X_k$.

$$SRI(X_i; X_k) = \max_{X_j \in \mathbf{X},\ X_j \neq X_i, \neq X_k} \{-I(X_i, X_j, X_k)\}. \quad (3.22)$$

The interaction information for a triplet has to be ‘negative’ and ‘significantly high’. The SRI score was used in combination with the CLR algorithm, see Section 3.3.2.1.3, to obtain a directed network, replacing the mutual information correction by the sum of the mutual information and the SRI

$$z_i = \max \left( 0, \frac{I(X_i; X_k) + SRI(X_i; X_k) - \hat{\mu}_i}{\hat{\sigma}_i} \right), \quad (3.23)$$

where $\hat{\mu}_i$ and $\hat{\sigma}_i$ are the mean and the standard deviation of the sum’s $I(X_i; X_k)$ + $SRI(X_i; X_k), k = 1, \ldots, n$, empirical distribution.
3.3.2.2.3 min-Interaction Max-Relevancy

[BM10] propose the use of interaction information in a causal filter criterion. Inspired by mRMR, the min-Interaction Max-Relevancy (mIMR) criterion selects at each step the variable that is at the same time the most informative with the target and also exhibits low average negative interaction information with the target and the already selected variables. Let $X_T$ denote the target variable and $X_S$ the already selected variables. Then, the algorithm selects at the next step the variable that maximizes

$$\arg\max_{X_k \in X_+ \setminus X_S} \left\{ I(X_k; X_T) - \frac{1}{|X_S|} \sum_{X_i \in X_S} I(X_k, X_T, X_i) \right\}, \quad (3.24)$$

where $X_+$ denotes the set of variables with positive mutual information.
3.4 Ensemble methods

3.4.1 GENIE3

GEne Network Inference with Ensemble of trees (GENIE3) [HTIWG10] is an inference method which ranks variables based on tree ensembles where each variable in the data set plays the role of target variable once. The Random Forests technique is used to build an ensemble of trees, where each tree is built on a bootstrap sample. The ensemble of trees for one target variable is then used to compute rankings for the remaining variables. This leads to \(n\) variable rankings which are subsequently used to compute an interaction ranking. The complexity is \(O(nTkm \log m)\), where \(n\) is the number of variables, \(T\) the number of trees, \(m\) the sample size and \(k\) the number of input variables. The final network is a directed network in the sense that the scores, that is the interaction rankings, for a pair of variables \(X_i, X_j\) do not have to be equal for both directions. In order to obtain the directed network, the direction with the higher value is kept. By default, the R implementation which is available from the author’s webpage\(^1\) builds a model with 1000 trees per target variable and \(k = \sqrt{(n - 1)}\). GENIE3 was winner of both, the DREAM5 Network Inference and the DREAM4 In Silico Size 100 Multifactorial sub-challenge [MPS+10a].

3.4.2 Combining methods

In [MCKf12], a large set of techniques was applied to three different data sets based on the DREAM challenges [MPS+10a]. The authors compare the performance of each single method to the result the combination of them obtains. They showed that even though some single methods might beat the combination on one data set, only the combination of methods performs well on all data sets. Other conclusions drawn from this study by the authors:

i. The combination of many methods is robust against inclusion of poorly performing method if the number of these is not too high, the authors recommend \(< 20\%\).

ii. The inclusion of well performing methods was always beneficial. Therefore it is still important to develop good inference methods.

\(^1\)\url{http://www.montefiore.ulg.ac.be/~huynh-thu/software.html}
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3.5 Kernel-based methods

The main concept behind kernel-based methods is to represent the data using kernel matrices. These matrices can be interpreted as adjacency matrices and thus as graphical representations of the relationships between the variables in the data. The two major reasons for using kernel representations are: i) different types of data can be represented in the same mathematical framework and thus can be combined easily [YVK04, YG08] and ii) non-linear relationship between variables can be easier detected after the kernel transformation [STC04].

In this section we will discuss how to represent different data types with kernels, techniques to combine the kernel matrices and finally methods to derive networks from these kernel matrices. We present two main categories of methods: unsupervised (Section 3.5.2) and supervised (Section 3.5.3). For methods in the former category, the kernel transformation is applied to the data and a network is obtained by applying different techniques such as thresholding. For the latter category, prior knowledge is used as a scaffold in order to determine a kernel matrix that matches the prior knowledge as closely as possible.

3.5.1 Basic definitions and properties

"A function that returns the inner product between the images of two inputs in some feature space is known as kernel function" [STC04].

**Definition 3.11 [STC04]**

A **kernel** is a function $K$ that for all $x, z \in X$ satisfies

$$K(x, z) = \langle \phi(x), \phi(z) \rangle,$$  \hspace{1cm} (3.25)

where $\phi$ is a mapping from $X$ to an (inner product) feature space $F$

$$\phi : x \rightarrow \phi(x) \in F.$$  \hspace{1cm} (3.26)

**Property 3.12 [STC04]**

Kernel matrices are positive semi-definite.

**Theorem 3.13 [STC04]**

A function $K : X \times X \rightarrow \mathbb{R}$ which is either continuous or has a countable domain, can be decomposed into a feature map $\phi$ into a Hilbert space $F$ applied to both its arguments followed by the evaluation of the inner product in $F$ (equation (3.25)), if and only if it finite and positive semi-definite (Appendix B.4).

3.5.1.1 Different types of input data in kernel representation

The idea of kernel representation is that patterns present in the data can be detected more easily in the feature space than from the actual data itself [STC04]. Two typical
data sets in bioinformatics are expression data and adjacency matrices of known connections obtained for example by experiments or literature mining. These different types of data sets require different kernel functions as the underlying structure is fundamentally different. We consider an $m \times n$ data matrix $D$, where $m$ is the number of samples and $n$ is the number of variables. The prior matrix $P$ is of dimension $n \times n$ and $p_{ij} = p_{ji} = 1$ if there is a known interaction $X_i - X_j$ and 0 otherwise.

3.5.1.1.1 Data matrices
A data matrix $D$ of dimension $m \times n$ can be transformed into a symmetric positive definite kernel function $K$, such that for two columns $x$ and $z$ the Gaussian radial basis function kernel is defined as

$$K(x, z) = \exp \left\{ -\frac{\|x - z\|^2}{2\sigma^2} \right\}.$$  \hspace{1cm} (3.27)

A second natural choice is the linear kernel

$$K(x, z) = x \cdot z = \sum_{k=1}^{m} x_k z_k.$$  \hspace{1cm} (3.28)

When considering the variables in the data set to be $X_1, \ldots, X_n$, the kernel matrix then is of dimension $n \times n$, with values $K(x_i, x_j), \forall i, j \in 1, \ldots, n$.

3.5.1.1.2 Adjacency matrices
When an $n \times n$ adjacency matrix $P = (p_{ij})$ is being transformed into a kernel, the following kernel is often used

$$K(P) = \exp\{\beta (P - A)\},$$  \hspace{1cm} (3.29)

where $\beta > 0$ and $A$ is the diagonal matrix of node connectivity where $a_{ii}$ is the number of adjacencies of variable $X_i$ [KL02]. This is known as diffusion kernel. However, the evaluation of this kernel requires the computation of the matrix exponential and thus the diagonalization of the Laplacian $P - A$ [STC04] which has a complexity of $O(n^3)$ and returns a dense matrix [TSS05].

3.5.1.2 Combination of different data source in the kernel space
The data integration takes as input the different kernel representations and combines them into a new kernel. The most straight-forward way to integrate $l$ kernels $K_1, \ldots, K_l$ is to compute the sum over all kernels $K = \sum_{i=1}^{l} K_i$, see [PWCG01, YVNK03, YVK04]. Another possibility is to average the kernels [DBTvOM07] to obtain an integrated kernel $K$

$$K = \frac{1}{l} \sum_{i=1}^{l} \frac{K_i}{\beta_i}, \quad \beta_i > 0,$$  \hspace{1cm} (3.30)
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where $\beta_i$ is used to correct the kernels’ different scaling. This circumvents that some kernels might be dominating or underrepresented. The authors in [DBTvOM07] proposed to choose the $\beta_i$ proportional to the trace (the sum of the diagonal) of the concerned kernel $K_i$.

When some data sets seem more relevant to the question at hand, it could be sensible to include a weighting parameter $\mu_i > 0$ accounting for this fact [DBTvOM07]

$$K = \frac{1}{l} \sum_{i=1}^{l} \mu_i \frac{K_i}{\beta_i}, \quad \beta_i > 0.$$  \hspace{2cm} (3.31)

A second aim of this parameter is to automatically downweigh data sets that exhibit a lot of noise [DBTvOM07].

3.5.2 Determining an undirected network: unsupervised kernel methods

The simplest way to obtain a network from the kernel $K$, is to consider the value at the $i,j$th position of the kernel as a measure of similarity and take the highest values to derive the network [YVK04] (Algorithm 14).

**Algorithm 14:** Unsupervised kernel method

| Input: data, vertex set $V$, threshold, kernel $K$ |
| Output: Undirected network: set of edges $E$ |

14.1 Initialize $E = \emptyset$;
14.2 `foreach pair of variables $X$ and $Y$ in $V` do
14.3 | Compute $K(x, y)$;
14.4 | `if $K(x, y) > threshold` then
14.5 | | `Add the edge $X - Y$ to $E$`;
14.6 | `end`
14.7 `end`

Based on spectral clustering [NJW01] and subsequently on kernel principal component analysis [SSM98], a network is built in the feature space by considering the problem of finding clusters of size two, that is pairs of variables. Given the kernel $K$, the network is obtained by first projecting all variables onto the subspace defined by the first principal component and then selecting those pairs which are similar [YVK04] (Algorithm 15).

An alternative to use kernels in unsupervised learning is to apply kernels in canonical correlation analysis (CCA) [Aka01, BJ03, Ver03, YVNK03]. The main idea of CCA is that whenever a multiple input, multiple output regression system needs to be solved, it may help to linearly transform the input features into a lower dimensional space and maximizing the correlation in that space. The problem is then defined as determining the transformation such that the correlation in the new space is maximized. Since the correlation will only detect linear dependencies, the main incentive to apply a kernel
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Algorithm 15: Unsupervised kernel clustering

Input: data, vertex set \( V \), kernel \( K : V^2 \to \mathbb{R} \), set \( \mathcal{H} \) of real-valued functions \( \{ f(x) = \sum_{i=1}^{n} \alpha_i K(x_i, x), (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n \} \) endowed with the norm \( \| f \|_{\mathcal{H}} = \sum_{i,j} \alpha_i \alpha_j K(x_i, x_j) \), number of principal components \( l \)

Output: Undirected network: set of edges \( E \)

15.1 Initialize \( E = \emptyset \);
15.2 foreach variable \( X_i \in V \) do
15.3 Determine the projection \( f^{(1)}(x_i) \) onto the first principal direction by minimizing \( \| f^{(1)} \|_{\mathcal{H}} \) under the constraint \( \sum_{i=1}^{n} f^{(1)}(x_i)^2 = 1 \);
15.4 foreach \( k \in 2, \ldots, l \) do
15.5 Determine the \( k \)-th projection \( f^{(k)}(x_i) \) the same way as the first with the additional orthogonality constraint \( \sum_{i=1}^{n} f^{(k')}(x_i) f^{(k)}(x_i) = 0 \) if \( k' < k \);
15.6 end
15.7 end
15.8 Carry out clustering on the vectors \( [f^{(1)}(x_1), \ldots, f^{(1)}(x_1)], \ldots, [f^{(1)}(x_n), \ldots, f^{(l)}(x_n)] \) to select similar variables \( X_i, X_j \) which are then added to \( E \);

to the variables before maximizing the correlation is to make possible the detection of non-linear relations between the variables.

3.5.3 Including prior knowledge: supervised kernel methods

Unlike the unsupervised approach which only uses the information embedded in the kernel \( K \), prior knowledge may be additionally used to infer the network. In practice, the feature mapping is constrained such that it matches as closely as possible the prior knowledge \[VY04\].

3.5.3.1 Using the prior to define a distance criterion in the feature space

\[VY04\] proposes a two step approach which the points are mapped into the feature space using a distance measure that takes the prior knowledge into account. This is done by assuring that known interactions are mapped to be close to each other in the feature space. In a second step the network is inferred by adding those edges to the prior network that are close to each other in the feature space as well.

3.5.3.2 Using the prior with kernel CCA

In \[YVK04\], each of the \( n \) variables \( X_1, \ldots, X_n \) will be projected into \( l < n \) principal components with the goal of defining a feature space in which interacting variables are close as described in Algorithm 15. This idea can be extended to include prior knowledge, therefore belonging to the class of supervised techniques. Assuming that prior
knowledge is perfect for the first $k < n$ variables, the goal is to identify the interactions with/between the remaining variables. This is done by extending Algorithm 15 to minimize two functions simultaneously on the known part of the network while exhibiting at the same time a high correlation between each other. The first function representing the prior knowledge and the second the data matrix.

The problem of this approach is that for the first $k$ variables, it is assumed that all interactions in the network are correct and moreover that there are no interactions missing.

### 3.5.3.3 Searching for a completed prior matrix

Another approach to supervised kernel methods is presented in [TAA03]. Based on kernel representations for all data sets, the goal is to fill the unknown parts of the complete adjacency matrix based on the partial adjacency matrix representing the prior knowledge. The authors employ an EM algorithm to identify that matrix which is closest in terms of KL-divergence$^1$. An extension to this idea has been proposed in [KTA05], that takes into account multiple data sets and not only fills the partial adjacency matrix but also identifies which data sets contain the most informational content.

---

$^1$Kullback-Leibler divergence [CT90]
3. STATE-OF-THE-ART
3.6 Conclusion

In this state-of-the-art section we outlined the most important methods to infer dependencies between variables by using different graphical models. We presented the important advances that have been made with regards to

- inference of undirected networks based on information theory,
- orientation of edge based on information theoretic measures,
- prior integration in Bayesian networks.

However, there are still open issues to be solved mainly with respect to the inference from data sets with high variable/sample ratio. The two most important open problems are:

i. How can we integrate prior knowledge with methods that have been developed to infer undirected or directed networks from such data?

ii. How can we then quantitatively validate these inferred networks?

The next three chapters are dedicated to our contributions. In Chapter 4 we tackle these two problems by developing a framework that allows prior integration with methods based on information theory and by using experimental knock-down data to validate the thus inferred networks. This framework is put into practice in Chapter 5 using experimental perturbation data obtained for colorectal colon cancer cell lines and publicly available patient tumor data. Finally, the contributions presented in Chapter 6 are threefold. We suggest extensions to existing methods in order to improve the robustness of mRMR feature selection (Section 6.1) and the orientation based on interaction information (Section 6.2). We conclude our contributions with an experimental study evaluating the influence of entropy estimation on the quality of networks inferred from genomic data (Section 6.3).
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Chapter 4

An integrated methodology for causal network inference and validation

The advent of high throughput biomedical data and its widespread availability called for methods that could shed light on the question of how genes interact with each other. As presented in the state-of-the-art chapter of this thesis (Chapter 3), a manifold of methods was developed to tackle this problem mainly focusing on the inference of undirected gene-gene networks from genomic data. As presented, there exist only few techniques that can infer directed networks from these data sets with the previously discussed problems of high variable to sample ratio and large amounts of noise (Section 1.2). One possible alleviation to the difficulties posed by expression data is the integration of prior research into the inference procedure. In the best case this prior knowledge complements the information contained in genomic data to infer a resulting network that is closer to the true network. Even though Bayesian network inference algorithms (Section 3.2) infer directed networks by combining data and priors, current implementations have been designed for data sets with few variables and many samples.

As promising as the integration of prior knowledge is in order to facilitate the inference of directed networks from expression data, it comes with a price: any independent validation of an inferred network cannot rely on this prior knowledge. Currently it is common practice to validate inferred networks by checking whether high scoring edges in the inferred network correspond to known interactions. Whenever the overlap is deemed sufficiently high, other high scoring but unknown interactions are considered good candidates for subsequent experimental validation. This validation procedure is not only inapplicable to networks that were inferred from a combination of genomic data and prior knowledge due to the introduced bias towards known interactions but furthermore this procedure does not offer an easy assessment of networks inferred with different algorithms.
In this chapter we present a comprehensive framework that provides solutions to these two problems. The first part of our framework (Section 4.1.2) is devoted to the design of an inference method which infers directed networks combining high variable/low sample genomic data and prior knowledge. For the first part, we design a method that combines prior knowledge via a linear combination scheme with a feature selection procedure and an orientation scheme that extract information from the genomic data. In the second part of the framework (Section 4.1.3) we develop an independent, quantitative assessment for the inferred networks. We use experimental knock-down data in a cross-validation inspired setting, splitting the data into training data (the samples not related to the knock-down) and test data (the samples related to the knock-down). We use the training data for the inference of a directed network together with prior knowledge while we use the test data to independently quantify the quality of the inferred network.

Our framework does not only include the inference algorithm and the subsequent validation but furthermore the necessary tools to experimentally carry out the inference using our R/Bioconductor package predictionet (Section 4.2.1) and a web application named Predictive Networks (Section 4.1.1) to retrieve prior knowledge from biological databases and PubMed abstracts.

The different parts of this chapter are part of the following publications.


4.1 Methodology

Three methodological contributions are the heart of our framework outlined in Figure 4.1 and will be described in detail throughout this section: the retrieval of prior knowledge using the Predictive Networks web application (Section 4.1.1), the inference of directed networks from genomic data and said prior knowledge (Section 4.1.2) and finally the purely data-driven validation of the inferred networks (Section 4.1.3).

The key concept of our framework is the cross-validation inspired use of our experimental perturbation data. This data was generated by knocking down in turn a number of relevant genes and collecting multiple biological replicates for each of these knock-down experiments (Section 5.1).

We separated those samples that are related to one specific gene knock-down from the rest. The samples not related to the specific knock-down experiment constitute the training data and are used together with the prior knowledge to infer a directed network. The samples related to the specific knock-down are kept for the subsequent validation, this is the test data.

From the test data we can determine the set of genes that are actually affected by the perturbation experiment. This list contains the genes whose expression significantly changes with respect to the control samples in which no perturbation was inflicted upon any gene. This set of affected genes will then be used in our validation as these genes should be ef-
effects of the knocked down gene in the inferred network (Section 4.1.3.1). We extend this validation by furthermore proposing a set of additional quantitative evaluation strategies such as comparing the inferred network to random networks (Section 4.1.3.2) and evaluating the prediction ability using linear regression models (Section 4.1.3.3).

4.1.1 Prior knowledge retrieval

We developed the Predictive Networks web application [HKOD+12] with three main goals in mind. Primarily, it should allow the easy retrieval of prior knowledge for any list of genes. Secondly the web application should offer the possibility to infer a network making use of this prior knowledge together with uploaded genomic data. Lastly, it should offer the user different options to visualize the results. In this section, we will focus on the first part whereas the inference will be discussed in Section 4.1.2 and the visualization in Section 4.2.2.

4.1.1.1 Extracting prior knowledge

The first goal of Predictive Networks is to identify known gene-gene interactions from different repositories focusing on two principal resources: i) published biomedical literature including PubMed abstracts and PubMed Central’s full-text articles and ii) biological databases including Pathway Commons [CGD+11]. As different as these two sources are structurally, as different are also the approaches to access the relevant information. While information extraction from biological databases requires little processing, the information contained in published literature can only be extracted using text-mining tools. The first step to identify gene-gene interactions by means of text mining is the definition of triples of the form

\[ \text{[subject; predicate; object]} \]

The \textit{subject} and the \textit{object} correspond to gene names, synonyms and 'common names' as well as standard Gene Symbols. We defined a list of \textit{predicates}, such as 'regulates', 'is inhibited by' and furthermore negative interactions such as 'does not regulate'. After having uploaded a list of gene, the application allows to download the list of identified gene-gene interactions together with their source. The implementation of Predictive Networks was carried out by Entagen\textsuperscript{1}.

4.1.1.2 Prior representation

As presented in the state-of-the-art chapter, representing prior knowledge about the existence of certain interactions between genes as priors over networks is considered to be one of the most difficult tasks in Bayesian learning. Our aim is to develop an inference technique which allows for easy integration of such prior knowledge without the need for more complicated approaches such as those explained in Section 3.2.2.2.

\textsuperscript{1}Entagen, Newburyport, MA, 01950, USA
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When prior information about specific interactions such as ‘gene $X_i$ regulates gene $X_j$’ is available, this can be graphically represented as $X_i \rightarrow X_j$. Whenever a set of prior information for the set of variables $X = \{X_1, \ldots, X_n\}$ is available, these are then represented using a weighted adjacency matrix $P = (p_{ij})_{i,j=1,\ldots,n} \in [-1, 1]$. Values $p_{ij} = 0$ corresponds to no prior knowledge about an edge between the two variables $X_i$ and $X_j$, a positive value $p_{ij}$ corresponds to having prior knowledge about the existence of the edge $X_i \rightarrow X_j$. The higher this value, the higher is the confidence that this edge is present in the true network. When $p_{ij}$ is negative, there is evidence for the absence of the edge from $X_i$ to $X_j$, the smaller the value the stronger the evidence. We compute the strength of an interaction based on the number of times this interaction was cited in the literature and in biological databases. To reduce the influence of intensely studied interactions, we truncate the counts returned by Predictive Networks (Section 5.3).

4.1.2 Directed networks from genomic data and prior knowledge

The main advantage of network inference methods based on feature selection techniques employing pairwise information theoretic measures of association is that these methods are fast enough to be applied to data sets with high variable to sample ratios. We start this section by presenting a method integrating network inference based on feature selection with prior knowledge. Then we present the integration of prior knowledge into an orientation scheme. Figure 4.2 presents a flowchart of the different parts in our inference procedure which starts with expression data and prior knowledge and results in a directed network.

By adding prior knowledge to the inference process we aim at benefitting from the respective strengths of network inference based on feature selection using information theoretic measures of association and the integration of prior knowledge:

i. fast inference of networks from typical biological datasets with high variable to sample ratio,

ii. complement information available in the data with information from prior knowledge,

iii. obtain a more robust network.

The complete algorithm’s pseudo-code is described in Algorithm 16.

4.1.2.1 Undirected networks with priors

One successful approach to infer undirected networks from biomedical data is the application of feature selection techniques using information theoretic measures of association (Section 3.3). Typically, each variable in the data set is considered to be the target variable once and the most relevant features with respect to this target variable are selected. In order to integrate prior knowledge into this procedure, we will modify the rankings using prior knowledge and a weighting scheme which allows to take into account the
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Figure 4.2: Our prior integration approach: One the one side we start using mRMR to obtain a feature ranking for each of the variables in the expression data. Then we combine this with prior knowledge in a linear combination scheme to obtain an undirected network. Subsequently, we use an orientation scheme based on interaction information and combine this in a linear combination with the prior as well to obtain the final network. The prior knowledge serves two different purposes: to stabilize the feature selection in the first step and to orient additional edges in the second step.

confidence in the prior. Given the ranking based on the chosen feature selection technique and the prior knowledge, we add a variable to the final set of selected variables in the following cases (ordered by descending final ranking).

- The feature is ranked high in the feature selection procedure and there is high confidence from prior knowledge in this interaction.

- The feature is strongly supported by either the data or the prior knowledge. Depending on the weight given to either source, one might be more influential than the other.

- Both sources only support the feature weakly but there are no strongly supported features.

Relevance of a feature with the target variable is often defined as mutual information between these two variables. Using this information theoretic measure allows fast estimation of the relevance score between two variables while at the same time offers the
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possibility to detect both linear and non-linear relationships between variables. More recent methods add a layer of complexity trying to take the target variable’s context into account (CLR), avoiding indirect relations (ARACNE) and avoiding to select redundant variables with respect to the previously selected variables (MRNET) (Section 3.3.2.1).

Similarly to MRNET we base our algorithm on the minimum redundancy maximum relevance (mRMR) criterion \([DP05]\) which selects a variable \(X^* \in X \setminus X_S\) by maximizing the relevance with the target variable \(X_T\) while at the same time minimizing the redundancy with the previously selected variables \(X_S\) using the following maximization

\[
X^* = \arg \max_{X_i \in X \setminus X_S} \left\{ I(X_i; X_T) - \frac{1}{|X_S|} \sum_{X_k \in X_S} I(X_i; X_k) \right\}.
\] (4.1)

Therefore, a variable’s \(X_i\) mRMR score \(s_i\) is computed by evaluating the difference between its relevance with the target \(I(X_i; X_T)\) and its redundancy with the previously selected variables \(\frac{1}{|X_S|} \sum_{X_k \in X_S} I(X_i; X_k)\)

\[
s_i = I(X_i; X_T) - \frac{1}{|X_S|} \sum_{X_k \in X_S} I(X_i; X_k).
\] (4.2)

The mRMR scores of a pair of variables \(X_i\) and \(X_j\), \(s_i\) and \(s_j\) respectively, are not necessarily symmetric and thus the final mRMR score between a pair of variables is then determined by choosing the maximal score.

Computing the mRMR score for each variable results in an adjacency matrix \(M = (m_{ij})_{i,j=1,...,n}\). We scale this matrix to have values in the interval \([-1,1]\) by dividing it by \(\max |m_{ij}|\). We now use the prior knowledge to modify the obtained rankings in the rescaled mRMR matrix \(M\) according to the strength of the two sources’ information. As seen before in Section 4.1.1.2, the prior knowledge can be represented by a weighted adjacency matrix \(P = (p_{ij})_{i,j=1,...,n}\) with \(p_{ij} \in [-1,1]\).

We then combine the two matrices \(P\) and \(M\) such that a weight \(w \in [0,1]\) determines the degree of confidence in the prior versus that in the data

\[
w \cdot P + (1-w) \cdot M \in [-1,1].
\] (4.3)

This linear combination potentially changes the ranking of each variable balancing thus information from the data via the mRMR matrix \(M\) and the information contained in the prior knowledge matrix \(P\).

The network is pruned to keep only a predefined number of adjacencies for each variable, hereafter denoted by \(maxparents\).
Our prior integration scheme is fulfilling the key principles of a good algorithm defined in [GHB13]:

- Only that part of the prior which is also supported by the data should be included.
- Using a structure prior must not limit the ability to learn the part of the network for which no prior information exists.
- The weight given to prior knowledge can be controlled.

The combination of the two matrices $M$ and $P$ can be interpreted as two estimators of the true network. The network $M$ constructed from data exhibits high variance whereas the network $P$ based on prior knowledge high bias. As described in Section 1.3.1, the combination of such estimators results in an improved estimation compared to either one by itself. Furthermore, the two matrices can be interpreted in the Bayesian framework: the matrix obtained from prior counts can be interpreted as prior probability (when scaling it appropriately) and the mRMR matrix as the evidence from data.

### 4.1.2.2 Directed networks with priors

After having identified an undirected network from genomic data and prior knowledge, we now use a second step to orient this network. As before, we will combine a criterion based on information theory with prior knowledge in a linear combination scheme controlling the weight given to the data versus that given to the prior knowledge via the parameter $w \in [0, 1]$.

Given an undirected network, triplets of variables can be oriented based on different conditional (in)dependence relations (Section 3.3.2.2). On the one hand, three connected variables $X_i \rightarrow X_j \rightarrow X_k$ with $X_i \neq X_k$ for which $X_i \perp\!\!\!\!\perp X_k | X_j$ can be oriented into a v-structure. On the other hand, this conditional independence relation can equivalently be expressed using interaction information

$$I(X_i, X_j, X_k) < 0. \quad (4.4)$$

The three remaining possible structures for a triplet of variables, fork and chains in two directions correspond to the dependence relation $X_i \perp\!\!\!\!\perp X_k | X_j$ and equivalently to $I(X_i, X_j, X_k) > 0$. Using negative interaction information to orient edges is the basis of both the MI3 algorithm (Section 3.3.2.2.1 [LHW08]) and SRI (Section 3.3.2.2.2 [WLW+09]). Sometimes an undirected edge is part of more than one triplet of variables. In this case its score is the minimum between the interaction information over all such triplets.

We start the second part of our algorithm by computing the interaction information $I(X_i, X_T, X_j)$ for each triplet of variables $X_i \rightarrow X_T \rightarrow X_j$ with $X_i \neq X_j$. The score for
the edge $X_j \rightarrow X_T$ is given by

$$c_{jT} = \max_{X_i \in X_C} \{-I(X_i, X_T, X_j)\},$$  \hspace{1cm} (4.5)$$

where $X_C = \{X_i : X_i - X_T - X_j, X_i \neq X_j\}$. Subsequently, the adjacency matrix $C = (c_{ij})_{i,j=1,...,n}$ can be filled for each target variable $X_T$ with the corresponding scores $c_{jT}$. After rescaling the matrix $C$ and thus computing $C = \frac{C}{\max_{i,j \in [1,...,n]} |c_{ij}|}$, we can proceed to integrate the prior knowledge using the weighting factor $w \in [0, 1]$ which is the degree of confidence in the prior’s quality

$$w \cdot P + (1 - w) \cdot C \in [-1, 1].$$  \hspace{1cm} (4.6)$$

Pruning the number of edges to keep only those with positive causality score and to a maximal number of parents $\text{maxparents}$ for each variable provides the final network.

---

**Algorithm 16**: Inferring a directed network from genomic data and prior knowledge

**Input**: data, prior knowledge $P$, prior weight $w$, maximum number of parents for each variable $\text{maxparents}$

**Output**: Directed network

16.1 /* Undirected network */
16.2 Compute scaled mRMR matrix $M$ from data;
16.3 Combine $M$ and $P$: $w \cdot P + (1 - w) \cdot M$;
16.4 Keep $\text{maxparents}$ top scoring adjacencies for each variable in $V$;
16.5 /* Directed network */
16.6 Compute scaled causality score matrix $C$ from data given undirected network;
16.7 Combine $C$ and $P$: $w \cdot P + (1 - w) \cdot C$;
16.8 Keep $\text{maxparents}$ top scoring parents with positive causality score for each variable in $V$;

---

### 4.1.3 Validation

One of the big problems when inferring networks from biomedical data is that the majority of interactions is unknown. This implies that comparing the inferred network to the complete true underlying network is impossible. The two most common approaches to validate the inferred networks are i) the experimental validation of the inferred interactions and ii) the comparison to the known interactions. However, these two approaches both have drawbacks. The experimental validation is costly and time consuming whereas the comparison to known interactions cannot be carried out when using this knowledge as prior information to bias the inference process. Furthermore, inference methods that
do not rely on prior knowledge can be evaluated by comparing the resulting network to the known interactions. However, this procedure can be problematic due to the prior knowledge being far from complete in most cases and in the worst case not related to the studied problem.

Due to these problems, we present a novel, purely data-driven approach based on experimental knock-down data to quantitatively validate inferred networks. When knocking down one gene in an experiment, we can observe the effect this knock-down has on the remaining genes. This then allows us to identify a set of truly affected genes. We then check whether these genes are found downstream from the knocked down gene in the inferred network. Subsequently we can compute a performance score for each inferred network. Thus we can determine whether inferred interactions are indeed present in the medical problem we are studying.

The second part of our data-driven validation is the comparison of the inferred network with randomly generated networks. It is difficult to interpret any obtained score for an inferred network. One way to assure that a result is meaningful is to compare the inferred network’s score to the scores obtained using state-of-the-art methods. A second strategy is to compare the obtained result to results obtained using random networks. The generation of random networks allows us to establish a baseline result which should be attained using any inference technique.

The final validation we propose is going one step further by using the inferred network as basis for regression models. Each target variable is modeled using the set of inferred parents. These regression models are then used to predict the expression values of the target variable. This validation is carried out in cross-validation, using the training set to infer the network and to build the regression models and the test data for the subsequent predictions.

4.1.3.1 Using knock-down data

Whenever we discuss causal relationships between gene $X_i$ and $X_j$ such that $X_i \rightarrow X_j$ in a network, we mean implicitly that a manual change of $X_i$ will affect the expression value of $X_j$ and subsequently the expression values of all other children, grandchildren, etc. (Figure 4.3). In theory, this type of experimental data is very informative and thus would allow us to infer a better network compared to networks inferred from observational data only. However, a more realistic scenario due to the time and cost constraints is that only a few genes are perturbed. In this case, the inference might result in networks that do not represent reality. Therefore, we propose a different approach to make use of this type of data.

Knowing which gene was manually modified, we can identify the set of genes that are significantly affected by the manipulation, in Figure 4.3(c) these are the genes colored green.
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Figure 4.3: Three states of a network: the unperturbed network 4.3(a). Knocking down one gene 4.3(b) and thus removing the KD’s ancestors from influencing the knocked down gene. The network after perturbation 4.3(c): those vertices that are still affected by the KD are highlighted in green.

More precisely, we compare the expression values of a gene in the unperturbed state with that after modification. If the difference is significant, then it belongs to the childhood (CH) of the modified gene. In the following we will denote this set of affected genes by $X_A$. Unlike the childhood of the perturbed gene, its parents, grandparents, and other ancestors will not be affected by the perturbation and their expression should not be different compared to their expression in the unperturbed state.

After inference, we can classify the genes in the network using the confusion matrix in Table 4.1. All those genes that were inferred as part of the perturbed gene’s childhood and at the same time were affected by the perturbation are classified as true positives (TP). Genes that were affected by the perturbation but are not inferred as part of perturbed gene’s childhood but instead for example as a parent will be classified as false positive (FP). The genes that were not inferred as part of the childhood are classified as false negatives (FN) if they were affected by the perturbation and therefore should have been part of the childhood. Otherwise they are classified as true negatives (TN).

<table>
<thead>
<tr>
<th></th>
<th>$\in X_A$</th>
<th>$\notin X_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\in$ childhood</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>$\notin$ childhood</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table 4.1: Confusion matrix used to classify genes in an inferred network, more precisely to compare the list of genes in the childhood of the perturbed gene with those known to be truly affected by this perturbation ($X_A$).

In Figure 4.4, we graphically show the procedure using a list of affected genes $X_1$, $X_4$ and $X_5$ and an inferred network in which the perturbed gene’s childhood consists of $X_3$, $X_4$, $X_5$ and $X_6$. In this example $X_4$ and $X_5$ are true positives because they are...
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Figure 4.4: Given are a set of genes affected by a knocked down gene KD\textsubscript{i} and a gene interaction network. Affected genes in the CH are classified as true positives (TP). All other genes in CH are classified as false positives (FP). Affected genes not knock-down’s CH are classified as false negatives (FN).

in the list of truly affected genes and at the same time part of the perturbed gene’s childhood. Two genes, X\textsubscript{3} and X\textsubscript{6}, are inferred as part of the childhood but are not directly affected by the perturbation therefore they are classified as false positives. Finally X\textsubscript{1} is truly affected but inferred as parent of the perturbed gene and thus a false negative.

With the confusion matrix in hand we can compute different quality measures to quantitatively evaluate the corresponding network. Standard quality measures are presented in Section B.3.1.

4.1.3.2 Using random networks

An important step in a validation process is to verify that the obtained networks’ quality could not be obtained by chance. The first possible strategy is to estimate the network’s null distribution by randomizing the data and applying the same inference algorithm to each of these data sets. A second approach is to randomly swap connections in the network [MSOI+02]. For example replacing the connections X\textsubscript{1} \rightarrow X\textsubscript{2} and X\textsubscript{3} \rightarrow X\textsubscript{4} by X\textsubscript{1} \rightarrow X\textsubscript{4} and X\textsubscript{3} \rightarrow X\textsubscript{2}. A third approach was used in [MPS+10b] in which edges were predicted randomly. The authors showed the difficulty to beat the performance of these randomly guessed interactions. As the first approach would be computationally heavy, we decided to generate random networks using a modified version of the second approach.

In order to verify whether the inferred network could have been obtained by chance, we decided to generate a large number of random networks which mimic the inferred network. In our inference algorithm we set the parameter maxparents which determines the maximum number of parents each variable in the network can maximally have. We keep this parameter also for the random networks. As we carry out a feature selection procedure which does not impose a predefined distribution on the edges, we designed the random network generation to select uniformly a number of parents for each variable.
while leaving the total number of edges in the network equal to the total number of edges in the inferred network. Obtaining relevant results with this approach ensures that our two-step procedure makes sensible use of the information in the data and prior knowledge. Otherwise the inferred network will not be significantly better than the random addition of at most \textit{maxparents} parents to each node.

![Network Diagram](image)

\textbf{Figure 4.5:} We infer one network using \textit{predictionet} 4.5(a); we then generate \(k\) random networks 4.5(b) in which each node has the same maximum number of parents and the total number of edges is the same as the number of edges in the inferred network.

After generating \(k\) random networks, we compute for each random topology the F-score (Appendix B.3.2) for the chosen childhood distance and compute the p-value via

\[
p = \frac{\sum_{i=1}^{k} \mathbb{1}(F_{\text{random}_i} \geq F_{\text{inferred}})}{k}
\]

(4.7)

testing whether the obtained F-score from the inferred topology is significantly better than what could be reached when choosing edges randomly. Apart from verifying that the F-score obtained by the inferred network is sufficiently high, this comparison to random networks serves another purpose, it restricts the number of edges to be included in the network: if the number of edges is too high, it will be easier to beat the inferred network.

\subsection{4.1.3.3 Predictions}

One important problem in network medicine is to use gene-gene networks to predict pathways related to a studied disease. Once we understand how genes interact, targeted treatment can be developed taking out key genes in these pathways. Our rationale in predicting gene expressions is that a gene’s parents should be good predictors. Under this assumption we can also use the prediction framework to validate the inferred network. This offers another purely data-driven solution to the validation problem. The main idea is to use a gene’s parents to predict the expression level of this gene. We assume linear dependencies between the genes and split the data into training and test
set. The training set is used to fit the parameters of the model and the test set is then used for the prediction and the subsequent validation using different quality measures such as $R^2$ and NRMSE (Section B.3.2).

Adopting linear dependencies between nodes, we fit the model for each gene $X_i, i = 1, \ldots, n$

$$X_i = \beta_0 + \sum_{X_j \in \text{pa}(X_i)} \beta_j X_j,$$

(4.8)

where $\text{pa}(X_i)$ denotes the set of parents of $X_i$ returned by the structural step. The fitting of the model parameters $\beta_j$ is obtained using the expression values of the corresponding variables $\text{pa}(X_i)$.

4.1.3.4 Stability

When inferring networks from expression data, the algorithm has to cope with the large variable to sample ratio. This often leads to problems with the robustness of the result. Small changes in the data set might result in significant differences in the resulting network. We will measure the stability of a network as part of our validation strategy, assuming that an algorithm that infers edges more robustly is considered superior to a less robust algorithm. In a cross-validation scheme, we define the stability of an edge between variables $X_i$ and $X_j$ as the number of times it was inferred over the total number of repetitions

$$\text{stability}(X_i, X_j) = \frac{\# \text{ inferred}}{\# \text{ cross-validation repetitions}}.$$

(4.9)

This quantity assumes values in the interval $[0, 1]$, where 0 corresponds to an edge that has never been inferred and 1 to an edge that is inferred in all cross-validation repetitions.
Algorithm 17: Data-driven network validation

Input: data, specific KD, inferred network, set of affected genes for KD, childhood distance from the KD, number of random networks $k$

Output: Quality scores

17.1 /* Scores based on confusion matrix */
17.2 Determine the confusion matrix for KD based on the KD’s childhood in the network and the set of affected genes;
17.3 Compute evaluation scores based on confusion matrix, for example F-score;
17.4 /* p-value: inferred versus random networks */
17.5 Generate $k$ random networks;
17.6 foreach random network do
17.7     Determine corresponding confusion matrix and F-score;
17.8 end
17.9 Compute p-value for inferred network via equation (4.7);
17.10 /* Stability */
17.11 Compute stability of the network by running a cross-validation scheme;
17.12 /* Prediction scores */
17.13 Build regression model for each gene using its parents in the network;
17.14 Make predictions using the obtained model;
17.15 Evaluate predictive ability using for example $R^2$ or NRMSE;
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4.2 Implementation

4.2.1 R/bioconductor package predictionet

This section has been published in parts in [OHKQB13] and in the R/Bioconductor package predictionet’s vignette [HKOBQ12]. The package contains a set of scripts implementing the methods presented in this chapter. The available functionalities can be roughly grouped into three categories.

- **Network inference based on genomic data and prior knowledge**: The user can choose the weighting factor between information from data and from prior knowledge and the maximum number of parents for each gene.

- **Validation based on stability of the inferred network and on prediction scores based on a linear regression model using cross-validation**: The inference function has been extended to a cross-validation scheme which automatically computes the stability and the prediction scores.

- **Visualization by exporting to *.gml file format**: Each network can be exported together with edge and node properties for subsequent visualization using tools such as Cytoscape [SOR+11].

4.2.1.1 Inferring networks

In the following, we will describe how to infer a network using the prior matrix following the method described in Section 4.1.2. The function netinf is the heart of the package as it carries out the inference procedure. The necessary parameters of this function are presented in Table 4.2.

In what follows we present the package’s functionalities using the data set and prior matrix provided in the package.

```r
rm(list=ls())
library(predictionet)
goi=dimnames(annot.ras)[[1]][order(abs(log2(annot.ras[,"fold.change"])), decreasing=TRUE)][1:30]
mynet=netinf2(data=data.ras[,goi], priors=priors.ras[goi,goi], priors.count=TRUE, priors.weight=0.5, maxparents=4, causal=TRUE)
```

The returned object contains the following elements: topology, edge.relevance and edge.relevance.global, contain information concerning the inferred network: the adjacency matrix and the corresponding scores as defined in equation (4.6) after and before pruning, respectively.

1http://www.opengeospatial.org/standards/gml
### 4.2 Implementation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>data</strong></td>
<td>matrix of continuous or categorical values; observations in rows, features in columns</td>
</tr>
<tr>
<td><strong>priors</strong></td>
<td>matrix of prior information available for gene-gene interaction</td>
</tr>
<tr>
<td><strong>priors.count</strong></td>
<td><strong>TRUE</strong> if priors specified by the user are number of citations (count) for each interaction, <strong>FALSE</strong> if probabilities or any other weight in [0, 1] are reported instead</td>
</tr>
<tr>
<td><strong>priors.weight</strong></td>
<td>real value in [0, 1] specifying the weight to put on the priors (0=only the data are used, 1=only the priors are used to infer the topology of the network)</td>
</tr>
<tr>
<td><strong>maxparents</strong></td>
<td>maximum number of parents allowed for each gene</td>
</tr>
<tr>
<td><strong>causal</strong></td>
<td><strong>TRUE</strong> if a directed network should be inferred; <strong>FALSE</strong> to infer an undirected network</td>
</tr>
</tbody>
</table>

**Table 4.2:** Parameters of the `netinf` function.

#### 4.2.1.2 Validation

An extension to the `netinf` function has been implemented in the `netinf.cv` function to automatically carry out

- a cross-validation procedure and
- a set of predictions using linear regression models.

This wrapper function makes use of three separate functions as described in Table 4.3.

<table>
<thead>
<tr>
<th>Function</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>predictionet.stability.cv</code></td>
<td>performs a k-fold cross-validation procedure to compute the stability of each edge</td>
</tr>
<tr>
<td><code>net2pred</code></td>
<td>computes linear regression models on the basis of the inferred network</td>
</tr>
<tr>
<td><code>netinf.predict</code></td>
<td>uses the regression models to predict outcomes for each sample and each variable</td>
</tr>
</tbody>
</table>

**Table 4.3:** Functions needed for the cross-validation validation procedure.

#### 4.2.1.2.1 Cross-validation

A $k$ fold cross-validation scheme is implemented in the function `predictionet.stability.cv` such that for $k$ times a network is inferred using $k-1$ folds of the training set and tested on the remaining fold. The first measure returned by the cross-validation is a matrix containing the stability (Section 4.1.3.4) of each edge in the inferred network topology using the entire dataset `edge.stability`. 

111
The object `topology.cv` contains a list of the topologies inferred during the k cross-validation runs. Furthermore the stability for edges inferred in any of the cross-validation repetitions is captured in `edge.stability.cv`.

**Linear models**
As described in Section 4.1.3.3, we use linear dependencies between the nodes in our prediction model. The fitting of the model’s parameters $\beta_j$ is obtained using the expression values of the corresponding variables $pa(X_i)$. The linear models are can be computed using the function `net2pred`. In practice the linear models for an inferred network can be obtained using the following command.

```r
mypred<-net2pred(net=mynet, data=data.ras[,goi])
```

In addition to the objects generated using the `netinf` function, the linear models were added in the object `lrm`. Three different quality measures for the predicted outcome are implemented: $R^2$, NRMSE and MCC.

The previously described functionalities are combined in the function `netinf.cv`. This function requires two additional parameters compared to those in Table 4.2, see Table 4.4, namely the number of cross-validation folds `nfold` and the number of categories `categories` needed for data discretization and the subsequent computation of the MCC.

<table>
<thead>
<tr>
<th>parameter</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>nfold</code></td>
<td>number of folds for the cross-validation</td>
</tr>
<tr>
<td><code>categories</code></td>
<td>number of categories used to discretize each variable</td>
</tr>
</tbody>
</table>

Table 4.4: Additional parameters of the `netinf.cv` function.

The wrapper function can be invoked using the following instruction.

```r
mynet.cv = netinf.cv(data=data.ras[,goi], priors=priors.ras[goi,goi], priors.count=TRUE, priors.weight=0.5, maxparents=4, causal=TRUE, nfold=10, categories=3)
```
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4.2.1.3 Visualization

The network object can be exported in *.gml format with the `netinf2gml` function as follows.

```
netinf2gml(mynet.cv)
```

Two files `predictionet.gml` and `predictionet.props` are generated as output. Importing these with Cytoscape [SOR+11] allows a visualization as presented in Figure 4.6 using the stability to color code the edges and the prediction score $R^2$ for the nodes.

![Visualization of the inferred network variables' prediction score using Cytoscape. Color coding of the nodes according to the $R^2$ prediction score, low values correspond to blue nodes, high prediction scores to yellow nodes. The edges are color coded according to their stability, low stability corresponds to red edges, high stability to purple edges.](image-url)

**Figure 4.6:** Visualization of the inferred network variables’ prediction score using Cytoscape. Color coding of the nodes according to the $R^2$ prediction score, low values correspond to blue nodes, high prediction scores to yellow nodes. The edges are color coded according to their stability, low stability corresponds to red edges, high stability to purple edges.
4.2.2 Integration into web application Predictive Networks

The web application Predictive Networks [HKOD+12] was developed with two main goals in mind: i) An easy way to retrieve prior knowledge about gene interactions from biological databases and PubMed abstracts. ii) Conveniently infer networks using uploaded expression data and the available prior knowledge. In Figure 4.7, the welcome screen is presented providing the possibilities to upload a set of genes of interest and eventually the genomic data to carry out a full analysis.

![Predictive Networks Front Page](image)

**Figure 4.7:** Front page of the Predictive Networks web application displaying the four entry points: the single gene, single gene-gene interaction and gene list searches, and the network inference analysis panel. The top left panel provides a series of quick links to ensure easy navigation between the different web pages which compose the Predictive Networks web application.


The predictionet package was integrated into the web application allowing the user the same freedom to choose the maximum number of parents and the weight given to the prior. Once the inference is finished, the user can visualize the results by comparing the inferred edges to what has been provided as part of the prior knowledge and what parts of the networks are new (Figure 4.8). That is, when inferring a network with prior weight $w \in [0, 1]$, the edges which are part of the prior knowledge and part of this inferred network are colored yellow, edges which are in the inferred network are colored green and edges which have not been inferred but are part of the prior knowledge are colored red.
Figure 4.8: Analysis of the inferred edges: red edges are only present in the prior knowledge, green edges were not present in the prior knowledge but are inferred using the genomic data and yellow edges were known in the prior knowledge and inferred from the genomic data.
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4.3 Conclusion

This chapter is the heart of the main contribution of this thesis. In this chapter we present the computational framework we developed to

- retrieve prior knowledge using *Predictive Networks*,
- infer directed networks using genomic data and prior knowledge for small sample/large variable data sets and
- validate these networks quantitatively following the proposed validation procedure using knock-down data.

Using *Predictive Networks* we can retrieve known gene-gene interactions from biological databases, PubMed abstracts and open access PubMed articles. Our inference algorithm extends mRMR feature selection to integrate prior knowledge and thus can handle data sets with large variable to sample ratio typical for genomic data. We use the obtained undirected network as basis for an orientation scheme that uses interaction information in combination with prior knowledge.

We implemented this procedure in the R/Bioconductor package *predictionet* and presented its usage in the final section of this chapter. While there exists a stand-alone version, it was also integrated with *Predictive Networks* to provide an easy way to upload data, retrieve prior knowledge and use the two sources directly to infer a directed network.

The final methodological contribution is a validation procedure based on the availability of experimental knock-down data. We will use these different components in the following chapter in a case study on colon cancer to infer directed networks from knock-down data and prior knowledge obtained via *Predictive Networks*. 
Chapter 5

Causal discovery in colon cancer

We described in the introduction the impact that cancer has on public health. As one of the leading causes of death in the world, continuing research efforts are necessary to further understand the mechanisms that guide cancer growth and thus hopefully identify possible targets for medical treatment. In this chapter we address three important open problems in network inference using biological data related to the RAS pathway in colorectal cancer. We provide a detailed description of the experiments in Section 5.1.

Even though more and more network inference methods are being developed only little attention has been paid to the design of techniques that would allow a quantitative evaluation of the inferred networks’ quality. In this chapter we show experimentally that with the proposed validation framework (Section 4.1.3), we can quantitatively assess the inferred networks.

The second problem is related to the use of prior research results via tools such as Predictive Networks. The retrieved knowledge is not problem-specific (this would be very limiting in the number of known interactions) and therefore we have to first ensure that the retrieved priors are relevant to colorectal cancer.

The final problem is to infer meaningful large scale directed networks from genomic data and prior knowledge. In this experimental section we show that predictionet can make use of these two sources to infer better networks compared to those from either source alone. We show that predictionet outperforms GeneNet\textsuperscript{1} and furthermore that the combination of the two sources as described in Section 4.1.2 is beneficial both in terms of F-score values and in terms of achieved significance with respect to random networks using our validation framework.

We tackle these three problems by applying our methodological contributions to two types of experimental colon cancer data: i) data obtained from perturbation experiments performed on two different cell-lines and ii) publicly available patient tumor data. Our

\textsuperscript{1}We refer to the proposed method by the name of its implementation in R.
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analysis pipeline is depicted in Figure 5.1.

Figure 5.1: Analysis pipeline devised for the knock-down study. A using cell line data: for each of the knock-down $i$: the samples are split into training samples which are the samples not related to knock-down $i$ and validation samples which are the samples related to knock-down $i$. For each of the knock-downs, one network is inferred and then validated. B using tumor samples: the validation samples are again the samples related to knock-down $i$. However, the training samples are the tumor samples from which one network is inferred. For both settings, the validation includes i) computing the F-score using the validation samples of knock-down $i$, ii) generating random networks and computing their F-scores, iii) computing a p-value to test whether the inferred network performs significantly better than the random networks.

In the first step (Figure 5.1A), we use experimental knock-down data in a cross-validation scheme by

i. setting samples related to one knock-down experiment aside (validation samples),

ii. using the validation samples to determine the set of affected genes by means of statistical tests,

iii. inferring one directed network from the remaining samples (training samples) and prior knowledge (Section 5.4),

iv. validating the inferred network using the set of affected genes as described in Section 4.1.3.

We repeat steps (i)-(iv) for each of the knock-downs and thus obtain one network and one set of validations (F-score and p-value) for each of the knocked down genes.
In the second step (Figure 5.1), we proceed with the first two steps as before for each of the knocked down genes. This provides us again with a set of affected genes for each knocked down gene. However, instead of inferring one network for each of the knocked down genes using the corresponding training samples, we use patient tumor data to infer one directed network. We then validate this network by evaluating the quality of each knocked down gene’s childhood as described in Section 4.1.3. In Section 5.5 we show that we obtain similar results for networks that were inferred from patient tumor data as for those inferred from cell line samples.
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5.1 The knock-down data

We performed gene perturbation experiments (gene knock-downs) focusing on the RAS pathway, a well-studied and key pathway in colorectal cancer [BSBDN+07, SHS05]. We used two colorectal cancer cell lines, SW480 and SW620 [LSM+76], to measure the effects of targeted perturbations in the RAS pathway. These targeted perturbations are performed using RNAi knock-downs systematically silencing eight key genes in the RAS pathway as identified from PubMed and BioCarta in 2007: CDK5, HRAS, MAP2K1, MAP2K2, MAPK1, MAPK3, NGFR and RAF1, Figure 5.2. In order to efficiently silence each of the eight genes in turn we designed short hairpin RNA complexes with complementary sequence to the mRNA sequence of these genes of interest. In each perturbation experiment the shRNAs are delivered to the cell via a lentivirus, which activates the enzyme dicer. The shRNAs assemble then with RISC (RNA Induced Silencing Complex), which unwinds and dissociates the sense strand; the resulting complex is an activated RISC complex bound to the anti-sense strand. This complex then binds to its target mRNA sequence and cleaves it, so the degraded mRNA cannot be translated and resulting gene expression is silenced. We then collected the media of the tissue culture cells after 72 hours post transfection. Three types of controls have been used:

- Empty Vector (EV): Vector containing no shRNA
- Non Target: Vector containing an shRNA that does not target any known human genes.

1 Synonyms: MAPK1-ERK2, MAPK3-ERK1, MAP2K1-MEK1, MAP2K2-MEK2
2 Supplementary File to [ODF+13]: rtpcr_primers.csv

![Figure 5.2: The RAS pathway as in BioCarta 2007.](image)
5.1 The knock-down data

- Non Transduced: these are SW480 and SW620 cells that did not get infected with any virus.

The experiments were done in six biological replicates where both the SW480 and SW620 cell lines were extracted for gene expression profiling\(^1\). We performed genome-wide gene expression profiling of control (no perturbation) and perturbed cells (gene knock-down) using the Affymetrix GeneChip HG-U133 PLUS2 platform. CEL files were normalized using frma [MBI10]. We used the jetset package to select a unique probeset for each gene symbol, which resulted in a set of 19,218 unique gene symbols; further annotations were obtained using biomaRt [DMK+05]. The raw and normalized data will be deposited on the NCBI Gene Expression Omnibus repository [BST+05] with the publication of [ODF+13].

With the goal of inferring a larger network than that between the described eight genes, we needed to identify a set of genes linked to the RAS pathway in addition to the core list of eight key genes. We achieved this by comparing gene expression profiles of quiescent cell lines with cell lines over-expressing RAS [BYC+05]. These gene expression data were generated using the Affymetrix GeneChip HG-U133 PLUS2 platform and normalized using MAS5 [Aff04]; the normalized data are available from GEO (GSE3151). Similarly to our perturbation dataset, we used the jetset and biomaRt packages to annotate each probeset. We used a Wilcoxon Rank Sum test to statistically compare the ten control cell lines with the ten cell lines over-expressing RAS in order to select the genes that are most differentially expressed (false discovery rate FDR (Appendix B.3.1) < 10% and fold change >= 4), which resulted in a list of 332 genes including HRAS. The RAS-associated genes and the eight knock-down genes (for a total number of 339 genes selected for further analysis) are listed together with their corresponding statistics in [ODF+13]\(^2\).

---

\(^1\)Supplementary File to [ODF+13]: rubio2011_marray_demo.csv
\(^2\)Supplementary File to [ODF+13]: sig_ras.xls

121
5. CAUSAL DISCOVERY IN COLON CANCER

5.2 Parameter selection

Besides the data set, the parameters required by predictionet are the maximum number of parents and the prior weight. We set the maximum number of parents to ten and infer one network for each knock-down using predictionet with different prior weights \( w \in \{0, 0.25, 0.5, 0.75, 0.95, 1\} \). The weight \( w = 0 \) corresponds to inferring the network from data only. In order to verify predictionet’s performance, we compare it to directed networks inferred using GeneNet (Section 3.1.3).

We used the Wilcoxon Rank Sum test (knock-down vs. non target control, Wilcoxon Rank Sum test, \( FDR < 10\% \)) to identify the list of genes statistically significantly affected by the knock-down of each of the eight core genes of the RAS pathway. The number of affected genes for each of the eight knock-down genes are presented in Table 5.1.

<table>
<thead>
<tr>
<th>KD</th>
<th>CDK5</th>
<th>HRAS</th>
<th>MAP2K1</th>
<th>MAP2K2</th>
</tr>
</thead>
<tbody>
<tr>
<td># affected genes</td>
<td>73</td>
<td>122</td>
<td>33</td>
<td>38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KD</th>
<th>MAPK1</th>
<th>MAPK3</th>
<th>NGFR</th>
<th>RAF1</th>
</tr>
</thead>
<tbody>
<tr>
<td># affected genes</td>
<td>117</td>
<td>59</td>
<td>99</td>
<td>61</td>
</tr>
</tbody>
</table>

Table 5.1: Number (#) of statistically significantly genes affected by KD (out of 339 genes) with FDR < 10\%.

A difficulty to handle is to find the right size of the childhood, that is to answer the question which distance from the modified gene is still considered to be in the childhood and thus should be affected by the perturbation. It is usually a trade-off between having too few genes when only considering a very small distance such as direct children and a too large childhood when choosing a too large distance. In that case the number of genes might approach the number of genes in the network. In our experiments, we will consider distances one, two and three which correspond to only direct children (CH1), direct children and grandchildren (CH2) and children, grandchildren and great-grandchildren (CH3).

Concerning the comparison of networks inferred with GeneNet, we need to prune this network to allow a fair comparison. We chose to take the number of edges obtained with predictionet using prior weight of 0.5 for two reasons. Firstly, although GeneNet is not designed to natively integrate prior knowledge, we sought to show that combining data and prior using predictionet will yield better results than state-of-the-art methods that only use data. Secondly, F-score values tend to be higher for networks with more edges, therefore choosing a prior weight which results in an advantageous number of edges, such as 0.5, seems reasonable.
5.3 Extraction of prior knowledge from biomedical literature and databases with Predictive Networks

We used the Predictive Networks (PN) web-application to identify gene-gene interactions reported in the biomedical literature and in biological databases (Section 4.1.1); these known interactions are referred to as priors.

<table>
<thead>
<tr>
<th>subject</th>
<th>predicate</th>
<th>object</th>
<th>direction</th>
<th>evidence</th>
<th>sentence</th>
<th>article</th>
<th>network</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTEN</td>
<td>inhibits</td>
<td>MDM2</td>
<td>right</td>
<td>positive</td>
<td>These results suggest that PTEN inhibits MDM2 protein levels through both p16-dependent and independent pathways.</td>
<td>PubMed:14550984</td>
<td>Medline Abstracts</td>
</tr>
<tr>
<td>RBBP8</td>
<td>interacts with</td>
<td>BRCA1</td>
<td>right</td>
<td>positive</td>
<td>Originally described as a putative two-hybrid screen for proteins that bind to BRCA1, the strong interaction (SCG) domain of BRCA1 and confirmed through traditional approaches.</td>
<td>PubMed:C2850414;DOID:10.1038/sj.onc-04-986;PMID:15624080;PubMed:12700373;PubMed:16881552</td>
<td>Rubred Open Access: Text/Pathway Commons</td>
</tr>
<tr>
<td>LF</td>
<td>enhances</td>
<td>POMC</td>
<td>right</td>
<td>positive</td>
<td>Another important mechanism of LF involves the regulation of POMC expression and ACTH secretion.</td>
<td>PubMed:C2850414;DOID:10.1038/sj.onc-04-986;PMID:15624080;PubMed:12700373;PubMed:16881552</td>
<td>Rubred Open Access: Text/Pathway Commons</td>
</tr>
<tr>
<td>CDK5</td>
<td>phosphorylates</td>
<td>DAB1</td>
<td>right</td>
<td>positive</td>
<td>CDK5 phosphorylates DAB1 in a serine-dependent manner, suggesting an involvement of pathways.</td>
<td>PubMed:C2850414;DOID:10.1038/sj.onc-04-986;PMID:15624080;PubMed:12700373;PubMed:16881552</td>
<td>Rubred Open Access: Text/Pathway Commons</td>
</tr>
<tr>
<td>LIF</td>
<td>activated</td>
<td>STAT3</td>
<td>right</td>
<td>positive</td>
<td>Genomic targets of LIF activated STAT3 were thereby identified by ChIP-chip analysis of endotoxin-inducible pathways.</td>
<td>PubMed:C2850414;DOID:10.1038/sj.onc-04-986;PMID:15624080;PubMed:12700373;PubMed:16881552</td>
<td>Rubred Open Access: Text/Pathway Commons</td>
</tr>
</tbody>
</table>

Figure 5.3: Sample output for the 339 RAS associated genes using Predictive Networks. The output specifies the subject, predicate, object triplet, the direction of the interaction, the type of evidence and the sentence containing the triplet and the corresponding reference.

We looked for known gene interactions involving at least one gene contained in the RAS signature. Among the RAS-associated genes, 323 are present in the PN web-application for a total of 37,212 identified interactions, in particular, 602 interactions occurred between two RAS-associated genes. In Figure 5.3, a sample output of nine interactions is presented.

Each interaction is characterized by their citation count, that is number of positive evidence minus number of negative evidence, note that negative evidence is characterized by a predicate such as ‘does not regulate’. To reduce influence of very large citation counts, all counts are truncated by the 95th percentile of their absolute values and subsequently divided by this quantile. These transformed counts are stored into the prior matrix $P_{nxn}$ where $n$ is the number of RAS-associated genes and where each value of $P$ lies in $[-1, 1]$. 
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5.4 Application to colorectal cancer cell line data

Following the pipeline illustrated in Figure 5.1A, we first inferred a network for each of the eight knock-downs using the training samples from perturbation data (Section 5.1). An example network is presented in Figure 5.4 for the knock-down of HRAS and prior weight equal to 0.5.

We observe in Figure 5.4 that truly affected genes are present within the set of children as well as with the grandchildren (yellow nodes). Due to the size of the network we cannot visualize the affected genes that are not part of the children or grandchildren. However, our validation framework allows us to compute a performance score for each of these networks (one network per knock-down and per prior weight). The obtained characteristics of these networks are provided in Table 5.2: the number of edges, the number of genes in CH2, the F-score and the number of true positives.

A summary of the results consisting of the networks’ F-scores inferred using GeneNet and predictionet with the selected prior weights are presented in Figure 5.5A. Each of the bars is color coded to represent the significance of the F-scores when compared with the...
1000 randomly generated topologies. Figure 5.5B shows the percentage of true positives with respect to the total number of affected genes for each of the methods, color coded by their "source", which is either only genomic data, only prior knowledge, both, or new ones.

5.4.1 Priors are informative

To the best of our knowledge, the informational value of priors retrieved from biomedical literature and biological databased has not yet been quantitatively assessed in the context of gene network inference. Undisputedly, these known interactions are often the result of biological experiments that are valid in the context in which they have been performed. This does not necessarily mean that they carry information with respect to our specific biological data set.

We observe that networks inferred from priors only (prior weight equal to one) are informative as they yielded significant F-scores for all the knock-downs except NGFR (Figure 5.5A and Table 5.2). For NGFR there is only one direct child which is not sufficient to compute a meaningful F-score.

5.4.2 Networks from genomic data only: predictionet vs GeneNet

We started inferring networks for each of the knock-down experiments using only the genomic data and no prior knowledge. We can observe in Figure 5.5 and Table 5.2 that predictionet with prior weight equal to zero obtains significantly better F-scores than random networks for CDK5, HRAS and NGRF and with a p-value < 0.1 for MAPK1. GeneNet does not perform significantly better than random networks for any of the eight KDs. This could be explained by the low number of samples in the data sets.
Table 5.2: Inference using knock-down data in cross-validation: # denotes the number of edges in the inferred network; CH2 denotes the number of genes in the KD’s childhood consisting of children and grandchildren; TP and F-score denote the number of true positives and F-score for the childhood consisting of children and grandchildren.
**Figure 5.5:** In cancer cell lines, performance of gene interaction networks inferred from genomic data only (GeneNet and predictionet (pn) with priors weight $w = 0$), predictionet with priors only (prior weight $w = 1$) and predictionet using combinations of both data sources (prior weight $w = \{0.25, 0.5, 0.75, 0.95\}$). Each column reports the the performance of the network validated for each KD. (A) Bars represent the F-scores of each network in each validation experiment; they are colored with respect to their significance, that is in red and purple when network’s F-score is higher than 5% and 10% of random networks, respectively. (B) Bars’ heights represent the percentage of true positives with respect to the total number of affected genes for each KD’s network; they are colored by their origin: black for true positives identified in the network inferred from genomic data only, dark grey from priors only, light grey in both, and orange for true positives that are uniquely found in networks inferred by combining genomic data and priors.
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5.4.3 Improved networks when combining data and priors

To test whether combining prior knowledge with genomic data improves the quality of the inferred gene interaction networks, we statistically compare F-scores obtained for networks inferred from

- data only (GeneNet and predictionet with priors weight $w = 0$),
- priors only (priors weight $w = 1$)
- a combination of data and priors (priors weight $w \in [0, 1]$).

We observe in Figure 5.5A that networks inferred from a combination of priors and genomic data yield consistently higher F-scores than networks inferred from data only (Wilcoxon signed rank test comparing the eight values obtained for data only with the eight values obtained for prior weight $w = 0.5$ yielded $p = 0.004$). When we compare the networks inferred combining genomic data and prior knowledge to networks inferred from priors only, we observe improvement for five out of eight KDs (CDK5, MAP2K2, MAPK1, MAPK3 and NGFR), which yield significance (Wilcoxon signed rank test $p = 0.01$ for priors weight $w = 0.5$). Moreover the networks inferred from combined data sources are significantly better than random networks in most cases, except for NGFR for which the prior knowledge is limited (Figure 5.5A).

We further assess the benefit of combining data sources by counting how many true positives can only be found by combining priors and genomic data, that is they are not present in the data only and/or priors only networks (Figure 4.4). In other words it does not suffice to combine the data/priors only networks to get these true positives. Figure 5.5B represents the portion of true positives that can be found in the networks inferred from genomic data only, priors only or the combination of both. We observe in Figure 5.5B that there is little overlap between true positives identified in networks inferred from genomic data only or priors only, suggesting that priors and genomic data provide very different information regarding gene interactions.
5.5 Application to colorectal tumor data

Having shown that the knock-down experiments provide a way to independently quantify the quality of an inferred network, we now seek to apply our validation framework and network inference approach in a large dataset of 292 colorectal human tumors. Following our analysis pipeline in Figure 5.1, we infer a gene interaction network using the entire dataset as training set and use the KD experiments to assess networks’ quality. This is a challenging task as colorectal cell lines are imperfect models for their patient’s tumors counterpart [GCV+ 11, MVT+ 06].

The networks inferred from colorectal tumor data are denser than those inferred from cell lines (Table D.3); this is expected due to the larger sample size of the tumor dataset (∼300 vs ∼100 for the colorectal tumor and cell lines, respectively). Despite the difference in network density, the F-scores are not statistically significantly different to those observed in the cell lines experiments (Wilcoxon signed rank test p ≥ 0.10, Figure 5.6). Interestingly, GeneNet performs better on the tumor data than on the KD data, probably due to sample size. However, only for MAPK1 it yields significant results compared to random networks (Figure 5.6). On the contrary, networks inferred using combination of genomic data and priors yield significant F-scores in most cases, except for NGFR which is consistent with the results from the cell line experiments. Combining data with the prior knowledge improved F-scores for CDK5, MAP2K1, MAP2K2, MAPK1, MAPK3 and RAF1 which also corresponds to the results obtained from cell lines data.

Figure 5.6: In tumor data, performance of gene interaction networks inferred from genomic data only (GeneNet and predictionet (pn) with priors weight w = 0), predictionet using priors only (priors weight w = 1) and predictionet using a combination of both data sources (priors weight w = {0.25, 0.5, 0.75, 0.95}). Each column reports the the performance of the network validated in each KD. Bars represent the F-scores of each network in each validation experiment; they are colored with respect to their significance, that is in red and purple when network’s F-score is higher than 5% and 10% of random networks, respectively.

1https://expo.intgen.org/geo/
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5.6 Comparison of gene interaction networks inferred from colorectal cell lines and tumors

Given that the networks inferred from colorectal cancer cell lines and tumor data yielded similar F-scores, we compared their topologies to identify the edges inferred in both datasets and those specific to either cell lines or tumors. For this section we inferred one network using the complete KD data set. This cell line network and the tumor network shared on average 22% of edges depending on the methods (4%, 5%, 20%, 31%, 33%, 33% for GeneNet, predictionet with priors weight $w = 0, 0.25, 0.5, 0.75, 0.95$, respectively; Table D.1). As expected, the proportion of common edges increases with priors weight; however the networks shared less than one third of their edges, suggesting that either the gene interactions present in cell lines and tumors significantly differ from each other and/or that the sample size is not sufficient to infer networks that are generalizable to multiple datasets.

Moreover, we observed that most of the common interactions involve one of the eight KD genes (41%, $p < 0.001$) for predictionet with priors weight $w = 0.5$), suggesting using data from targeted experiments can indeed help understand diseases such as cancer. The network we obtained from samples related to cell line experiments is similar to that inferred from real tumor samples. Therefore, in the future we can experimentally generate more data in order to understand diseases for which data collection is difficult for example due to the number of patients affected by that disease. This was also supported by recent studies which suggested different ways to overcome the large variable to sample ratio in genomic data [BBAIdB07, TB07]. We illustrated this result in Figure 5.7 which represents the gene interaction network around HRAS, indeed showing that most common interactions involve at least one of the KD gene.
5.6 Comparison of gene interaction networks inferred from colorectal cell lines and tumors

Figure 5.7: Children and grandchildren of HRAS, pink edges appear in both networks: KD using all data and expO both with prior weight equal to 0.5, blue edges only in KD and yellow only in expO; only those variables are included which are members HRAS’s childhood in either the network built on the complete KD data or on the expO data set. This adjacency matrix is obtained by first adding arcs from HRAS to its children and then for each of HRAS’s children adding arcs from the child to all of its children. Comparing the two networks, one inferred from all KD samples and one inferred from all expO samples, the overlap is significant $p \ll 0.05$ using Fisher’s exact test [KD05, AWP+09].
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5.7 Conclusion

In the first contribution chapter of this thesis, we presented a new framework that allows to validate inferred networks by using i) experimental knock-down data to compute the inferred network’s performance (F-score) and ii) to assess network’s performance in terms of p-values using random networks as null hypothesis to ensure statistical significance of the results. These two parts are complementary as, on one hand, only a relatively sparse networks are likely to be significantly better than random networks while, on the other hand, networks with more interactions are more likely to yield higher F-score.

In this chapter we used the proposed framework to show how difficult it is to infer networks solely based on genomic data using both GeneNet and predictionet. Furthermore, we provide evidence for the quality of prior knowledge retrieved with the Predictive Networks web-application. Finally, we are able to show that combining genomic data and prior networks let us achieve higher F-scores than one of the sources achieves by itself. Furthermore, these improved networks are also significantly better than random networks. When using real tumor data, we get comparable results which suggests that generalization is possible in the sense that cell-line experiments can be used for validation of patient data and furthermore that cell line experiments could help to increase the sample size of expression data sets.

In the remainder of the thesis, we work on extending certain parts of our inference procedure in order to counter some of the method’s weaknesses such as the variability of the feature selection procedure. In the third contribution chapter, we propose improvements

- in the feature selection step using an ensemble approach (Section 6.1). Using an ensemble approach we will try to select features more robustly than standard mRMR feature selection does.

- in the use of interaction information, (Section 6.2). By exploiting also triplets with positive interaction information together with computing the score on a genes neighborhood allows us to possibly orient more edges than using only the maximal negative interaction information.

One bottleneck for methods based on the computation of mutual information is its estimation from data. Methods range from measures based on pairwise correlation to more complicated approaches based on plug-in estimators (Section 2.6). They are mostly selected in network inference procedures by their ability to handle the high number of variables typical in genomic data but their influence on the quality of inferred network is mostly unknown. In Section 6.3, we investigate this influence in an experimental study using both generated and publicly available biological data sets.
Chapter 6

Contributions – Extensions

For our main contribution predictionet, we mainly extended state-of-the-art techniques that can handle genomic data to integrate prior knowledge: mRMR feature selection to identify the network’s skeleton and minimum interaction information to orient the skeleton’s edges. We developed the methods presented in this chapter to overcome some of the state-of-the-art techniques’ shortcomings.

i. Extending the feature selection step: When applied to genomic data, standard feature selection strategies’ performances often suffer when small changes occur in the data set. In the worst case, this problem could compromise the inferred model’s generalizability a typical strength of feature selection strategies. To overcome this problem, we developed an ensemble mRMR approach which selects at each step a set of features with high mRMR scores instead of only the highest scoring variable. We show in this thesis that this allows to select features more robustly: small changes in the data set do not lead to big changes in the selected features using the parallel implementation of the R/Bioconductor package mRMRe.


ii. Extending the orientation step: The state-of-the-art orientation algorithms based on interaction information only exploit triplets with negative interaction values. This strategy however leaves certain parts of the network undirected. This is especially important for those parts in the network which consists of chains of variables. In the second part of this chapter, we devise an algorithm based on interaction information that takes into account triplets with positive interaction information. This allows us to orient higher number of variables and thus infers better networks than current state-of-the-art orientation algorithms.

iii. *Studying the impact of entropy estimation on the quality of inferred networks:* So far we have assured the improvement of the feature selection and orientation steps of our algorithm. However, these algorithms rely on the estimation of information theoretic quantities such as entropy, mutual information and interaction information. These estimations are typically the bottleneck of the network inference algorithms when it comes to the computational cost. Therefore, too complex estimation techniques cannot be applied and we have to rely on those estimators presented in Section 2.6. In this experimental study, we show that the choice of entropy/mutual information estimator greatly influences the performance of the inference algorithms. Some guidelines on how to choose an estimator are derived.


6.1 Ensemble mRMR

It has been shown in the literature that adding a bagging step to a network inference method can improve its performance by reducing the variability of the solution (Sections 3.4.1, 3.3.2.1.2 and 3.3.2.1.5). The other path taken by researchers is to combine different inference techniques in order to obtain a better overall network (Section 3.4.2). In this section we present a third alternative to generate multiple solution which can then be combined into one final solution.

6.1.1 Methodology

The rationale of mRMR feature selection is that at each step the best scoring feature is added to the set of selected features based on maximizing the relevance with the target variable and at the same time minimizing the the redundancy with the previously selected variables (Section 3.3.2.1.4). Often however, the mRMR score of the best and therefore selected feature is only marginally better than the the second best feature’s score, etc. To build the ensemble mRMR models, all solutions will be considered at each step to build a tree of solutions. That is: in the first step, the variables will be added to the target variable $X_T$ in the order of their relevance with $X_T$. The ensemble mRMR feature selection strategy continues by selecting the set of features having the highest mRMR scores for each branch of the tree and adding the features ordered by their mRMR score with the target and the previously selected features in the current branch. At each step, a verification step is included, such that the added feature does not generate a model equivalent to an earlier generated branch.

<table>
<thead>
<tr>
<th>Algorithm 18: ensemble mRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td>18.1</td>
</tr>
<tr>
<td>18.2 foreach $i \in [2, l]$ do</td>
</tr>
<tr>
<td>18.3</td>
</tr>
<tr>
<td>18.4</td>
</tr>
<tr>
<td>18.5 end</td>
</tr>
<tr>
<td>18.6 end</td>
</tr>
</tbody>
</table>

Ideally, the best feature and all statistically not worse features should be selected. One option to obtain this set of best features is to employ a bootstrap approach at each step which would render the method computationally demanding. Therefore, we start by generating the tree with a user-defined maximum number of levels $l$ and a user-defined number of features to be added at each level $k_i$, $i \in [1, l]$, Algorithm 18. The structure
of an ensemble mRMR tree is depicted in Figure 6.1 using parameters $l = 2$ and $k_1 = 3$ and $k_2 = 2$.

Each branch of an ensemble mRMR tree corresponds to one mRMR model. Let the root of the tree be $X_T$ and each node be labeled as in Figure 6.1. The mRMR model corresponding to the first branch includes the nodes $X_T$, $X_1$ and $X_4$ and to the second branch $X_T$, $X_1$ and $X_5$, etc. Therefore, ensemble mRMR infers a set of models for each variable in the data set.

The standard mRMR feature strategy only returns the first branch of the tree by always selecting the variable with the highest mRMR score (the grey branch in Figure 6.1).

![Figure 6.1: Example mRMR ensemble tree with $l = 2$, $k_1 = 3$ and $k_2 = 2$, the nodes that the standard mRMR procedure selects are colored yellow.](image)

Different strategies can be employed to combine these models into a network. The most basic option is to integrate an edge into the network whenever it appears in a least one model. In this section we use the maximum obtained mRMR score as a convenient way of combining these into a final adjacency matrix.

The output of the mRMR algorithm is the set of adjacencies for each target variable, the corresponding mRMR values can be easily computed applying equation (3.18). A target variable’s adjacency is added to the final adjacency matrix using the maximum mRMR score for this adjacency over all models (Figure 6.2).

We combine the different mRMR models by adding an inferred edge using the maximum score over all ensemble mRMR models.

6.1.2 Experimental study

In this section, we will experimentally highlight ensemble mRMR’s advantages compared to the classic mRMR feature selection used in the MRNET network inference algorithm. We implemented mRMR in the R/Bioconductor package mRMRe [DJPCO+13] and will
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Figure 6.2: The different branches in the ensemble mRMR tree correspond to different mRMR models. In each of these models grey is the target variable $X_T$, the selected variables are yellow and the magnitude of the mRMR score between two variables is represented via the corresponding edge’s thickness.

use this package to infer the ensemble networks in this section. We will experimentally show that

- the inferred networks are more robust against changes in the data set, that is adding samples or removing them has a smaller influence on the final network’s topology.
- the network’s skeleton can be inferred without having to prune it before orientation. This pruning is an open problem in network inference which implies finding a good threshold to balance the number of true and false positives.

In order to show the latter, we will test whether the networks inferred with the ensemble network perform similarly to those inferred using MRNET in terms of maximal F-score.

6.1.2.1 Robustness feature selection

To experimentally show that indeed ensemble networks are more robust against small changes in the data set, we will carry out a set of experiments in which we infer the networks using only a certain percentage ($\{50, 75, 90, 95, 99\}$) of the available samples. We repeat this procedure 50 times. We generated two data sets with 100 variables and 100 samples each using two different data generators: Syntren (Appendix C.1) and GNW (Appendix C.4).

From each of the inferred networks, we only keep the top scoring edges (we show the results for (a) the top 20 scoring edges in the network and (b) the top 50 scoring edges in the network) and compare how many different edges were inferred over the 50 repetitions.

We compare the number of different edges inferred with MRNET to those inferred using ensemble mRMR with different number of levels and different number of adjacencies per
In Figure 6.3(a) we present the results of these computations using the GNW generated data. We are mostly interested in the number of different edges each method inferred when resampling a certain percentage (without replacement) of the data set. Most importantly, we can observe that classic mRMR selects a higher number of different edges for each of the percentages and for 20 and 50 top edges. Furthermore, this number increases with decreasing percentages. On the contrary, all ensemble mRMR setups result in lower number of different edges. The number increases as well with decreasing sample numbers, however this increase is much lower.

A similar picture is drawn when looking at the results using now Syntren generated data, Figure 6.3(b). However when comparing the results for the two generators, a more difficult question to answer is which ensemble mRMR setup performs best. The optimal choice of ensemble parameters seems to depend on the data and further studies will have to be carried out.

### 6.1.2.2 Quality of the inferred networks

Having inferred a more robust network with the ensemble mRMR approach does not imply that the inferred networks are also better in terms of F-scores. Therefore, for each of the 50 inferred networks in each setup we computed the maximum F-score and plotted the mean values in Figure 6.4.

The two main observations are: i) the ensemble mRMR networks perform better than the networks using standard MRNET and ii) the F-score increases with increasing percentage for all methods. If this preliminary result can be confirmed in a larger study, using ensemble mRMR not only performs well but also provides a convenient way to infer only the best edges (a much sparser network than the standard MRNET).
6.1 Ensemble mRMR

(a) Data generated using GNW

(b) Data generated using Syntren.

Figure 6.3: Robustness to changes in the data set using MRNET and ensemble mRMR with six different setups as specified in the legend and Table 6.1. Five different data modifications were carried out: randomly selecting 50% of the samples, 75%, 90%, 95% and 99%.
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Figure 6.4: F-scores for data set using MRNET and ensemble mRMR with six different setups as specified in the legend and Table 6.1. Five different data modifications were carried out: randomly selecting 50% of the samples, 75%, 90%, 95% and 99%. Left: data generated using Syntren, right: data generated using GNW.

6.1.3 Conclusion

In a preliminary study we have shown that ensemble mRMR is a powerful alternative to standard mRMR feature selection. It is more robust to missing data, performs similarly or better in terms of F-scores and restricts the number of inferred interactions. The last point is important because state-of-the-art network inference techniques require a threshold to prune the obtained network.

In addition to this preliminary study on generated data, we used the mRMRe package in [DJPCO+13] on real biological data. In this study, we confirm that ensemble mRMR selects a more stable gene list compared to classic mRMR. Furthermore, we show that i) the ensemble approach outperforms the classic mRMR in terms of prediction accuracy and ii) more biological relevant genes are selected by the ensemble method.
6.2 An orientation method based on interaction information

One way to orient edges of a skeleton is to compute interaction information for each triplet \( X_i - X_j - X_k \) with \( X_i \neq X_k \). Whenever the interaction information is negative, the triplet is then oriented into a v-structure \( X_i \rightarrow X_j \leftarrow X_k \). Whenever an edge belongs to more than one triplet, the current state-of-the-art algorithms orient the edge according to the triplet with minimal interaction information (Section 3.3.2.2). However, these algorithms ignore all triplets for which the interaction information is positive because this score can correspond to any of the three remaining configurations

\[
X_i \leftarrow X_j \rightarrow X_k, \quad X_i \rightarrow X_j \rightarrow X_k, \quad X_i \leftarrow X_j \leftarrow X_k.
\] (6.1)

Therefore, there is not one unambiguous orientation to be derived from this information alone. However, whenever one of the edges is already oriented such that

\[
X_i \rightarrow X_j \rightarrow X_k \quad \text{or} \quad X_i \leftarrow X_j \leftarrow X_k
\] (6.2)

the only possible orientation is a chain. Because otherwise it would be a v-structure and this would have implied a negative interaction information value.

The main problem we have to overcome with our algorithm is to orient edges for which there is ambiguous information, that is triplets supporting one direction but also triplets supporting the other direction. Because we use negative and positive interaction information it does not suffice anymore to consider that direction with the minimal score. In this section we present an algorithm named OMbIT (Orientation Method based on Information Theory) which exploits triplets with both negative and positive interaction information able to orient additional triplets compared to currents state-of-the-art strategies.

6.2.1 Methodology

The rationale of our algorithm is based on the following two concepts

i. Instead of focusing on the highest scoring triplet, all adjacent variables should be taken into account.

ii. Making use of triplets with positive interaction information.

6.2.1.1 V-structures

In practice, we compute the average interaction information over all eligible triplets. In the first step these are the candidate v-structures. In Figure 6.5(a), there is one such
triplet $X_1 - X_3 - X_2$. To compute the score between $X_i$ and $X_j$ we take all triplets $(X_i, X_j, X_k)$ such that

$$X_i - X_j - X_k \quad \text{and} \quad X_i \neq X_k \quad \text{and} \quad \mathcal{I}(X_i, X_j, X_k) < 0. \quad (6.3)$$

The set of variables $X_k$ fulfilling equation (6.3) will be denoted by $X_{K^-}$.

$$s_{avg}^{ij} = \frac{1}{|K^-|} \sum_{X_k \in X_{K^-}} |\mathcal{I}(X_i, X_j, X_k)|. \quad (6.4)$$

We will use this equation as a one of the methods for our experimental section, the average method and as first step of the OMbIT algorithm.

### 6.2.1.2 Chains

The reason for considering the absolute value is that not only negative but also positive interaction information can be used within the same framework. Indeed, the higher the absolute value the stronger the evidence. Positive interaction information for a triplet $(X_k, X_i, X_j)$ can be taken into account whenever $X_i$ is a collider in a v-structure

$$\exists X_{k'}: X_k \rightarrow X_i \leftarrow X_{k'}, \ k' \neq j. \quad (6.5)$$

The set of eligible triplets are in step 2 potential chains. In Figure 6.5(b), these are $X_1 \rightarrow X_3 - X_4$ and $X_2 \rightarrow X_3 - X_4$.

$$X_k \rightarrow X_i - X_j \quad \text{and} \quad X_k \neq X_j \quad \text{and} \quad \mathcal{I}(X_i, X_j, X_k) > 0 \quad (6.6)$$
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The set of variables $X_k$ fulfilling both equation (6.5) and equation (6.6), will be denoted by $X_{K^+}$, see Figure 6.5(b). Subsequently, the scoring function can be written as:

$$s_{OMbIT}^{ij} = \frac{1}{|X_{K^-\cup K^+}|} \sum_{X_k \in X_{K^-\cup K^+}} |I(X_i, X_j, X_k)|.$$  (6.7)

6.2.1.3 Continued chains

During the final step of our algorithm, we try to counter the problem that variables with less than two parents will not be identified in the first two steps, $X_3 \rightarrow X_4 - X_5$ in Figure 6.5(c). Whenever the current target variable has only one parent oriented as part of the previous steps in the algorithm but also some children, these children cannot have been oriented. We can exploit this fact by orienting all edges for which there is evidence for a chain (positive interaction information) and one previously found parent. This step will be repeated until we do not identify new children.

Taking Figure 6.5 as an example: assume that $X_1 \rightarrow X_3 \leftarrow X_2$ and $X_3 - X_4 - X_5$ with $I(X_1, X_3, X_4) > 0$, $I(X_2, X_3, X_4) > 0$ and $I(X_3, X_4, X_5) > 0$. Then, the algorithm (Algorithm 19) can sequentially orient $X_3 \rightarrow X_4$ and $X_4 \rightarrow X_5$ because these connections exhibit no negative interaction information. The last two steps are neglected in [LHW08, WLW*09, BM10].

The algorithmic complexity of OMbIT is given by $O(t^2 + n^2)$ with $t$ being the number of triplets in the undirected network and $n$ representing the number of variables. In other words: the algorithm is adapted to sparse networks, typically observed in biology [TB07].

The estimation of independence measures such as mutual information and interaction information is in general the bottleneck of inference algorithms. Therefore, by limiting this part of the computation to bivariate terms using equation (2.40) to estimate the interaction information between triplets of variables, we improve the overall speed of our orientation algorithm.

This interaction information estimator together with the three different heuristics were implemented as extension to the R/Bioconductor package MINET.

6.2.2 Experiments

In this section, we experimentally compare OMbIT to two different basic heuristics based on interaction information, the first one uses the minimum interaction information as a score ($\text{min}$) and the second the average absolute value of the interaction information over all eligible triplets $\text{avg}$, equation (6.4). Furthermore, a score-based algorithm Hill-Climbing ($\text{hc}$, Section 3.2.2) using the Bayesian information criterion (Section 3.2.2.1) and lastly a constraint-based algorithm ($\text{iamb}$, Section 3.3.1).
Algorithm 19: OMbIT

**Input:** data, vertex set $V$, undirected network

**Output:** Oriented network

1. Initialize $n \times n$ dimensional matrices $S$ and counts with zeros;
2. Compute interaction information for each triplet of variables with $X_i - X_j - X_k$
   and $X_i \neq X_k$;
3. for all triplets $X_i, X_j, X_k$ with $I(X_i, X_j, X_k) < 0$ do
   4. $S[i, j] = S[i, j] + |I(X_i, X_j, X_k)|$;
   5. $S[k, j] = S[k, j] + |I(X_i, X_j, X_k)|$;
   6. $\text{counts}[i, j] = \text{counts}[i, j] + 1$;
   7. $\text{counts}[k, j] = \text{counts}[k, j] + 1$;
4. $c=$number of edges with no evidence
5. while entering the loop OR the value of $c$ changed in last iteration do
6. for all triplets $(X_i, X_j, X_k)$ with previous evidence for $X_i \rightarrow X_j$ and $X_j - X_k$
   and $X_i \neq X_k$ and $I(X_i, X_j, X_k) > 0$ do
7. $S[j, k] = S[j, k] + I(X_i, X_j, X_k)$;
8. $\text{counts}[j, k] = \text{counts}[j, k] + 1$;
9. end for
10. $c=$number of edges with no evidence
11. end while
12. compute average $S_{\text{avg}}$ using $S$ and counts
13. orient all edges $X_i \rightarrow X_j$ for which there is evidence and $S_{\text{avg}}[i, j] > S_{\text{avg}}[j, i]$, if
14. both values are equal, infer a bidirectional edge;
In the first part, we will use synthetic data sets obtained using two different data generators: Syntren and GNW (Appendix C.1 and C.4). The experiments’ workflow is presented in Figure 6.6: starting with the removal of the orientation from the true network, thus obtaining what we will call hereafter true skeleton, we proceed by orienting the edges in this undirected network using different algorithms.

The second part of this section will be devoted to four real biological data sets which were published as part of [mCRE+10]. We will use the known interactions as defined in [mCRE+10] as true skeleton and infer from this which are the transcription factors. Due to the sparsity of prior knowledge which is due to knowing only a subset of all true interaction in any real organism, the performance of orientation algorithms will be lower than what is obtained in the first part. In both parts, we will show that OMbIT performs similarly well or better than its competitors on data sets with a small number of variables and better on data set with a high number of variables.

### 6.2.2.1 Validation

For our validation of the oriented networks, the true positives (TP) comprise the number of edges oriented in the correct direction. The false positives (FP) comprise the number of edges oriented in the wrong direction. Edges present in the skeleton but not oriented are false negatives (FN). It is possible that the true networks generated by Syntren or
GNW contain bidirectional edges. In this case we count a directed edge (either of the two directions or bidirectional) as one true positive and a missing edge as false negative. In the case of a bidirectional inferred edge, if the true edge is directed, it will count as one true positive and one false positive, see Table 6.2 for the corresponding confusion matrix and use the F-score as scoring metric (Appendix B.3.1).

<table>
<thead>
<tr>
<th>inferred direction \ true direction</th>
<th>$\rightarrow$</th>
<th>$\leftarrow$</th>
<th>$\leftrightarrow$</th>
<th>missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rightarrow$</td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>$\leftarrow$</td>
<td>FP</td>
<td>TP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>$\leftrightarrow$</td>
<td>TP,FP</td>
<td>TP,FP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>missing</td>
<td>FN</td>
<td>FN</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table 6.2: Confusion matrix used for F-score computation

### 6.2.2.2 Arc orientation on generated data sets

#### Data sets

We generated several data sets containing up to 1000 variables with Syntren (Section C.1) and GNW (Section C.4). Syntren generates artificial microarray data sets from known biological networks such as E.coli and S.cerevisiae. We chose E.coli because the maximum number of possible variables in a network is higher than with S.cerevisiae: 1330 compared to 690. We simulated a range of networks and data sets using the E.coli source network provided together with the generator and number of variables/genes from 100 up to 1000 (details in Table 6.3) while keeping the number of samples constant to 100. For each specified variable/sample combination, we generated 10 different networks.

GNW extracts subnetworks using as basis transcriptional regulatory networks of E.coli or S.cerevisiae avoiding auto-regulatory interactions. We also used as source network E.coli and generated sets of ten data sets/networks containing the same number of variables as for Syntren, here E.coli offers a maximum of 1565 variables. With this generator, the number of samples is fixed to the number of variables. We chose to work with multifactorial perturbation data which are static steady-state measurements obtained by slightly perturbing all genes simultaneously, as used in the analysis in [HTIWG10].

#### Results

In this section we present the results obtained by orienting the true skeleton with different orientation methods: OMbIT, minimum interaction information ($\text{min}$), average interaction information ($\text{avg}$), a score-based ($\text{hc}$) and constraint-based ($\text{iamb}$) algorithm. The computations were carried out using the R-packages `ombit` for the methods based on interaction information and `bnlearn` [Scu10] for both, the constraint-based and the score-based methods. In Figure 6.7, the results for the two generators, the three different number of variables and the five different orientation methods are presented. Each
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<table>
<thead>
<tr>
<th>generator</th>
<th># variables</th>
<th># samples</th>
<th># networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntren</td>
<td>100</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GNW</td>
<td>100</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Characteristics of generated data sets

box represents the F-scores over the ten generated networks/data sets. The results for

Figure 6.7: Each box represents the F-scores over ten repetitions of generated data sets orienting the true skeleton, generators and number of variables are specified on x-axis, orientation method can be determined by the box’s color.

the different orientation methods are similar for both data generators. For both generators, OMbIT performs best whenever the number of variables is higher than 100. Hill-Climbing performs well on Syntren-generated data sets. However, it seems to be more challenging to infer orientations for GNW-generated data sets. While OMbIT still obtains F-score with median 0.8, at least for the data sets with 500 and 1000 variables, the remaining methods perform worse than on Syntren-generated data sets. With growing number of variables, the F-scores are increasing for all methods and both generators. However, only OMbIT performs well for both data generators.
6.2.2.3 Arc orientation on biological data sets

The main difference when inferring networks, undirected or directed, from biological data is that the true network is unknown or in the best case partially known. This makes it naturally much more difficult to validate any obtained result. In our analysis, we orient the true skeleton applying the same methods as before: *ombit*, *min*, *avg*, *hc* and *iamb*. In a second step we replace the true skeleton with an undirected network obtained using the MRNET inference algorithm to show that also in the more realistic setup that the undirected is unknown, arc orientations can be inferred using OMbIT.

**Data sets**

The biological data sets used in this experimental study have been published in [mCRE+10]. The redfly network of known interactions consists of 138 variables and 233 directed edges. For the inference, we use four different data sets whose characteristics are presented in Table 6.4. The number of variables correspond to the number of variables the specified data set has in common with the redfly network.

<table>
<thead>
<tr>
<th>name data set</th>
<th># variables</th>
<th># samples</th>
<th># known interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>128</td>
<td>28</td>
<td>188</td>
</tr>
<tr>
<td>flyatlas</td>
<td>91</td>
<td>26</td>
<td>55</td>
</tr>
<tr>
<td>rnaseq</td>
<td>132</td>
<td>11</td>
<td>201</td>
</tr>
<tr>
<td>rnaseq2</td>
<td>135</td>
<td>30</td>
<td>209</td>
</tr>
</tbody>
</table>

Table 6.4: Names and characteristics of data sets related to the fly network. The number of variables is restricted by the number of variables present in the redfly set of known orientations.

**Results – using the true skeleton**

Real-world data - in this case the true skeleton - does not provide the complete image of the network but rather a subset of true connections. The F-scores for the different orientation methods are presented in Table 6.5. We can observe that OMbIT performs better than the remaining methods for all data sets. The lowest performance is reached
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when orienting edges for the flyatlas data set. The percentage of undirected edges is 38 percent (31 not oriented out of 55 known interactions). This could be explained by the fact that this network contains a lot of connected pairs of variables that are not connected with any other variables, therefore there are not enough edges in the true skeleton such that an orientation could be successful. For the other three data sets, the percentages of undirected edges is lower but also here, there is room for improvement with approximately eight to ten percent of undirected edges.

<table>
<thead>
<tr>
<th></th>
<th>ombit</th>
<th>min</th>
<th>avg</th>
<th>lc</th>
<th>iamb</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>16</td>
<td>30</td>
<td>30</td>
<td>88</td>
<td>170</td>
</tr>
<tr>
<td>flyatlas</td>
<td>21</td>
<td>22</td>
<td>22</td>
<td>42</td>
<td>45</td>
</tr>
<tr>
<td>rnaseq</td>
<td>16</td>
<td>26</td>
<td>26</td>
<td>85</td>
<td>NA</td>
</tr>
<tr>
<td>rnaseq2</td>
<td>17</td>
<td>32</td>
<td>32</td>
<td>80</td>
<td>195</td>
</tr>
</tbody>
</table>

Table 6.6: number of non-oriented edges

Results – inferring the undirected network from data

The next logical step is to infer the skeleton from data instead of using the known interactions to build the skeleton. The evaluation of the orientation procedure faces two difficulties:

- The inference will not infer all known interactions, therefore generating false negatives not due to the orientation itself. Thus, we evaluate only the orientation of edges known to be in the true skeleton.

- The inference method always required a threshold to select only the most relevant interactions. The trade-off for the subsequent orientation is to keep enough of the true interactions while at the same time being sparse enough for the orientation to find possible v-structures. In what follows, we chose to keep 50 % of the edges inferred using MRNET.

As the main interest of this study’s part is to assess the quality of the orientation, we present in Table 6.7 the classification for the oriented edges that are present in the set of known interactions. The true positives are those edges which are correctly oriented, the false positives those that are oriented in the wrong directions and the false negatives those edges which are present in the true interactions and also in the undirected network but for which there no orientation was obtained.

From the results in Table 6.7 it can be observed that the methods based on interaction information perform better than the score- and constraint-based methods. However, the difference between the three methods using interaction information is small on these four data sets. This can be explained by the low number of chains in these networks. This means that there are mainly v-structures to be oriented. In this case, there is no significant difference between the three methods based on interaction information.
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<table>
<thead>
<tr>
<th></th>
<th>ombit</th>
<th>min</th>
<th>avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#tp</td>
<td>#fp</td>
<td>#fn</td>
</tr>
<tr>
<td>MA</td>
<td>28</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>flyatlas</td>
<td>6</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>rnaseq</td>
<td>37</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>rnaseq2</td>
<td>38</td>
<td>25</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>lamb</th>
<th>hc</th>
<th># not in undirected</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#tp</td>
<td>#fp</td>
<td>#fn</td>
</tr>
<tr>
<td>MA</td>
<td>7</td>
<td>6</td>
<td>34</td>
</tr>
<tr>
<td>flyatlas</td>
<td>4</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>rnaseq</td>
<td>9</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>rnaseq2</td>
<td>12</td>
<td>7</td>
<td>44</td>
</tr>
</tbody>
</table>

Table 6.7: keeping 50% of the edges inferred using MRNET

6.2.3 Conclusion

In this section, we present a novel arc orientation algorithm which efficiently orients edges in an undirected network with possibly thousands of variables. In comparison with other heuristics based only on negative interaction information, we considerably improve the quality of the oriented networks both on synthetic data and on biological data. The reasons for the improvement being two-fold: including the entire neighborhood of the target variable is better than only taking that triplet with the highest negative interaction information, that is avg being always at least as good as min. Secondly, taking advantage of additional information from triplets with positive interaction allows to orient chains of variables which is not possible with the state-of-the-art usage of negative interaction information alone. The benefit of this has been shown for both synthetic data and biological data as long as there are enough interactions in the true skeleton.
6.3 Experimental study of estimators for information theory

The feature selection techniques we presented to infer networks from genomic networks rely on the computation of pairwise mutual information values. As the distribution of the variables is unknown these mutual information values need to be estimated from data (Section 2.6). There exist different strategies such as assuming that the variables follow a multivariate normal distribution or using plug-in estimators in which the probability distribution is estimated via frequencies using different binning strategies. More complicated estimators are usually not employed in network inference algorithms as this step is the bottleneck for the algorithms speed.

We start our experimental study by evaluating the estimators’ influence on the inferred networks’ quality using artificial data sets generated with Syntren (Section C.1). We then infer networks for publicly available biological data sets and validate the results by using firstly experimental ChIP-chip experiments and secondly known interactions.

6.3.1 Synthetic datasets

6.3.1.1 Data and experimental setup

We start our experimental section by evaluating networks inferred from generated data sets. We used Syntren (Section C.1) to generated 12 data sets with varying numbers of variables and samples, Table 6.8 for a systematic description. We varied the number of genes between 50 and 300 and the number of samples from 100 to 300.

In order to test the influence of additive Gaussian noise (having 50% variance of the observed values) and missing values, we first introduced them separately and subsequently together to the data sets.

In order to study the impact of missing values, we removed expression values from the generated data sets. The number of missing values is distributed according to the $\beta(a, b)$ distribution with parameters $a = 2$ and $b = 5$. The maximal allowed number of missing values is a third of the entire data set. We chose this distribution instead of the uniform distribution, because the latter could have favored the empirical estimator.

We used five different estimators: the empirical, the Miller-Madow, the shrink, Pearson and Spearman correlation (Section 2.6). We applied two different discretization strategies, equal frequency and equal width (Section 2.6.3.1), to the data sets for the first three estimators which require discrete data.

We compared the performance of three different network inference algorithms: CLR, ARACNE and MRNET (Section 3.3.2.1).
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<table>
<thead>
<tr>
<th>dataset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td># variables</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td># samples</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
<td>300</td>
<td>200</td>
<td>100</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 6.8: Generated datasets. Number of genes $n$, number of samples $m$, datasets ecoli, $n$, $m$

We repeated each experiments ten times and computed the mean F-scores and evaluated the significance of the results using a paired t-test.

All computations were carried out using the R-package MINET\(^1\) [MLB07b].

6.3.1.2 Results

The results of the benchmark using synthetic data are collected in Table 6.9. We present the F-scores (Section B.3.1) for each combination of inference method, mutual information estimator and nature of the data set (noisy versus not noisy, complete versus missing data). Note that the maximal F-score is highlighted, together with the F-scores which are not significantly different from the best.

We analyze the results according to four different aspects: the impact of the estimator, the impact of the discretization, the impact of the inference algorithm and the influence of sample and network size.

The section concludes with the identification of the best combination of inference algorithm and estimator.

**Impact of the estimator:**

In case of complete data sets with no noise, the empirical and the Miller-Madow estimator with equal frequency binning lead to the highest F-scores for the MRNET and the ARACNE inference methods. The Spearman correlation is not significantly different from the best, in case of ARACNE, and close to the best in case of MRNET. The CLR method is less sensitive to the estimator and the best result is obtained with the Pearson correlation.

In case of noisy data or missing value (NA) configurations, the Pearson correlation and the Spearman correlation lead to the highest F-score for all inference methods. A slightly better accuracy of the Pearson correlation can be observed in presence of missing values. The Spearman correlation outperforms the other estimators in MRNET and ARACNE when complete yet noisy data sets are considered. In CLR, Pearson and Spearman lead

\(^1\)http://cran.r-project.org/web/packages/minet
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### 6.3 Experimental study of estimators for information theory

<table>
<thead>
<tr>
<th>Method</th>
<th>Estimator</th>
<th>no noise</th>
<th>noise</th>
<th>no noise</th>
<th>noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRnet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td>0.2006</td>
<td>0.1691</td>
<td><strong>0.1790</strong></td>
<td><strong>0.1611</strong></td>
</tr>
<tr>
<td>Spearman</td>
<td></td>
<td>0.3230</td>
<td></td>
<td><strong>0.1771</strong></td>
<td>0.1464</td>
</tr>
<tr>
<td>Emp</td>
<td>eqf</td>
<td><strong>0.3420</strong></td>
<td>0.1551</td>
<td>0.1136</td>
<td>0.0868</td>
</tr>
<tr>
<td>Emp</td>
<td>eqw</td>
<td>0.2028</td>
<td>0.1650</td>
<td>0.1036</td>
<td>0.0822</td>
</tr>
<tr>
<td>MM</td>
<td>eqf</td>
<td><strong>0.3396</strong></td>
<td>0.1524</td>
<td>0.1140</td>
<td>0.0924</td>
</tr>
<tr>
<td>MM</td>
<td>eqw</td>
<td>0.1909</td>
<td>0.1592</td>
<td>0.1068</td>
<td>0.0883</td>
</tr>
<tr>
<td>Shr</td>
<td>eqf</td>
<td>0.3306</td>
<td>0.1506</td>
<td>0.1150</td>
<td>0.0788</td>
</tr>
<tr>
<td>Shr</td>
<td>eqw</td>
<td>0.1935</td>
<td>0.1574</td>
<td>0.1090</td>
<td>0.0839</td>
</tr>
<tr>
<td></td>
<td>Aracne</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td>0.1117</td>
<td>0.1082</td>
<td>0.1054</td>
<td><strong>0.1069</strong></td>
</tr>
<tr>
<td>Spearman</td>
<td></td>
<td><strong>0.1767</strong></td>
<td><strong>0.1156</strong></td>
<td><strong>0.1167</strong></td>
<td><strong>0.1074</strong></td>
</tr>
<tr>
<td>Emp</td>
<td>eqf</td>
<td><strong>0.1781</strong></td>
<td>0.1042</td>
<td>0.0993</td>
<td>0.0765</td>
</tr>
<tr>
<td>Emp</td>
<td>eqw</td>
<td>0.1287</td>
<td>0.1082</td>
<td>0.0892</td>
<td>0.0727</td>
</tr>
<tr>
<td>MM</td>
<td>eqf</td>
<td><strong>0.1786</strong></td>
<td>0.1032</td>
<td>0.0985</td>
<td>0.0783</td>
</tr>
<tr>
<td>MM</td>
<td>eqw</td>
<td>0.1217</td>
<td>0.1049</td>
<td>0.0931</td>
<td>0.0767</td>
</tr>
<tr>
<td>Shr</td>
<td>eqf</td>
<td>0.1736</td>
<td>0.1000</td>
<td>0.1009</td>
<td>0.0697</td>
</tr>
<tr>
<td>Shr</td>
<td>eqw</td>
<td>0.1152</td>
<td>0.1045</td>
<td>0.0898</td>
<td>0.0717</td>
</tr>
<tr>
<td></td>
<td>CLR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td><strong>0.2242</strong></td>
<td><strong>0.1941</strong></td>
<td><strong>0.2231</strong></td>
<td><strong>0.1911</strong></td>
</tr>
<tr>
<td>Spearman</td>
<td></td>
<td><strong>0.2197</strong></td>
<td><strong>0.1915</strong></td>
<td>0.1806</td>
<td>0.1582</td>
</tr>
<tr>
<td>Emp</td>
<td>eqf</td>
<td>0.2123</td>
<td>0.1729</td>
<td>0.1847</td>
<td>0.1397</td>
</tr>
<tr>
<td>Emp</td>
<td>eqw</td>
<td>0.2098</td>
<td>0.1724</td>
<td>0.1799</td>
<td>0.1327</td>
</tr>
<tr>
<td>MM</td>
<td>eqf</td>
<td>0.2128</td>
<td>0.1729</td>
<td>0.1860</td>
<td>0.1427</td>
</tr>
<tr>
<td>MM</td>
<td>eqw</td>
<td>0.2083</td>
<td>0.1723</td>
<td>0.1845</td>
<td>0.1384</td>
</tr>
<tr>
<td>Shr</td>
<td>eqf</td>
<td>0.2096</td>
<td>0.1670</td>
<td>0.1864</td>
<td>0.1311</td>
</tr>
<tr>
<td>Shr</td>
<td>eqw</td>
<td>0.2030</td>
<td>0.1659</td>
<td>0.1822</td>
<td>0.1333</td>
</tr>
</tbody>
</table>

Table 6.9: MINET results: *noise* stands for Gaussian additive noise, *NA* for missing values, *eqf* for equalfrequency and *eqw* for equalwidth. In bold: maximum F-scores and significantly not different values.
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<table>
<thead>
<tr>
<th>Estimator</th>
<th>Method</th>
<th>MRnet</th>
<th>Aracne</th>
<th>CLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson</td>
<td></td>
<td>0.1775</td>
<td>0.1081</td>
<td>0.2081</td>
</tr>
<tr>
<td>Spearman</td>
<td></td>
<td>0.1950</td>
<td>0.1285</td>
<td>0.1863</td>
</tr>
<tr>
<td>Emp eqf</td>
<td></td>
<td>0.1744</td>
<td>0.1145</td>
<td>0.1774</td>
</tr>
<tr>
<td>Emp eqw</td>
<td></td>
<td>0.1384</td>
<td>0.0997</td>
<td>0.1737</td>
</tr>
<tr>
<td>MM eqf</td>
<td></td>
<td>0.1746</td>
<td>0.1147</td>
<td>0.1786</td>
</tr>
<tr>
<td>MM eqw</td>
<td></td>
<td>0.1363</td>
<td>0.0881</td>
<td>0.1759</td>
</tr>
<tr>
<td>Shr eqf</td>
<td></td>
<td>0.1688</td>
<td>0.1111</td>
<td>0.1735</td>
</tr>
<tr>
<td>Shr eqw</td>
<td></td>
<td>0.1360</td>
<td>0.0953</td>
<td>0.1711</td>
</tr>
</tbody>
</table>

Table 6.10: For each method and estimator the mean over the four different setups: no NA, no noise; no NA, noise; NA, no noise; NA noise. In bold face the best mean F-score.

the ranking without being significantly different.

Impact of the discretization:
In case of complete data sets with no noise, the equal frequency binning approach outperforms the equal width binning approach for all discrete estimators. The gap between the two discretization methods is clearly evident in MRNET and less striking in ARACNE and CLR. In case of noisy or missing data configurations, differences are attenuated.

Impact of the inference algorithm:
In case of complete data sets with no noise, the MRNET inference technique outperforms the other algorithms. The situation changes in presence of noisy or missing values. Here CLR appears to be the most robust by returning the highest F-scores for all combinations of noise and missing values.

Conclusion:
A concise summary of the previously discussed results is displayed in Table 6.10 which averages the accuracy over the different data configurations. It emerges that the most promising combinations are represented by the MRNET algorithm with the Spearman estimator and the CLR algorithm with the Pearson correlation. The former seems to be less biased because of its good performance in front of non-noisy data sets, while the latter seems to be more robust since less variant in front of additive noise.

6.3.2 Biological data sets

The second part of the experimental session aims to assess the performance of the two selected techniques applied to a real biological task.

We proceeded by i) setting up a data set which combines several public domain microarray data sets about the yeast transcriptome activity, ii) carrying out the inference with
the two selected techniques, and iii) assessing the quality of the inferred network with respect to two independent sources of information: the list of interactions measured by means of an alternative genomic technology and a list of biologically known gene interactions.

The data set was built by first normalizing and then joining ten public domain yeast microarray data sets, whose number of samples and origin is detailed in Table 6.11. The resulting data set contains the expression of 6352 yeast genes in 711 experimental conditions.

### 6.3.2.1 Assessment by ChIP-chip technology

The first validation of the network inference outcome is obtained by comparing the inferred interactions with the outcome of a set of ChIP-chip experiments. The ChIP-chip technology, detailed in [BL04], measures the interactions between proteins and DNA by identifying the binding sites of DNA-binding proteins. The procedure can be summarized as follows. First, the protein of interest is cross-linked with the DNA site it binds to, then double-stranded parts of DNA fragments are extracted. The ones which were cross-linked to the protein of interest are filtered out from this set, reverse cross-linked and their DNA are purified. In the final step, the fragments are analyzed using a DNA microarray in order to identify gene-gene connections. For our purposes it is interesting to remark that the ChIP-chip technology returns for each pairs of genes a probability of interaction. In particular we use, for the validation of our inference procedures, the ChIP-chip measures of the yeast transcriptome provided in [HGL+04].

### 6.3.2.2 Assessment by biological knowledge

The second validation of the network inference outcome relies on existing biological knowledge and in particular on the list of putative interactions in Saccaromyces Cere-
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<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harbison</td>
<td>0.6632</td>
</tr>
<tr>
<td>CLR Pearson</td>
<td>0.5534</td>
</tr>
<tr>
<td>MRNET Spearman</td>
<td>0.5433</td>
</tr>
<tr>
<td>MRNET Miller-Madow</td>
<td>0.5254</td>
</tr>
<tr>
<td>CLR Miller-Madow</td>
<td>0.5207</td>
</tr>
</tbody>
</table>

Table 6.12: AUC: Harbison, CLR with Gaussian, MRNET with Spearman, CLR with Miller-Madow, MRNET with Miller-Madow

visiae published in [SWCvH04]. This list contains 1222 interactions involving 725 genes and in the following we will refer to this as the Simonis list.

6.3.2.3 Results

In order to being able to compare inferred interactions to those in the Simonis list of known interactions, we limited our inference procedure to the 725 genes contained in the list. The quantitative assessment of the final results is displayed by means of a receiver operating characteristics (ROC) and the associated area under the curve (AUC) (Section B.3.1).

Note that this assessment considers as true only the interactions contained in the Simonis list.

Figure 6.8 displays the ROC curves and Table 6.12 reports the associated AUC for the following techniques: the ChIP-chip technique (Harbison), the MRNET-Spearman correlation combination, the CLR-Pearson combination, the CLR-Miller-Madow combination, the MRNET-Miller-Madow combination and the random guess.

A first consideration to be made about these results is that network inference methods are able to infer better interactions than a random guess in real biological settings. Also the two combinations which appeared to be the best in synthetic data sets confirmed their supremacy over the Miller-Madow based techniques also in real data.

However, the weak performance of the networks inferred from microarray data requires some specific considerations.

i. With respect to the ChIP-chip technology it is worth mentioning that the information coming from microarray data sets is known to be less informative than the one coming from the ChIP-chip technology. Microarray data sets remain nowadays however more easily accessible to the experimental community and techniques able to extract complex information from them are still essential for system biology purposes.
Figure 6.8: ROC curves: Harbison network, CLR combined with Pearson correlation, MRNET with Spearman correlation, CLR combined with the Miller-Madow estimator using the equal frequency discretization method, MRNET with Miller-Madow using equal frequency discretization and random decision.
ii. Both the microarray data set we set up for our comparison and the list of known interactions we used for assessment are strongly heterogeneous and concern different functionalities in yeast. We are confident that more specific analysis on specific functionalities could increase the final accuracy.

iii. Like in any biological validation of bioinformatics methods, the final assessment is done with respect to a list of putative interactions. It is likely that some of our false positives could be potentially true interactions or at least deserve additional investigation.

6.3.3 Conclusion

We investigated in this experimental study the influence of entropy estimation of the quality of the inferred networks. The main conclusion from our study is that the estimators based on correlation are most robust against noise and missing values. Furthermore, the performance of each network inference algorithm is dependent on the used estimators, thus requiring to carefully select the best estimator for each employed network inference algorithm. This conclusion was seconded in [dMSES11] in which the authors presented a novel inference algorithm, C3NET (Section 3.3.2.1.5), and investigated the estimators’ influence on its performance using generated data sets.
Chapter 7

Conclusion

7.1 Summary of main results

We started this thesis by presenting a state-of-the-art chapter on network inference and prior integration. This helped us to identify strengths and weaknesses of different methods and led to the development of predictionet, a method that combines genomic data and prior knowledge to infer directed networks. This method was implemented in the R/Bioconductor package of the same name. Furthermore, we developed a purely data-driven strategy to validate directed networks based on experimental knock-down data.

Based on the ideas used in predictionet, we developed a number of extensions. Our inference is based on mRMR feature selection and on arc orientation using interaction information. A weakness of the former is its sensitivity to changes in the data sets thus making these models less generalizable. We tackle this problem by developing an ensemble mRMR feature selection strategy. The second extension we propose is to fully exploit the informational content of the interaction information in order to orient more edges than the state-of-the-art technique. A bottleneck for inference methods based on the computation of information theoretic quantities such as entropy, mutual information and interaction information is the estimation of these quantities. Therefore, the employed estimators are not the most complex but rely instead on assumptions such as Gaussianity of the data. In an experimental study we investigate the influence of these estimators on the performance of inference algorithms and determine which combinations of estimators and inference algorithms perform best facing high amounts of noise and missing values.

7.1.1 Prior integration and network validation

Prior information about which genes interact with each other are stored in biological databases and research articles. In this thesis, we develop a comprehensive framework with the appropriate tools to i) infer directed networks from a combination of genomic data and prior knowledge and ii) validate these networks using experimental knock-down
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data. The inference part of framework consists of:

- **Predictive Networks**: a web application to retrieve prior knowledge from biological databases and PubMed abstract and articles.

- **predictionet**: an inference technique that combines genomic data and prior knowledge. In the feature ranking step, the ranking based on mRMR is modified using the prior knowledge. The arc orientation then integrates prior knowledge to influence the orientation score computed based on interaction information. We implement this method in the R/Bioconductor package predictionet.

We tackle the problem of network validation using our experimental knock-down data. This data set consists of eight different single gene knock-downs in multiple biological replicates plus control samples. We use the samples related to the knock-down of a specific gene to determine the affected genes. The network is inferred using the remaining samples. We then compute a performance score which determines a ratio of affected genes that are present in the knocked down gene’s childhood within the inferred network. This evaluation then allows us to compare different methods quantitatively and purely data driven.

In our experimental study based on perturbation experiments on two colon cancer cell lines, we were able to show

- that the retrieved priors are relevant and
- that prior knowledge is beneficial to the inferred network’s quality.

7.1.2 Ensemble mRMR

Based on the principle that ensemble methods reduce the variability of the result and thus perform better than the methods separately, we develop an ensemble mRMR feature selection strategy. Contrary to the usual approach of either bootstrapping or using different inference techniques, we use the same feature selection strategy on the entire data set but select more than one feature in each iteration. The rationale is that given the few samples, the best scoring feature might actually not be better but just as good as the next best feature(s). We use this idea to build trees of models that can then be combined in different ways to construct the final model. In a preliminary experimental study we show the usefulness of ensemble mRMR feature selection with respect to the robustness of the models with respect to changes in the data set.

7.1.3 Causal inference

We show that arc orientation based on minimum interaction information can be improved by

- taking the node’s entire neighborhood into account instead of the highest scoring triplet and
• making use of triplets with positive interactions to orient chains in additions to v-structures.

In the experimental study we propose to use a fast estimator based on the assumption that the data follows a multivariate Gaussian distribution. We show that our novel arc orientation method, named OMbIT, performs better than state-of-the-art methods on both synthetic and biological data sets.

7.1.4 Influence of entropy estimation on inferred networks

In this experimental study we show the influence of entropy estimation on network inference. We show that depending on the entropy estimator results vary considerably and furthermore that the consistently best results are obtained using estimators based on correlation.

7.2 Future work

In this section we will first outlay a number of short term goals mainly based on the work presented in this thesis and then mention several more general areas in which we our techniques could contribute.

7.2.1 Methodology

Our network inference method predictionet integrates prior knowledge in both steps, the structure identification and the orientation phase using a weighting parameter \( w \in [0, 1] \). We have observed that the best result is not always obtained using the same values for \( w \) but instead the strength of prior integration depends on the data as well as on the quality of prior knowledge in the studied problem. In the future, we aim at determining this \( w \) in a i) purely data driven framework and ii) investigate whether there is an optimal value that can be derived theoretically. This could be inspired by the optimal \( \lambda^* \) determined for the shrinkage entropy estimator (Section 3.1.2.1). Furthermore, we aim at extending the prior integration framework using more than two sources similarly to the approach kernel methods are taking. With the multitude of available data sets we need to take of the possibly complementary information contained in these data sets.

Another possibility to integrate prior knowledge in network inference based on the estimation of information theoretic quantities directly with the mutual information estimation. We aim to investigate whether this integration provides a i) theoretically sound estimator and ii) improves the final network compared to our original work.

Another important direction to investigate is whether different representations of prior knowledge lead to significantly different results or whether these differences can be controlled solely by the prior weight parameter.
Throughout this thesis we have often assumed linear dependencies. This assumption usually does not hold up in practice and we need to extend for example the prediction part to non-linear models.

### 7.2.2 Experiments

With the growing availability of next generation sequencing data, our validation approach should be validated using RNA-sequencing data. It provides a convenient strategy to compare networks obtained from microarray data and those obtained from RNA-sequencing data [GDFL13].

We presented an experimental study on colon cancer using only eight knock-down genes in two cell lines. However, we assessed their effect on other genes on a genome-wide scale. Very recently, a new database, named COLT\(^1\), of perturbation experiments is making available perturbation data sets from more than 70 Pancreatic, Ovarian and Breast human cancer cell lines covering \(~16000\) human genes. This is the ideal data set to test our validation framework more extensively and possibly identify new candidates for targeted treatment.

Not only can we use this publicly available data to test our framework but use our parallel implementation of ensemble mRMR in the feature selection step of \textit{predictionet}. This will allow us to not only show its usefulness when inferring networks from generated data but on a large scale, real data case study. Furthermore, this study will allow us to determine in a data-driven fashion the optimal setting for the number of levels in a tree and the number of variables to be selected in each of the branches and lastly the optimal combination scheme for the different branches.

Unfortunately such vast data is not available for most diseases. In those cases, inferred networks can help the design of the perturbation study, that is identify good targets and moreover select different targets for multivariate experiments.

### 7.2.3 Perspectives

The future of cancer research lies in \textit{Network Medicine} as it is not single genes but gene networks that guide pathologies [BGL11]. This will eventually entail that treatments are administered based on a patient’s \textit{interactome}, in other words according to a tumor’s subtype classified based on the inferred network.

However, until now the main focus of research in our field were the identification of important gene-gene interactions and their subsequent verification mainly in laboratory experiments. Due to the inherent difficulty of genomic data, researchers in our domain first needed to understand which strategies are key to model gene-gene interactions from genomic data. These are:

\(^1\)http://colt.ccbr.utoronto.ca/cancer/
7.2 Future work

(i) the integration of prior knowledge to improve the inferred networks’ quality,

(ii) the integration of ensemble/bagging strategies to reduce the variability of the resulting networks and

(iii) the combination of different good methods into consensus models which showed on average to be outperforming the single methods [MCKf+12].

In this thesis we have designed methods that address the first two requirements. Furthermore, the methods we designed are modular and can thus be combined as needed. For example, ensemble mRMR can be combined with OMbIT or/and with prior prior knowledge. With respect to the validation of the inferred gene-gene interactions we proposed a novel data-driven validation framework which allows to assess any inferred network and thus reducing the need for subsequent experimental validation.

The next logical step will be to make use of the networks beyond the understanding of which gene-gene interactions can be modeled from the given data. This will require a paradigm shift in the research field from the problem of ‘inferring the correct network’ to the problem of ‘inferring a useful network’. In order to reach this point, I see three important steps ahead of us.

Before being able to classify a cancer subtype based on a network, we first need to understand the differences in the networks inferred from healthy samples and those inferred from tumor samples. With our inference algorithm, we will be able to infer these two networks and identify the most significant differences. Once these differences are understood, we can start building different networks for different tumor subtypes.

The second step is related to drug design. With the network in hand we can identify which pathways are compensating for each other in case one is blocked (for example after administering a single drug). Ideally, we will use our networks as predictive models to understand when this effect can occur. However, until now this task has been too challenging. A possible solution could be to integrate different types of data, for example about protein activity, which would mean to overcome our simplifying assumptions that cell activity can be captured by modeling gene-gene interactions from expression data.

The last step concerns the identification of possible drug combinations from networks that are able to make use of these predictive models. In order to identify candidated drug combinations, we will need to extend our data from single knock-down to multiple overexpression (a common phenomenon in cancer related genes) and knock-down experiments. In order to decide which genes to perturb in which fashion (overexpression versus knock-down), we will be able to use the predictive models to identify the best candidate combinations.

Filling these steps with life will be the next great challenge for our field.
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Appendices
In this thesis, bold face notation is used for sets of variables. The transpose of a matrix/vector $X$ will be denoted by $X^T$. Estimators of a quantity such as $p$ will be denoted using the hat symbol $\hat{p}$.

### A.1 Probabilities

- $X,Y,Z$ upper case letters denote random variables
- $x,y,z$ lower case letters denote their realizations
- $X,Y,Z$ corresponding probability spaces
- $p$ probability distribution
- $f_{X,Y}$ joint probability density function of $X$ and $Y$
- $f_X$ marginal density of $X$
- $f_{Y|X}$ conditional probability density of $Y$ given $X$
- $\mathbb{E}(X)$ expectation value of $X$
- $\mu$ mean of a distribution
- $a$ parameter of Dirichlet distribution
- $\Phi$ cumulative distribution function of the standard normal distribution
- $\psi(z)$ Digamma function of $z$
- $\rho_{XY}$ Pearson correlation between $X$ and $Y$
- $\sigma_X$ standard deviation of $X$
- $\text{var}(X)$ variance of $X$
- $\text{cov}(X,Y)$ covariance of $X$ and $Y$
- $\Sigma$ covariance matrix
- $\Omega$ concentration matrix
- $\omega_{ij}$ entries of concentration matrix $\Omega$
- $\rho_{XY|Z}$ partial correlation between $X$ and $Y$ conditional on $Z$
- $\rho_{ij|K}$ partial correlation between $X_i$ and $X_j$ conditional on $X_K$
- $X \perp \! \! \! \perp Y$ $X$ is independent of $Y$
- $X \perp \! \! \! \perp Y|Z$ $X$ is conditional independent of $Y$ given $Z$
- $S_{XY}$ separating set: $X \perp \! \! \! \perp Y|S_{XY}$

### A.2 Information theory

- $H(X), H(p)$ equivalent notation of entropy of $X$ following a distribution $p$
- $H(X,Y)$ joint entropy of $X$ and $Y$
- $H(X|Y)$ conditional entropy of $X$ given $Y$
- $I(X;Y)$ mutual information of $X$ and $Y$
- $I(X;Y_1,\ldots,Y_n)$ mutual information of $X$ and $Y_1,\ldots,Y_n$
- $I(X;Y|Z)$ mutual information of $X$ and $Y$ given $Z$
- $\mathcal{I}(X,Y,Z)$ interaction information of $X,Y$ and $Z$
A.3 Graphs

$A, B, \ldots, V, \ldots, X, Y, Z$ nodes in the graph
$V$ set of nodes/vertices
$E$ set of edges
$G = (V, E)$ graph
$G(q)$ $q$-partial graph
$E(G)$ energy of graph $G$

$\text{adj}(X)$ set of adjacent nodes of $X$
$\text{pa}(X)$ set of parent nodes of $X$
$\text{an}(X), \text{an}(X)$ ancestor, set of ancestors of $X$
$\text{de}(X), \text{de}(X)$ descendant, set of descendants of $X$
$\text{MB}(X) \text{ Markov blanket of } X$

A.4 Network inference

$X = \{X_1, \ldots, X_n\}$ set of all features
$X^i$ set of all features $X$ without $X_i$
$X_T$ target variable
$D$ data set
$m$ total number of experiments/number of samples in the data set

$n$ number of variables/genes in the data set
$\beta_i$ regression coefficient
$\beta_j^{(i)}$ regression coefficient regressing all $X_j, j \neq i$ onto $X_i$
$\beta_j^{(i),t}$ $t$-th iteration of regression coefficient regressing all $X_j, j \neq i$ onto $X_i$

$\|X\|_p$ $L_p$ norm of $X$
$BN = (G, p)$ Bayesian network consisting of $G$ and $p$
$L(G, p, D)$ likelihood function
$s(G, D)$ scoring metric
$p(G)$ prior probability of graph $G$
$\#(x_i)$ number of occurrences of $x_i$
$\lambda, \lambda^*$ shrinkage parameter and its optimal estimator
$T, U$ estimators: unrestricted estimate, shrinkage target

A.5 Validation

$TP, TN$ number of true positives, true negatives
$FP, FN$ number of false positives and false negatives
$TPR, FPR$ true positive rate, false positive rate
$F$ F-score
B Preliminaries

B.1 Probabilities

Let $X$ be a continuous random variable. Its probability density function (pdf), denoted by $f_X(x)$, satisfies the following two properties

- **R1** $f_X(x) \geq 0$, $\forall x \in \mathbb{R}$ (non-negativity),
- **R2** $\int_{-\infty}^{\infty} f_X(x) \, dx = 1$.

**Theorem 1** [Dyk70] Suppose $X_1, \ldots, X_m$ is a random sample for an $n$-variate normal distribution whose covariance matrix is of full rank. Then the sample covariance matrix $\sum_{i=1}^{m} (X_i - \bar{X})(X_i - \bar{X})^T$ is positive definite with probability one if and only if $m > n$.

B.2 Information theory

The definitions presented in Section 3.3.2 can be extended to continuous random variables $X$ and $Y$. Let $f$ be the probability density functions of $X$ [CT90]. The entropy of $X$ is defined as

$$H(X) = - \int_{\mathbb{R}} f(x) \log f(x) \, dx.$$ 

Similar extensions exist for the conditional entropy and the mutual information for pairs of continuous random variables $X$ and $Y$

$$H(X|Y) = - \int_{\mathbb{R}} \int_{\mathbb{R}} f(x, y) \log f(x|y) \, dx \, dy$$

and

$$I(X,Y) = \int_{\mathbb{R}} \int_{\mathbb{R}} f(x, y) \log \frac{f(x, y)}{f(x)f(y)} \, dx \, dy.$$ 

B.3 Machine Learning

B.3.1 Quality measures: networks

A quantitative assessment of an inferred network’s quality starts with the classification of the network’s edges as true positives (TP), true negatives (TN), false positives (FP) or false negatives (FN) and the subsequent recording of the corresponding counts in a confusion matrix.

With such a confusion matrix in hand we can compute different quality measures for the network: precision, recall, specificity and F-score. The precision is defined as the
fraction of inferred true edges among all inferred edges

\[ \text{precision} = \frac{TP}{TP + FP}. \]  

(1)

On the other hand, \emph{recall} is the fraction of inferred true edges among all true edges

\[ \text{recall} = \frac{TP}{TP + FN}. \]  

(2)

\emph{Recall} is also known as \emph{sensitivity} or \emph{true positive rate} (TPR).

The \emph{F-score} is the weighted average of precision and recall [SJS06]

\[ F_\beta = \frac{(1 + \beta^2) \cdot \text{precision} \cdot \text{recall}}{\beta^2 \cdot \text{precision} + \text{recall}} = \frac{(1 + \beta^2) \cdot TP}{(1 + \beta^2) \cdot TP + \beta^2 \cdot FN + FP}. \]  

(3)

Choosing \( \beta = 1 \) equally balances precision and recall. Other typical values are \( \beta = 0.5 \) and \( \beta = 2 \).

The fraction of truly missing edges out of all nonexistent edges is known as \emph{specificity} or \emph{true negative rate} (TNR)

\[ \text{specificity} = \frac{TN}{TN + FP}. \]  

(4)

The fraction of falsely identified edges out of all nonexistent edges is known as \emph{false positive rate} (FPR)

\[ \text{FPR} = \frac{FP}{TN + FP}. \]  

(5)

The \emph{accuracy} is defined by the fraction of all correctly identified genes, true positives and true negatives, among all genes

\[ \text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \]  

(6)

In network inference, the algorithms typically return a score for each of the edges. By varying the threshold on these scores, the networks sparsity can be controlled. Whereas the F-score is a quality measure for a specific threshold, the \emph{receiver operating characteristic} (ROC) curve plots the TPR versus the FPR for varying thresholds. The \emph{area under the curve} (AUC) computes the area under the ROC curve and thus summarizes the information contained in the ROC.

In hypothesis testing, a \emph{false positive} occurs when a true null hypothesis is rejected.
The false discovery rate (FDR) controls this type of error in multiple testing procedures [BH95]. It is defined as expected proportion of the erroneously rejected hypotheses amongst all rejected hypotheses [BH95].

B.3.2 Quality measures: predictions

The $R^2$ measure of quality is defined as
\[
R^2 = 1 - \frac{\sum_i (X_i - \hat{X}_i)^2}{\sum_i (X_i - \bar{X})^2}. \tag{7}
\]

The root-mean-square error (RMSE) is defined as
\[
RMSE = \sqrt{\mathbb{E}((X_i - \hat{X}_i)^2)}. \tag{8}
\]

The normalized root-mean-square error (NRMSE) is then
\[
NRMSE = \frac{RMSE}{\max_i \hat{X}_i - \min_i \hat{X}_i}. \tag{9}
\]

The original Matthew’s correlation coefficient (MCC) was used to evaluate binary classifications
\[
MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}. \tag{10}
\]

B.4 Kernels

A symmetric matrix is positive semi-definite if and only if
\[
v'Av \geq 0 \tag{11}
\]
for all non-zero vectors $v$ [STC04]. It is positive definite if and only if
\[
v'Av > 0 \tag{12}
\]
for all non-zero vectors $v$.

B.5 Time-series data

When using time-series data to model causal relationships, it is clear that a cause must precede its effects in time. However, the interval of time between the occurrence of the cause and the manifestation of the effect may vary.
A schematic setup a time-series experiment is depicted in Figure B.1.

![Diagram of time-series experiment](image)

**Figure B.1:** Measurements are taken at different times in the cell cycle, adaption of figure in [OGP+10].

The data is a vector of observations each made during different points in time. In the literature, methods to model this temporal aspects include auto-regressive models [MC07, FSGM+07] based on Granger causality [Gra69] and dynamic Bayesian networks [PRM+03, SO09].

Time-series data can be used for validation by train the model on a number of time points and using the remaining samples to test the quality of the network as done for a very small network of twelve genes in [ZPZ+13].
## C Data generators in bioinformatics: an overview

### C.1 Syntren [VdBVLN+06]

<table>
<thead>
<tr>
<th>Goal</th>
<th>Implementation</th>
<th>Method</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JAVA application, batch mode via config file</td>
<td>• Network topologies are generated by selecting subnetworks from previously described regulatory networks</td>
<td>• number of nodes restricted by input *.sif file</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Subnetwork selection method: neighbor addition, cluster addition</td>
<td>• maximal number of nodes included in the network files: max = 1330 (E.Coli), max = 690 S.cerevisiae</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• amount of biological and experimental noise</td>
<td>• bug in network generation from own file (not under active development anymore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Interaction kinetics are modeled by equations based on Michaelis-Menten and Hill kinetics</td>
<td>• number of external nodes and of correlated external nodes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• probability for complex 2-regulator interactions</td>
<td>• number of external nodes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• simulate gene expression data that approximate experimental data</td>
<td>• number of input *sif file restricted</td>
</tr>
<tr>
<td><strong>Goal</strong></td>
<td><strong>Implementation</strong></td>
<td><strong>Method</strong></td>
<td><strong>Restrictions</strong></td>
</tr>
<tr>
<td>----------</td>
<td>--------------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>
| • generate network which possesses scale free property  
• generate corresponding gene expression data | MATLAB (also runs with Octave)  
**Options**  
• cluster or parent addition  
• possible to specify the number of parent nodes for each node | • extract subnetworks from known transcription network  
• data reflects the temporal relationship in gene expression  
• in each iteration a node is selected randomly and all of its parents are added to the graph and only the nodes with at least one link to the current graph are retained | • max number samples = 25  
• max number of variables = 1163  
• creates self-loops |

**Usage**  
• `[expreg expname expdata] = retrn(num, varargin);`  
  `varargin` could be either `‘ParentAdd’` (default) or `‘ClusterAdd’`  
• `expreg` returns the generated network, `expname` returns the gene names contained in this network, `expdata` return gene expression data of these genes
<table>
<thead>
<tr>
<th>Goal</th>
<th>Implementation</th>
<th>Method</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>• generate network topology, regulatory rules and expression profiles</td>
<td>- R package(^1)</td>
<td>• using a new hierarchical modular topology model which mimics the three topological features (scale-free degree distribution, high clustering coefficient, low characteristic path length)</td>
<td></td>
</tr>
<tr>
<td>• reproduce characteristic features of regulation in real gene networks (scale-free, high clustering coefficient, low characteristic path length)</td>
<td>Usage</td>
<td>• integrates fuzzy logic with differential equations</td>
<td></td>
</tr>
<tr>
<td>• produce time series data</td>
<td></td>
<td>• two models: one describing the network topology, the second generating the expression profiles</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) netsim
<table>
<thead>
<tr>
<th>Goal</th>
<th>Implementation</th>
<th>Method</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>time series data or stationary data</td>
<td>Java Web Start¹</td>
<td>- extract subnetwork from either Yeast (max 4441 nodes) or Ecoli (max 1502 nodes)</td>
<td>no batch mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- samples are generating by knocking out one gene at the time (*null-mutants.tsv: set to zero, *heterozygous.tsv: set to half of the original value)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- network: *gold-standard.tsv or *gold-standard-signed (including in a third column information whether down- or up-regulated)</td>
<td></td>
</tr>
</tbody>
</table>

### Options
- **Networks:** Example (scale free network 64 nodes, 207 edges), Ecoli (1502 nodes, 3587 edges), Yeast (4441 nodes, 12873 edges)
- **Subnetwork extraction:** Random vertex (for each subnetwork, the method start from a different random seed node of the source network), selection from list (manual selection from the list of all nodes)
- **Neighbor selection:** Greedy (choose the neighboring node which maximizes the modularity), random among top (one of the nodes with top p% (specified by the user) modularity is randomly selected)
- **Autoregulatory interactions can be removed**
- **Noise:** Gaussian noise with chosen standard deviation is added after simulation
- **Data generation:**
  - steady-state
  - trajectories (from wild-type to the new steady-state in the perturbation experiments; duration and number of time points)
  - time series (shows how the networks recover from external perturbations; duration and number of time points of each time series)
D Supplementary Information to [ODF+13]

D.1 Figures

D.1.1 F-scores KD data

Figure D.1: In cancer cell lines, performance of gene interaction networks inferred from genomic data only (GeneNet and predictionet with priors weight \( w = 0 \)), priors only (priors weight \( w = 1 \)) and combination of both data sources (priors weight \( w = \{0.25, 0.5, 0.75, 0.95\} \)). Each column reports the the performance of the network validated in each KD. Bars represent the F-scores of each network in each validation experiment; they are coloured with respect to their significance, that is in red and purple when network’s F score is higher than 5% and 10% of random networks, respectively. Rows correspond to childhood sizes one, two and three from top to bottom.
### D.1.2 Percentages KD data

<table>
<thead>
<tr>
<th>GeneNet</th>
<th>TD.R5.KD</th>
<th>HRAS.KD</th>
<th>MAP2K1.KD</th>
<th>MAP2K2.KD</th>
<th>MAPK1.KD</th>
<th>MAPK3.KD</th>
<th>NGFR.KD</th>
<th>RAF1.KD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Figure D.2:** Bars' heights represent the percentage of true positives with respect to the total number of affected genes for each KD’s network; they are coloured by their origin: black for true positives identified in the network inferred from genomic data only, dark grey from priors only, light grey in both, and orange for true positives that are uniquely found in networks inferred by combining genomic data and priors. Rows correspond to childhood sizes one, two and three from top to bottom.
D.1.3 F-scores tumor data

![F-scores tumor data](image)

**Figure D.3:** In tumor data, performance of gene interaction networks inferred from genomic data only (*GeneNet* and *predictionet* with priors weight $w = 0$), priors only (priors weight $w = 1$) and combination of both data sources (priors weight $w = \{0.25, 0.5, 0.75, 0.95\}$). Each column reports the performance of the network validated in each KD. Bars represent the F scores of each network in each validation experiment; they are colored with respect to their significance, that is in red and purple when network’s F score is higher than 5% and 10% of random networks, respectively. Rows correspond to childhood sizes one, two and three from top to bottom.
## D.2 Tables

<table>
<thead>
<tr>
<th>GeneNet</th>
<th># common edges</th>
<th># edges KD</th>
<th># edges expO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
<td>1030</td>
<td>1616</td>
</tr>
<tr>
<td>0.25</td>
<td>31</td>
<td>612</td>
<td>1292</td>
</tr>
<tr>
<td>0.5</td>
<td>322</td>
<td>1029</td>
<td>1615</td>
</tr>
<tr>
<td>0.75</td>
<td>344</td>
<td>1046</td>
<td>1620</td>
</tr>
<tr>
<td>0.95</td>
<td>348</td>
<td>1050</td>
<td>1620</td>
</tr>
<tr>
<td>1</td>
<td>313</td>
<td>313</td>
<td>313</td>
</tr>
</tbody>
</table>

**Table D.1:** Number of common edges in networks inferred from i) complete KD data (no CV) and ii) expO data; total number of edges in both networks separately.

<table>
<thead>
<tr>
<th>CDK5</th>
<th>HRAS</th>
<th>MAP2K1</th>
<th>MAP2K2</th>
<th>MAPK1</th>
<th>MAPK3</th>
<th>NGFR</th>
<th>RAF1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.25</td>
<td>16</td>
<td>16</td>
<td>22</td>
<td>27</td>
<td>42</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>47</td>
<td>21</td>
<td>34</td>
<td>38</td>
<td>72</td>
<td>57</td>
<td>1</td>
</tr>
<tr>
<td>0.75</td>
<td>52</td>
<td>21</td>
<td>34</td>
<td>38</td>
<td>72</td>
<td>59</td>
<td>1</td>
</tr>
<tr>
<td>0.95</td>
<td>52</td>
<td>21</td>
<td>34</td>
<td>38</td>
<td>72</td>
<td>59</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>49</td>
<td>29</td>
<td>36</td>
<td>33</td>
<td>58</td>
<td>48</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table D.2:** Number of common genes in the KD’s childhood (distance=2) in networks inferred from i) complete KD data (no CV) and ii) expO data.
Table D.3: Inference using colon cancer data expO data, number of true positives and F-score computed for childhood containing children and grandchildren (CH2).