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#### Abstract

The Lagrange-mesh method is an approximate variational method taking the form of equations on a grid thanks to the use of a Gauss-quadrature approximation. The variational basis related to this Gauss quadrature is composed of Lagrange functions which are infinitely differentiable functions vanishing at all mesh points but one. This method is quite simple to use and, more importantly, can be very accurate with small number of mesh points for a number of problems. The accuracy may however be destroyed by singularities of the potential term. This difficulty can often be overcome by a regularization of the Lagrange functions which does not affect the simplicity and accuracy of the method.

The principles of the Lagrange-mesh method are described, as well as various generalizations of the Lagrange functions and their regularization. The main existing meshes are reviewed and extensive formulas are provided which make the numerical calculations simple. They are in general based on classical orthogonal polynomials. The extensions to non-classical orthogonal polynomials and periodic functions are also presented.

Applications start with the calculations of energies, wave functions and some observables for bound states in simple solvable models which can rather easily be used as exercises by the reader. The Dirac equation is also considered. Various problems in the continuum can also simply and accurately be solved with the Lagrange-mesh technique including multichannel scattering or scattering by nonlocal potentials. The method can be applied to three-body systems in appropriate systems of coordinates. Simple atomic, molecular and nuclear systems are taken as examples. The applications to the time-dependent Schrödinger equation, to the Gross-Pitaevskii equation and to Hartree-Fock calculations are also discussed as well as translations and rotations on a Lagrange mesh.


## 1 Introduction

The continuous expansion of computing power leads to attempts for solving with numerical techniques increasingly complicated problems [1, 2, 3]. Consequently, efficient numerical approximations are needed more than ever. Ideally they should provide the highest accuracy with minimal computing efforts and maximal flexibility.

Quantum mechanics requires solutions of a variety of Schrödinger or Schrödingerlike equations. Approximations describing bound states or various types of continuum states are needed. Even for two-body problems few practical cases allow an analytical solution. Hence one is obliged to make use of approximations. A large number of variants of approximations exist. Roughly speaking, for bound states, they belong to two main families: variational techniques and numerical resolutions. For scattering states describing collisions, many more variants exist but usually with an important numerical component, specially when the Coulomb force plays a role.

An ideal numerical method would involve (i) limited or no analytical calculations, (ii) short computation times and (iii) high accuracy. Such a perfect method does of course not exist. However, under some conditions, the above criteria are met with the Lagrange-mesh method (LMM) [4, 5, 6]. The LMM is an approximate variational calculation using a special basis of functions, hereafter called Lagrange functions, related to a set of mesh points and to the Gauss quadrature associated with this mesh. It has the high accuracy of a variational approximation and the simplicity of a calculation on a mesh. Computing times depend on the duration of the search of the lowest eigenvalue(s) of a matrix that can be large in multidimensional problems, but is rather sparse.

The Lagrange functions are $N$ infinitely differentiable functions that vanish at all points of this mesh, except one. They form an orthonormal set. Used as a variational basis in a quantum-mechanical calculation, the Lagrange functions lead to a simple algebraic system when matrix elements are computed with the associated Gauss quadrature. The variational equations take the form of mesh equations with a diagonal representation of the potential only depending on values of this potential at the mesh points $[4,5,6]$. The most striking property of the LMM is that, in spite of its simplicity, the obtained energies and wave functions can be as accurate with the Gauss-quadrature approximation as in the original variational method with an exact calculation of the matrix elements [7,6]. The accuracy of the lowest energies exceeds by far the accuracy of the Gauss quadrature for individual matrix elements.

The LMM allows very accurate calculations in simple quantum-mechanical problems. In some exceptional cases, it can even give numerically exact results with small numbers of mesh points. This occurs for the harmonic oscillator and for the hydrogen atom, both non-relativistic and relativistic. But the LMM is also very accurate though rather simple in various more complicated (and more realistic) applications in atomic $[8,9,10]$ and nuclear $[11,12,13]$ physics. In particular, combined with the $R$-matrix theory [14], it offers practical solutions to scattering problems with local or non-local potentials.

As mentioned above, this method does not always work, unfortunately. Its high accuracy depends on the validity of the Gauss quadrature. Though the expected accuracy of the LMM is much higher than the accuracy of the Gauss quadrature on individual matrix elements, it fails when the Gauss quadrature is inaccurate. The error of the Gauss quadrature involves a high derivative of the integrated function, the order of which increases with the number of mesh points $[15,16]$. Hence, if the Gauss quadrature is not valid somewhere, the LMM is inaccurate. This means that singularities or discontinuities of the potential or of its derivatives may kill the accuracy. In some cases, this problem can be circumvented by a regularization technique $[4,5,6,7]$ but, in many other cases, accurate calculations may not be possible. A simple example is given by
a system with Coulomb-like singularities. These singularities can be 'regularized' for two and three particles but not - or not yet - for more particles.

The LMM is a global method, using information from the whole domain of definition of the studied problem. For well conditioned problems, i.e. when infinitely differentiable solutions exist almost everywhere, global methods provide a better accuracy than local methods using information from pieces of the domain. Among global approaches, two important and efficient approximations are the collocation and variational (or Galerkin) methods [1, 2, 3]. Nearly optimal techniques can be looked for by keeping the advantages of both approaches such as in the LMM. In the mathematical vocabulary, the LMM is a pseudospectral method, i.e. an approximate spectral method taking the form of a collocation method. Collocation methods [17] correspond to the discretization of a differential equation on a mesh but are usually not related to a variational principle. Pseudospectral methods are characterized by a fast, exponential, convergence.

The first aim of this review is to present the LMM in a way that allows using the different available meshes in practical calculations. A large number of examples, several of them easily reproducible by the reader, will illustrate the technique. These examples are taken in various types of physical applications in the context of atomic, molecular and nuclear physics. They should help showing when the Lagrange-mesh technique is applicable and how to choose the appropriate mesh in such a case. Some examples are academic but familiar to the reader. They offer simple tests of the accuracy of the LMM. Other are more realistic. They are more easily solved with the LMM than with most other techniques.

Although the authors of Ref. [4] were not aware of this fact, the Lagrange-mesh method has a number of common points with other methods. Since the introduction of the LMM, many more works share part of its properties. To name only a few of these methods for the moment, let us mention the discrete-variable-representation method (DVR) $[18,19]$ and the quadrature discretization method (QDM) [20, 21]. Another aim of the present review is to discuss the main related methods and to explain the similarities and differences with the LMM.

This method also has a pedagogical interest. When the zeros and weights of the relevant Gauss quadrature and a diagonalization method are available, the Lagrangemesh techniques allows very simple numerical solutions of a number of problems such as those presented in this report. Several interesting physical problems were solved with the LMM by undergraduate students within their end-of-studies research work. Codes are short and can be rather easily debugged. The method is so simple and efficient that one has to insist on its limitations to avoid an overestimation of its possibilities.

In section 2, the principle of the LMM is explained. The notion of regularization is introduced. The extension to several dimensions is discussed. In section 3, explicit expressions are given for the main families of Lagrange meshes based on classical and non-classical orthogonal polynomials and on periodic functions. This section contains many useful formulas about Lagrange functions and matrix elements at the Gaussquadrature approximation. In many cases, their exact counterparts are also given, as well as explanations. Section 3 should be very useful for practitioners but can be skipped or partly skipped at first reading. In section 4 , the main methods sharing common points with the LMM are introduced in Lagrange-mesh notation and discussed. Some historical aspects are mentioned. In section 5, simple applications to the determination of the energies and wave functions of two-body bound states are presented: the
one-dimensional and three-dimensional harmonic oscillators, the non-relativistic and relativistic hydrogen atom. The hydrogen atom in a strong magnetic field illustrates the use of Lagrange meshes for several coordinates. The application of the method in momentum space is also discussed. Most of these applications can serve as simple numerical exercises. In section 6, various calculations involving continuum wave functions are presented and compared. Practical methods to calculate phase shifts and collision matrices combine the LMM with the $R$-matrix technique and with the complex-scaling method. Section 7 is devoted to three-body systems. The reason for the different treatments of atomic or molecular applications on one hand and nuclear applications on the other hand are discussed. The LMM in perimetric coordinates is applied to the helium atom, the hydrogen molecular ion and the antiprotonic helium atom. The LMM in hyperspherical coordinates is applied to the helium trimer and to halo nuclei. Miscellaneous applications are presented in section 8: the resolutions of the time-dependent Schrödinger equation and of the Gross-Pitaevskii and nuclear Hartree-Fock equations. Translations and rotations are also considered. Section 9 is devoted to conclusions and an outlook. All numerical calculations are performed in double precision.

Given the variety of discussed topics, the bibliography can not be exhaustive. In each case, I give some key references and/or the references that were most useful to me. These references are aimed to help the reader to start a more complete bibliographic search.

## 2 Presentation of the Lagrange-mesh method

### 2.1 Gauss quadrature

In this paper, we shall meet various forms of Gauss quadrature related to different families, classical or non-classical, of orthogonal polynomials. I shall also use the denomination Gauss quadrature in a loose sense for non-polynomial cases. Let me thus start with the traditional definitions.

Let us consider an integral over an interval ( $a, b$ ) and a family of polynomials $p_{k}(x)$ defined on this interval, which are orthogonal with respect to a weight function $w(x)$,

$$
\begin{equation*}
\int_{a}^{b} p_{k}(x) p_{k^{\prime}}(x) w(x) d x=h_{k} \delta_{k k^{\prime}} \tag{2.1}
\end{equation*}
$$

where $\sqrt{h_{k}}$ is the norm of $p_{k}(x)$ [22]. A standard Gauss quadrature with $N$ mesh points involves the $N$ zeros $x_{i}$ of the orthogonal polynomial of degree $N$,

$$
\begin{equation*}
p_{N}\left(x_{i}\right)=0, \tag{2.2}
\end{equation*}
$$

and the $N$ associated weights $w_{i}[22,15,16]$. The quadrature approximation reads

$$
\begin{equation*}
\int_{a}^{b} f(x) w(x) d x \approx \sum_{k=1}^{N} w_{k} f\left(x_{k}\right) . \tag{2.3}
\end{equation*}
$$

By definition, this quadrature gives the exact result if $f(x)$ is any polynomial of degree at most $2 N-1$. Otherwise the error $R_{N}$ on the quadrature is related to some value of
the $2 N$ th-derivative of function $f(x)$ in the interval [22],

$$
\begin{equation*}
R_{N} \propto f^{(2 N)}(\xi) \quad(a<\xi<b) \tag{2.4}
\end{equation*}
$$

where the proportionality constant depends on $N$. It vanishes for polynomials of degree at most $2 N-1$. It will not be small when the involved derivative does not exist at some point, i.e. in case of a discontinuity or divergence. The weights $w_{i}$ can be obtained from values of $p_{N}^{\prime}\left(x_{i}\right)$ and $p_{N-1}\left(x_{i}\right)$ (see §3.1.1).

The choice of Gauss quadrature depends on the interval. For example, on $(-\infty,+\infty)$, the Hermite polynomials are orthogonal with respect to the weight function $\exp \left(-x^{2}\right)$. The simplest Gauss quadrature on this interval is based on their properties and is called the Gauss-Hermite quadrature. Similarly, the standard Gauss quadratures on $(0, \infty)$ are the Gauss-Laguerre quadratures based on the Laguerre or generalized Laguerre polynomials. On finite intervals, the standard Gauss quadratures are Gauss-Legendre or Gauss-Jacobi, properly shifted and scaled from the $(-1,+1)$ interval. Non-standard quadratures based on other weight functions can also be defined.

In Lagrange-mesh calculations however, we shall not use (2.3) to avoid the explicit occurrence of the weight function $w(x)$ in the integral. The quadrature formula is rewritten as

$$
\begin{equation*}
\int_{a}^{b} g(x) d x \approx \sum_{k=1}^{N} \lambda_{k} g\left(x_{k}\right), \tag{2.5}
\end{equation*}
$$

where the weight function is included in $g(x)$. Hence the $N$ new weights $\lambda_{k}$ which will be important in the following sections are given by

$$
\begin{equation*}
\lambda_{k}=w_{k} / w\left(x_{k}\right) \tag{2.6}
\end{equation*}
$$

This form is valid both for classical and non-classical orthogonal polynomials. The weights $\lambda_{k}$ are given by Eq. (3.7) and, for classical polynomials, by Eq. (3.23).

There exist families of functions $\varphi_{j}(x), j=1, \ldots, N$, for which a quadrature formula similar to (2.5) is also very accurate. More precisely, the Gauss-like quadrature formula

$$
\begin{equation*}
\int_{a}^{b} \varphi_{j}^{*}(x) \varphi_{j^{\prime}}(x) d x=\sum_{k=1}^{N} \lambda_{k} \varphi_{j}^{*}\left(x_{k}\right) \varphi_{j^{\prime}}\left(x_{k}\right) \tag{2.7}
\end{equation*}
$$

is exact for all products involving functions of this family, $j, j^{\prime}=1, \ldots, N$. Orthogonal polynomials are a particular case with $\varphi_{j}(x)=\sqrt{w(x)} p_{j}(x)$. Other examples will be encountered in section 3 , such as orthogonal polynomials with a change of variable, various kinds of periodic functions and the cardinal sine (sinc) functions. When Eq. (2.7) is valid, I shall also call the corresponding quadrature a Gauss quadrature, to unify the vocabulary.

In the following, for the matrix element

$$
\begin{equation*}
\langle f| O|g\rangle=\int_{a}^{b} f^{*}(x)[O g](x) d x \tag{2.8}
\end{equation*}
$$

of some operator $O$ between two functions $f$ and $g$ calculated at the Gauss-quadrature approximation, I shall use the notation

$$
\begin{equation*}
\langle f| O|g\rangle_{G}=\sum_{k=1}^{N} \lambda_{k} f^{*}\left(x_{k}\right)[O g]\left(x_{k}\right) . \tag{2.9}
\end{equation*}
$$

The notation $O g$ represents the action of $O$ on $g(x)$. The index $G$ will denote the use of the Gauss-quadrature approximation (when it is not exact).

### 2.2 Lagrange functions

For simplicity, the Lagrange functions are assumed to be real. Let us consider $N$ abscissas $x_{i}$ and weights $\lambda_{i}$ of a Gauss quadrature over interval $(a, b)$. A Lagrange function $f_{i}(x)$ over this interval $(a, b)$ is associated with each mesh point $x_{i}$. A set of Lagrange functions is subjected to two conditions.
(i) The Lagrange functions $f_{i}(x)$ are infinitely differentiable functions which satisfy the Lagrange conditions

$$
\begin{equation*}
f_{i}\left(x_{j}\right)=\lambda_{i}^{-1 / 2} \delta_{i j} . \tag{2.10}
\end{equation*}
$$

For $i=j$, the $N$ conditions fix the normalization of $f_{i}(x)$.
(ii) The Gauss quadrature is exact for products of Lagrange functions,

$$
\begin{equation*}
\left\langle f_{i} \mid f_{j}\right\rangle=\int_{a}^{b} f_{i}(x) f_{j}(x) d x=\left\langle f_{i} \mid f_{j}\right\rangle_{G} \tag{2.11}
\end{equation*}
$$

This definition requires a number of comments. The common indices of the mesh points $x_{i}$ and Lagrange functions $f_{i}(x)$ are arbitrary. One usually uses $i=1$ to $N$ or $i=0$ to $N-1$. When the mesh and the set of wave functions are symmetric, a useful numbering is $i=-(N-1) / 2$ to $(N-1) / 2$ by unit step. Index $i$ is then integer for $N$ odd and half-integer for $N$ even. This notation then simplifies parity projection (see §2.6).

Property (i) is, except for the multiplicative factor, typical of Lagrange interpolation polynomials. This is the origin of the name 'Lagrange function' introduced in Ref. [4]. However, contrary to Lagrange polynomials which are often defined on various subintervals, the Lagrange functions are all defined on a single interval and are not necessarily polynomials, even when they are based on classical orthogonal polynomials (see section 3). Indeed, for these polynomials, property (2.11) imposes that the Lagrange functions include the square root of the weight function $w(x)$.

Properties (i) and (ii) have an important corollary: Lagrange functions are orthonormal. Because of conditions (2.10), the Lagrange functions are orthonormal when the overlap is calculated with the Gauss quadrature,

$$
\begin{equation*}
\left\langle f_{i} \mid f_{j}\right\rangle_{G}=\sum_{k=1}^{N} \lambda_{k} \lambda_{i}^{-1 / 2} \delta_{i k} \lambda_{j}^{-1 / 2} \delta_{j k}=\delta_{i j} . \tag{2.12}
\end{equation*}
$$

Hence, since the quadrature in (2.11) is exact, one can write

$$
\begin{equation*}
\left\langle f_{i} \mid f_{j}\right\rangle=\int_{a}^{b} f_{i}(x) f_{j}(x) d x=\delta_{i j} \tag{2.13}
\end{equation*}
$$

which establishes the orthonormality.
In Ref. [4], the factor $\lambda_{i}^{-1 / 2}$ was not introduced in Eq. (2.10) but a factor $\lambda_{i}$ appeared in the right-hand side of Eq. (2.13). Functions that satisfy (2.10) without this factor are usually called cardinal functions. This earlier normalization convention soon appeared less elegant and less practical than the present one for which the orthonormality (2.13) can be used. It was abandoned in our later works [23].

In $\S 2.7$, a generalized type of Lagrange functions will be introduced: the regularized Lagrange functions, for which property (ii) and thus its corollary (2.13) are not true.

However, property (2.12) remains valid, i.e. these functions are still orthonormal at the Gauss approximation. The result (2.12) is usually a rather poor approximation for each overlap but, surprisingly, considering the regularized Lagrange functions as if they were orthonormal will be shown to be an excellent approximation in practice. But let me delay this discussion to $\S 2.7$ and $\S 5.4 .2$. First I consider that property (ii) is satisfied.

I will use the wording 'Lagrange mesh' not only for the set of mesh points but for the mesh points, weights and Lagrange functions together. In this sense, two different 'Lagrange meshes' may share exactly the same mesh points but be nevertheless different. We shall see examples in $\S 3.7$. In many calculations, the weights and Lagrange functions do not appear explicitly. Different meshes with the same mesh points then differ by the matrix elements of the kinetic energy defined in $\S 2.5$.

Two main techniques can be used to construct Lagrange functions, when possible: expansions in an orthonormal basis and ratios of functions with well defined zeros. Let us first consider a set of $N$ orthonormal basis functions $\varphi_{k}(x)(k=1$ to $N)$ verifying the conditions

$$
\begin{equation*}
\sum_{k=1}^{N} \varphi_{k}^{*}\left(x_{i}\right) \varphi_{k}\left(x_{j}\right)=\lambda_{i}^{-1} \delta_{i j}, \quad i, j=1, \ldots, N \tag{2.14}
\end{equation*}
$$

at all mesh points of a Gauss quadrature. The number of Lagrange conditions (2.14) is $\frac{1}{2} N(N-1)$. They can only be satisfied in specific cases, for example when the functions $\varphi_{k}(x)$ are related to orthogonal polynomials. The cases $i=j$ are not conditions but fix a relation between the Gauss weights and the $\varphi_{k}(x)$. Equations (2.14) imply that the matrix with elements $\lambda_{i}^{1 / 2} \varphi_{k}\left(x_{i}\right)$ is unitary, or orthogonal when the $\varphi_{k}(x)$ are real. Hence the Lagrange conditions can be written equivalently

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i} \varphi_{k}^{*}\left(x_{i}\right) \varphi_{l}\left(x_{i}\right)=\delta_{k l}, \quad k, l=1, \ldots, N . \tag{2.15}
\end{equation*}
$$

This means that the Gauss quadrature is exact for all products $\varphi_{k}^{*}(x) \varphi_{l}(x)$ involving functions of the set.

When conditions (2.14) and (2.15) are satisfied, the Lagrange functions are defined as

$$
\begin{equation*}
f_{i}(x)=\lambda_{i}^{1 / 2} \sum_{k=1}^{N} \varphi_{k}^{*}\left(x_{i}\right) \varphi_{k}(x) \tag{2.16}
\end{equation*}
$$

With (2.14), they clearly verify property (2.10). Although this is not yet obvious (see section 3), the sum in (2.16) can usually be performed analytically so that the Lagrange functions have in general a compact expression. This is better seen with the other technique of construction.

Another way of defining Lagrange functions starts from a function $F(x)$ with $N$ real zeros in $(a, b)$ at the $N$ mesh points $x_{i}$ of a Gauss quadrature and a function $G(x)$ with a single zero at $x=0$. The following ratios provide a family of $N$ interpolation functions

$$
\begin{equation*}
f_{i}(x)=\lambda_{i}^{-1 / 2} \frac{G^{\prime}(0)}{F^{\prime}\left(x_{i}\right)} \frac{F(x)}{G\left(x-x_{i}\right)} \tag{2.17}
\end{equation*}
$$

These functions satisfy condition (i). They are Lagrange functions if they also satisfy condition (ii). Anyway, they are orthonormal at the Gauss approximation [Eq. (2.12)]. An important particular case of (2.17) is $G(x)=x$ or

$$
\begin{equation*}
f_{i}(x)=\frac{\lambda_{i}^{-1 / 2}}{F^{\prime}\left(x_{i}\right)} \frac{F(x)}{x-x_{i}} \tag{2.18}
\end{equation*}
$$

which appears in relation with classical orthogonal polynomials (§3.1).
For most Lagrange functions described in this text, both forms (2.16) and (2.17) are available and can be shown to be equivalent. However the compact form (2.17) reflects the real spirit of the LMM. Expression (2.16) is more in the spirit of the DVR [18] (see §4.2).

### 2.3 Lagrange-mesh equations for bound states

Let me start by recalling the variational principle. Consider a one-dimensional Schrödinger equation,

$$
\begin{equation*}
H \psi=E \psi \tag{2.19}
\end{equation*}
$$

with the Hamiltonian

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V(x) \tag{2.20}
\end{equation*}
$$

where $m$ is the mass of a particle with coordinate $x$ affected by potential $V$ or the reduced mass of two particles at distance $x$ interacting with potential $V$. A variational approximation of the wave function is given by a linear combination of $N$ linearly independent functions $\varphi_{j}(x)$,

$$
\begin{equation*}
\psi(x)=\sum_{j=1}^{N} c_{j} \varphi_{j}(x) \tag{2.21}
\end{equation*}
$$

The trial function (2.21) leads to the system of variational equations

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\frac{\hbar^{2}}{2 m} T_{i j}+V_{i j}-E\left\langle\varphi_{i} \mid \varphi_{j}\right\rangle\right) c_{j}=0, \quad i=1, \ldots, N \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i j}=\left\langle\varphi_{i}\right| T\left|\varphi_{j}\right\rangle=-\int_{a}^{b} \varphi_{i}^{*}(x) \varphi_{j}^{\prime \prime}(x) d x \tag{2.23}
\end{equation*}
$$

is a matrix element of the kinetic-energy operator $T=-d^{2} / d x^{2}$ and

$$
\begin{equation*}
V_{i j}=\left\langle\varphi_{i}\right| V\left|\varphi_{j}\right\rangle=\int_{a}^{b} \varphi_{i}^{*}(x) V(x) \varphi_{j}(x) d x \tag{2.24}
\end{equation*}
$$

When the algebraic system (2.22) is solved, each eigenvalue is an upper bound of the corresponding eigenvalue of $H$ [24, 25]. The accuracy improves when $N$ increases.

Since such an eigenvalue problem can be solved for large $N$ values with computers, the main difficulty usually lies in the calculation of the matrix elements $V_{i j}$.

In the LMM, the variational approximation (2.21) of the wave function is replaced by an expansion in Lagrange functions,

$$
\begin{equation*}
\psi(x)=\sum_{j=1}^{N} c_{j} f_{j}(x) . \tag{2.25}
\end{equation*}
$$

In this basis, because of conditions (2.10), the coefficients have a simple physical interpretation,

$$
\begin{equation*}
c_{j}=\lambda_{j}^{1 / 2} \psi\left(x_{j}\right) \tag{2.26}
\end{equation*}
$$

They provide a sampling of the approximate wave function. With a systematic use of the Gauss-quadrature approximation for the potential, the trial function (2.25) leads to the variational system of equations

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\frac{\hbar^{2}}{2 m} T_{i j}^{(G)}+V_{i j}^{G}\right) c_{j}=E c_{i} \tag{2.27}
\end{equation*}
$$

where the parentheses on the superscript of $T_{i j}^{(G)}$ mean that the kinetic-energy matrix element may be exact, $T_{i j}=\left\langle f_{i}\right|-d^{2} / d x^{2}\left|f_{j}\right\rangle$, or approximated as $T_{i j}^{G}$ with the Gauss quadrature. Exact and approximate expressions of $T_{i j}$ are discussed in $\S 2.5$ and given explicitly in section 3 . The crucial aspect of the LMM is that the matrix elements $V_{i j}^{G}$ of the potential are approximated with the Gauss quadrature consistent with the mesh,

$$
\begin{equation*}
V_{i j} \approx V_{i j}^{G}=\sum_{k=1}^{N} \lambda_{k} f_{i}\left(x_{k}\right) V\left(x_{k}\right) f_{j}\left(x_{k}\right)=V\left(x_{i}\right) \delta_{i j} . \tag{2.28}
\end{equation*}
$$

Hence, equations (2.22) are approximated as

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\frac{\hbar^{2}}{2 m} T_{i j}^{(G)}+V\left(x_{i}\right) \delta_{i j}\right) c_{j}=E c_{i} \tag{2.29}
\end{equation*}
$$

They have the aspect and simplicity of mesh equations but they are approximately variational and, as we shall see, they may be very accurate.

A striking feature of the linear system of equations (2.29) is that it does not seem to depend any more on global properties of the Lagrange functions $f_{i}(x)$ or equivalently of the basis functions $\varphi_{k}(x)$. With (2.35), it depends only on the mesh points $x_{i}$ and on the numerical values of $T_{i j}^{(G)}$. In fact, the system (2.29) has also sometimes been obtained more or less phenomenologically without any reference to the Lagrange functions and to the variational principle. However, in that way [18, 26, 27], its high accuracy is more difficult to understand.

The remarkable simplification in the LMM is that in place of a potential matrix with elements (2.24) to be calculated, the potential matrix is diagonal and only requires values of the potential at the mesh points. This aspect is very similar to collocation methods which share the same simplicity but not necessarily the same accuracy.

In the mesh equations (2.29), the Lagrange basis is hidden: it only appears through the mesh points $x_{i}$ and kinetic matrix elements $T_{i j}$. The Lagrange functions $f_{j}(x)$ and weights $\lambda_{j}$ are only needed to evaluate the wave function $\psi(x)$ and some types of matrix elements. Contrary to finite-difference techniques, the approximate wave function $\psi(x)$ is known everywhere under the form (2.25).

The method remains valid when the Schrödinger equation contains a non-local potential term with kernel $W\left(x, x^{\prime}\right)$ [28]. The mesh equations take the form

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\frac{\hbar^{2}}{2 m} T_{i j}+V\left(x_{i}\right) \delta_{i j}+\left(\lambda_{i} \lambda_{j}\right)^{1 / 2} W\left(x_{i}, x_{j}\right)\right) c_{j}=E c_{i} \tag{2.30}
\end{equation*}
$$

Here also, only values at mesh points of the non-local potential are needed but the potential matrix is no longer diagonal and the weights $\lambda_{i}$ are explicitly needed. The role of the Gauss quadrature (and the difference with collocation methods) clearly appears here.

### 2.4 Comments

As emphasized in the Introduction, the Lagrange-mesh equations (2.29) or (2.30) can give very accurate results. These results have often an accuracy similar to that of the variational calculation (2.22) performed with the same Lagrange basis $f_{j}(x)$ or with the equivalent basis $\varphi_{k}(x)$ related by (2.16). The two calculations only differ by the use of the Gauss quadrature in the LMM. The variational accuracy of this method presenting the aspect of a mesh method and its near insensitivity to the quite simplifying use of the consistent Gauss quadrature are not fully explained yet [7].

An explanation of the high accuracy is available in particular cases where the exact wave functions are known and a related mesh is used such as the one-dimensional harmonic oscillator with the Hermite mesh (§3.2, §5.2, §5.8 and §8.5), the threedimensional harmonic oscillator with the modified Laguerre mesh ( $\S 3.3 .6$ and $\S 5.2$ ) and the hydrogen atom with the regularized Laguerre mesh (§3.3.4, §5.4 and §5.9) [4]. In these cases, the LMM with a proper scaling (see next subsection) can be exact for one, most or all eigenvalues. The analysis has been extended in Ref. [29] to polynomial potentials studied with a regularized Laguerre mesh. There, it is shown by using the equivalent basis $\varphi_{k}(x)$ that matrix elements are exact for a number of the lowest $k$ values. The authors argue that this explains the accuracy of the lowest eigenvalues. In some particular cases, one can show that the orders of magnitudes of the variational and Gauss-quadrature errors are similar [30]. See also the discussion in Ref. [31] in the DVR context.

Anyway, a general proof explaining the accuracy of the LMM does not exist for all meshes described in section 3. However, I now show that the Lagrange-mesh equations (2.29) can be derived as exact variational equations but for different non-local potentials $\tilde{V}_{N}\left(x, x^{\prime}\right)$ depending on the number of basis functions. This justifies to some extent the variational behaviour of the LMM. Let me define these non-local potentials as

$$
\begin{equation*}
\tilde{V}_{N}\left(x, x^{\prime}\right)=\sum_{k=1}^{N} V\left(x_{k}\right) f_{k}(x) f_{k}\left(x^{\prime}\right) . \tag{2.31}
\end{equation*}
$$

They have the property

$$
\begin{equation*}
\tilde{V}_{N}\left(x_{i}, x_{j}\right)=\lambda_{i}^{-1} V\left(x_{i}\right) \delta_{i j} . \tag{2.32}
\end{equation*}
$$

The exact matrix elements of these potentials are given by

$$
\begin{align*}
\left\langle f_{i}\right| \tilde{V}_{N}\left|f_{j}\right\rangle & =\sum_{k=1}^{N} V\left(x_{k}\right) \int_{a}^{b} f_{i}(x) f_{k}(x) d x \int_{a}^{b} f_{k}\left(x^{\prime}\right) f_{j}\left(x^{\prime}\right) d x^{\prime} \\
& =V\left(x_{i}\right) \delta_{i j} \tag{2.33}
\end{align*}
$$

because of the orthonormality (2.13) of the basis. Hence the variational equations (2.22) for this potential with a basis of $N$ Lagrange functions $f_{j}(x)$ are exactly given by the Lagrange-mesh equations (2.29) with the exact kinetic matrix elements $T_{i j}$. Even more strikingly, when the Gauss quadrature is used to calculate the matrix elements (2.33), one obtains with (2.32),

$$
\begin{align*}
\left\langle f_{i}\right| \tilde{V}_{N}\left|f_{j}\right\rangle_{G} & =\left(\lambda_{i} \lambda_{j}\right)^{1 / 2} \tilde{V}_{N}\left(x_{i}, x_{j}\right) \\
& =V\left(x_{i}\right) \delta_{i j} \tag{2.34}
\end{align*}
$$

i.e. exactly the same result. The Lagrange-mesh equations (2.30) for potential $W\left(x, x^{\prime}\right)=$ $\tilde{V}_{N}\left(x, x^{\prime}\right)$ are also exactly the variational equations for this potential.

The striking properties of potentials $V_{N}\left(x, x^{\prime}\right)$ and a comparison with the local potential $V(x) \delta\left(x-x^{\prime}\right)$ might open the way to a general proof of the high accuracy of the LMM.

### 2.5 Exact and approximate matrix elements

The exact kinetic-energy matrix elements $T_{i j}$ are simple symmetric functions of $x_{i}$ and $x_{j}$. Their expressions for various meshes can be found in section 3 and in Refs. [4, 5, 32]. They can be approximated with a Gauss quadrature as

$$
\begin{equation*}
T_{i j} \approx T_{i j}^{G}=-\sum_{k=1}^{N} \lambda_{k} f_{i}\left(x_{k}\right) f_{j}^{\prime \prime}\left(x_{k}\right)=-\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right) \tag{2.35}
\end{equation*}
$$

In fact, the exact kinetic-energy matrix elements are sometimes given by Eq. (2.35). This is for example the case for the Legendre (§3.4), Fourier (§3.7.1) and sinc (§3.7.5) meshes [4].

When the Gauss approximation is used for $T_{i j}$, the Lagrange-mesh equations become identical to those of a collocation method,

$$
\begin{equation*}
\sum_{j=1}^{N}\left(-\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)+V\left(x_{i}\right) \delta_{i j}\right) c_{j}=E c_{i} \tag{2.36}
\end{equation*}
$$

If approximation (2.35) is not symmetrical, one can use, assuming here $f_{j}(a) f_{j}^{\prime}(a)=$ $f_{j}(b) f_{j}^{\prime}(b)=0$,

$$
\begin{equation*}
T_{i j}^{G, \text { sym }}=\int_{a}^{b} f_{i}^{\prime}(x) f_{j}^{\prime}(x) d x \approx \sum_{k=1}^{N} \lambda_{k} f_{i}^{\prime}\left(x_{k}\right) f_{j}^{\prime}\left(x_{k}\right) \tag{2.37}
\end{equation*}
$$

Matrix elements of other operators are often given with a high accuracy by the Gauss quadrature. Useful approximations are

$$
\begin{equation*}
\left\langle f_{i}\right| \frac{d}{d x}\left|f_{j}\right\rangle_{G}=\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right) \tag{2.38}
\end{equation*}
$$

(which is in fact exact in a number of cases, see section 3) and, for an infinitely differentiable function $g(x)$,

$$
\begin{equation*}
\left\langle f_{i}\right| g(x)\left|f_{j}\right\rangle_{G}=g\left(x_{i}\right) \delta_{i j} \tag{2.39}
\end{equation*}
$$

The latter expression is very useful to calculate various types of radii and transition probabilities.

Some matrix elements require an exact calculation based on the explicit expression of Lagrange functions. For example, the matrix elements

$$
\begin{equation*}
\left\langle f_{i}\right| \delta(x-a)\left|f_{j}\right\rangle=f_{i}(a) f_{j}(a) \tag{2.40}
\end{equation*}
$$

are easy to compute.

### 2.6 Translation, scaling, mapping, parity projection

The list of existing Lagrange functions can be extended by translating, scaling and mapping them or projecting them on parity.

Translations are elementary. They only affect the mesh points and Lagrange functions. The kinetic matrix elements remain unchanged. Translations are often combined with scaling.

For the scaling, let us start from a Gauss quadrature (2.5),

$$
\begin{equation*}
\int_{a^{\prime}}^{b^{\prime}} f(u) d u \approx \sum_{k=1}^{N} \lambda_{k} f\left(u_{k}\right) \tag{2.41}
\end{equation*}
$$

with zeros $u_{k}$ and weights $\lambda_{k}$ over an interval $\left(a^{\prime}, b^{\prime}\right)$. The change of variable

$$
\begin{equation*}
x=h u \tag{2.42}
\end{equation*}
$$

leads to the modified quadrature

$$
\begin{equation*}
\int_{a}^{b} g(x) d x \approx h \sum_{k=1}^{N} \lambda_{k} g\left(h u_{k}\right) \tag{2.43}
\end{equation*}
$$

over an interval $(a, b)=\left(h a^{\prime}, h b^{\prime}\right)$.
The wave function is expanded over scaled Lagrange functions as

$$
\begin{equation*}
\psi(x)=h^{-1 / 2} \sum_{j=1}^{N} c_{j} f_{j}(x / h) . \tag{2.44}
\end{equation*}
$$

The factor $h^{-1 / 2}$ keeps the unit norm. The coefficients are given by

$$
\begin{equation*}
c_{j}=\left(h \lambda_{j}\right)^{1 / 2} \psi\left(h u_{j}\right) \tag{2.45}
\end{equation*}
$$

The scaled equations read

$$
\begin{equation*}
\sum_{j=1}^{N}\left(\frac{\hbar^{2}}{2 m h^{2}} T_{i j}+V\left(h u_{i}\right) \delta_{i j}\right) c_{j}=E c_{i} \tag{2.46}
\end{equation*}
$$

where $T_{i j}$ is expressed as a function of the zeros $u_{i}$ and $u_{j}$. Scaling allows a modification of the definition interval. Intervals $(0, \infty)$ and $(-\infty,+\infty)$ are not modified. In such intervals, scaling can be used to fit the mesh-point distributions to the physical problem. To some extent, the scaling parameter $h$ can then be used as a variational parameter: the eigenvalues are essentially independent of $h$ over some plateau. However, because of the approximation introduced by the Gauss quadrature, this plateau is in general not a minimum and even not always a local minimum.

A monotonous mapping $u=t(x)$ is a more general transformation. It leads to a new interval $(a, b)=\left(t^{-1}\left(a^{\prime}\right), t^{-1}\left(b^{\prime}\right)\right)$ where $t^{-1}$ is the inverse function of $t$. The mesh points are transformed according to

$$
\begin{equation*}
\hat{x}_{i}=t^{-1}\left(u_{i}\right) \tag{2.47}
\end{equation*}
$$

and the weights according to

$$
\begin{equation*}
\hat{\lambda}_{i}=\lambda_{i} / t^{\prime}\left(\hat{x}_{i}\right) . \tag{2.48}
\end{equation*}
$$

If $w(u)$ is the weight function associated with the scalar product of the orthogonal polynomials $p_{k}(u)$ in Eq. (2.1), the weight function associated with the scalar product of functions $p_{k}[t(x)]$ reads

$$
\begin{equation*}
\hat{w}(x)=t^{\prime}(x) w[t(x)] . \tag{2.49}
\end{equation*}
$$

The Lagrange functions are now defined as

$$
\begin{equation*}
\hat{f}_{j}(x)=\left[t^{\prime}(x)\right]^{1 / 2} f_{j}[t(x)] . \tag{2.50}
\end{equation*}
$$

They still verify the Lagrange conditions

$$
\begin{equation*}
\hat{f}_{j}\left(\hat{x}_{i}\right)=\left[t^{\prime}\left(\hat{x}_{i}\right)\right]^{1 / 2} f_{j}\left(u_{i}\right)=\hat{\lambda}_{i}^{-1 / 2} \delta_{i j} . \tag{2.51}
\end{equation*}
$$

A simple example is presented in $\S 3.3 .6$. The simplest cases are the scaling $u=x / h$ described above and linear changes of variable aimed at moving and scaling an interval.

Parity projection is useful to derive new Lagrange meshes on half the interval or to simplify the problem when the potential is even [5]. Here I assume that the interval, mesh and Lagrange functions are symmetric around $x=0$ and index $j$ takes $N$ values from $-(N-1) / 2$ to $(N-1) / 2$. Then one can construct Lagrange functions of parity $p= \pm 1$ over the positive half interval. For $N=2 M$ even, they are defined for $x \geq 0$ and $j=1 / 2$ to $M-1 / 2$ as

$$
\begin{equation*}
f_{j}^{p}(x)=2^{-1 / 2}\left[f_{j}(x)+p f_{-j}(x)\right] \tag{2.52}
\end{equation*}
$$

After projection, the dummy index $j$ can be modified to run from 1 to $M$ for simplicity, or left unchanged. For $N=2 M+1$ odd, definition (2.52) is still valid for $j=1$ to $M$. But in addition, for positive parity, the function

$$
\begin{equation*}
f_{0}^{+}(x)=f_{0}(x) \tag{2.53}
\end{equation*}
$$

corresponding to $x_{0}=0$ must be included.

The projected Lagrange functions are orthonormal,

$$
\begin{equation*}
\left\langle f_{j}^{p} \mid f_{j^{\prime}}^{p^{\prime}}\right\rangle=\delta_{j j^{\prime}} \delta_{p p^{\prime}} \tag{2.54}
\end{equation*}
$$

For $N$ even, the kinetic matrix elements are simply given by

$$
\begin{equation*}
T_{i j}^{p}=T_{i j}+p T_{i,-j} \tag{2.55}
\end{equation*}
$$

For $N$ odd and $p=+1$, one needs the additional elements

$$
\begin{equation*}
T_{0 j}^{+}=2^{-1 / 2}\left(T_{0 j}+T_{0,-j}\right), \quad T_{00}^{+}=T_{00} . \tag{2.56}
\end{equation*}
$$

The mesh equations (2.46) still keep the simple form

$$
\begin{equation*}
\sum_{j=1}^{M}\left(\frac{\hbar^{2}}{2 m h^{2}} T_{i j}^{p}+V\left(h u_{i}\right) \delta_{i j}\right) c_{j}=E c_{i} \tag{2.57}
\end{equation*}
$$

for $i=1, \ldots, M$ where $M=N / 2$ for $N$ even and $M=(N+p) / 2$ for $N$ odd.
Examples of construction of new meshes by parity projection are given in §3.6.4 and $\S 3.7$. Examples of exploitation of symmetries can be found in section 8 .

### 2.7 Regularization of a singularity

The Lagrange-mesh technique is often very accurate. It is much more accurate than the corresponding Gauss approximation on individual matrix elements [7]. However, singularities destroy the accuracy of the Gauss quadrature and hence the interest of the LMM. Singularities naturally occur in a number of potentials. Well-known examples are the $1 / r$ singularity of the Coulomb potential and the $1 / r^{2}$ singularity of the centrifugal term at the origin in spherical coordinates.

This problem can sometimes be solved with a regularization technique [5, 7]. In its original version [5], the regularization was introduced as a modification of the operator. It is however simpler to consider a modification of the basis functions. Let $f_{j}(x)$ be a set of $N$ Lagrange functions as defined in $\S 2.2$. Regularized functions are defined as

$$
\begin{equation*}
\hat{f}_{j}(x)=\frac{R(x)}{R\left(x_{j}\right)} f_{j}(x) \tag{2.58}
\end{equation*}
$$

where $R(x)$ is a regularization function usually aimed at eliminating some unwanted inaccuracy of the Gauss quadrature in the matrix elements of the potential (or of the kinetic-energy operator when it is more complicated than $-d^{2} / d x^{2}$ ). The regularized functions still verify the Lagrange conditions (2.10) at the Gauss-quadrature mesh points

$$
\begin{equation*}
\hat{f}_{j}\left(x_{i}\right)=\lambda_{i}^{-1 / 2} \delta_{i j} \tag{2.59}
\end{equation*}
$$

However, if the functions $f_{j}$ are exactly orthogonal, this is in general not the case any more for the regularized functions $\hat{f}_{j}$.

To date, the regularization has only been used for Lagrange functions based on classical orthogonal polynomials with $R(x)$ a power of a polynomial ( $\S 3.3-\S 3.5$ ). Whether more general cases can be interesting is still an open question.

The principle is illustrated here for a singularity at $x=0$. Regularized Lagrange functions can be defined as

$$
\begin{equation*}
\hat{f}_{j}(x)=\left(\frac{x}{x_{j}}\right)^{n} f_{j}(x) \tag{2.60}
\end{equation*}
$$

for various integer of half-integer values of $n$. The Lagrange conditions (2.10) are still verified over the same mesh. However, although these functions are orthogonal at the Gauss approximation, the orthogonality is not any more exact for $n>1 / 2$ [11, 32]. An advantage is that the Gauss quadrature is now exact or accurate for potentials containing $1 / x(n \geq 1 / 2)$ or $1 / x^{2}(n \geq 1)$ singularities.

The Gauss approximation $\hat{T}_{i j}^{G}$ for the kinetic-energy matrix elements can be obtained from

$$
\begin{equation*}
\lambda_{i}^{1 / 2} \hat{f}_{j}^{\prime \prime}\left(x_{i}\right)=\frac{1}{R\left(x_{j}\right)}\left[R\left(x_{i}\right) \lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)+2 R^{\prime}\left(x_{i}\right) \lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)+R^{\prime \prime}\left(x_{i}\right) \delta_{i j}\right] \tag{2.61}
\end{equation*}
$$

When this approximation is not symmetrical, it is preferable to use

$$
\begin{equation*}
\hat{T}_{i j}^{G}=-\left[\hat{f}_{i} \hat{f}_{j}^{\prime}\right]_{a}^{b}+\sum_{k=1}^{N} \lambda_{k} \hat{f}_{i}^{\prime}\left(x_{k}\right) \hat{f}_{j}^{\prime}\left(x_{k}\right) \tag{2.62}
\end{equation*}
$$

In practical applications, the algebraic system (2.46) is still often used, as if the Lagrange basis was exactly orthogonal. This might seem a rather rough approximation but numerical studies indicate that ignoring the non-orthogonality does not introduce any significant loss of accuracy. Indeed a calculation with an exact treatment of the overlap is in general possible, but more complicated since it leads to a generalized eigenvalue problem. Strikingly, such a complication does not introduce any improvement of accuracy, in general. Let us try to understand why taking the exact overlap into account is not necessary.

As we shall see in section 3, for classical orthogonal polynomials, the exact overlap between Lagrange functions regularized with a polynomial factor can be written under the form

$$
\begin{equation*}
\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle=\delta_{i j}+\sum_{m}\left(v_{m i} w_{m j}+w_{m i} v_{m j}\right) \tag{2.63}
\end{equation*}
$$

where the sum runs over few values and $v_{m i}$ and $w_{m j}$ are the respective components of vectors $\boldsymbol{v}_{m}$ and $\boldsymbol{w}_{m}$ which only depend on the mesh points $x_{i}$. To simplify the discussion, let me discuss the importance of neglecting the sum in Eq. (2.63) and thus treating the basis as orthonormal in a frequent particular case, i.e. the regularization (2.60) with $n=1$. In this case, the sum reduces to a single term. An example with several $m$ values can be found in $\S 3.4 .7$ [Eq. (3.139)] and is useful in $\S 5.5$.

For simplicity, let me thus assume that the sum in (2.63) contains a single, separable, term, i.e.

$$
\begin{equation*}
\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle=\delta_{i j}+v_{i} v_{j} \tag{2.64}
\end{equation*}
$$

The mesh equations can be written in matrix form as

$$
\begin{equation*}
\boldsymbol{H}^{G} \boldsymbol{c}=E \boldsymbol{c} \tag{2.65}
\end{equation*}
$$

where $\boldsymbol{H}^{G}$ is the Hamiltonian matrix with the potential calculated with the Gaussquadrature approximation like in (2.46) and $\boldsymbol{c}=\left(c_{1}, c_{2}, \ldots, c_{N}\right)^{T}$ is a vector containing the coefficients $c_{j}$ of expansion (2.44). The exact Lagrange-mesh equations with the regularized basis $\hat{f}_{j}$ can be written as

$$
\begin{equation*}
\boldsymbol{H}^{G} \tilde{\boldsymbol{c}}=\tilde{E}\left(\boldsymbol{I}+\boldsymbol{v} \boldsymbol{v}^{T}\right) \tilde{\boldsymbol{c}} \tag{2.66}
\end{equation*}
$$

where $\boldsymbol{I}$ is the $N \times N$ unit matrix, $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)^{T}$ is a vector with components $v_{i}$ and $\tilde{\boldsymbol{c}}$ is a vector solution of (2.66).

Numerical experiments show that the eigenvalues $E$ and $\tilde{E}$ are very close to each other. In order to understand the origin of this closeness, one can start from Eq. (2.65) and treat the additional term in Eq. (2.66) as a perturbation. One obtains at first order

$$
\begin{equation*}
\tilde{E}=E-\tilde{E}\left(\boldsymbol{v}^{T} \boldsymbol{c}\right)^{2} \approx E\left[1-\left(\boldsymbol{v}^{T} \boldsymbol{c}\right)^{2}\right] \tag{2.67}
\end{equation*}
$$

The closeness of the results implies that the scalar product $\boldsymbol{v}^{T} \boldsymbol{c}$ is small,

$$
\begin{equation*}
\left|\boldsymbol{v}^{T} \boldsymbol{c}\right| \ll 1 \tag{2.68}
\end{equation*}
$$

This is not at all obvious since $\boldsymbol{c}$ results from an approximate variational calculation and $\boldsymbol{v}$ is a fixed vector depending on the mesh choice. Numerical experiments confirm the smallness of this scalar product (see $\S 5.3$ ). A proof of this property is given in Appendix Appendix A: for Lagrange functions based on classical orthogonal polynomials, regularized by $x / x_{i}$. This proof is based on properties given in section 3 and on the accuracy of the Gauss quadrature. I conjecture that similar proofs exist for other types of regularization. In the case of the hydrogen atom, one can show analytically that $\boldsymbol{v}^{T} \boldsymbol{c}$ vanishes identically (see §5.4.2).

Property (2.68) also shows that the scalar product of two approximate wave functions $\psi_{k}$ and $\psi_{l}$ obtained from Eq. (2.65) can be accurately given by the Gauss quadrature in spite of the non-orthogonality of the basis. Indeed, the exact scalar product is given by Eq. (2.64) as

$$
\begin{align*}
\left\langle\psi_{k} \mid \psi_{l}\right\rangle & =\boldsymbol{c}_{k}^{T} \boldsymbol{c}_{l}+\left(\boldsymbol{c}_{k}^{T} \boldsymbol{v}\right)\left(\boldsymbol{v}^{T} \boldsymbol{c}_{l}\right) \\
& \approx \boldsymbol{c}_{k}^{T} \boldsymbol{c}_{l}=\delta_{k l} \tag{2.69}
\end{align*}
$$

since the eigenvectors of matrix $\boldsymbol{H}^{G}$ are orthonormal.
Finally, one observes that Eq. (2.66) can be recast into a standard eigenvalue problem. By factorizing the matrix in the right-hand side as

$$
\begin{equation*}
\boldsymbol{I}+\boldsymbol{v} \boldsymbol{v}^{T}=\left[\left(\boldsymbol{I}-\gamma \boldsymbol{v} \boldsymbol{v}^{T}\right)^{-1}\right]^{2} \tag{2.70}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{1}{v^{2}}\left(1 \pm \frac{1}{\sqrt{1+v^{2}}}\right) \tag{2.71}
\end{equation*}
$$

with the squared norm $v^{2}$ of $\boldsymbol{v}$, Eq. (2.66) can be rewritten as

$$
\begin{equation*}
\left[\boldsymbol{H}^{G}-\gamma\left(\boldsymbol{H}^{G} \boldsymbol{v} \boldsymbol{v}^{T}+\boldsymbol{v} \boldsymbol{v}^{T} \boldsymbol{H}^{G}\right)+\gamma^{2} \boldsymbol{v} \boldsymbol{v}^{T} \boldsymbol{H}^{G} \boldsymbol{v} \boldsymbol{v}^{T}\right] \tilde{\boldsymbol{c}}=\tilde{E} \tilde{\boldsymbol{c}} \tag{2.72}
\end{equation*}
$$

This is valid for both signs in the definition of $\gamma$. Here also, one observes that $E \approx \tilde{E}$ if $\left|\boldsymbol{v}^{T} \tilde{\boldsymbol{c}}\right| \ll 1$.

A similar discussion applies to the accuracy of the replacement of the exact kineticenergy matrix element $T_{i j}$ by its expression $T_{i j}^{G}$ calculated at the Gauss-quadrature approximation. In the Lagrange-mesh practice, this replacement does in general not cost a loss of accuracy (in fact, it can lead to a slight improvement, see §5.2). For Lagrange meshes based on orthogonal polynomials, the expressions of $T_{i j}$ and $T_{i j}^{G}$ differ like in (2.63),

$$
\begin{equation*}
T_{i j}=T_{i j}^{G}+\sum_{m}\left(v_{m i}^{\prime} w_{m j}^{\prime}+w_{m i}^{\prime} v_{m j}^{\prime}\right) \tag{2.73}
\end{equation*}
$$

where the vectors $\boldsymbol{v}_{m}^{\prime}$ and $\boldsymbol{w}_{m}^{\prime}$ may present similarities with those appearing in the overlap $\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle$ (see section 3).

### 2.8 Multidimensional Lagrange meshes

The simplest way to treat multidimensional calculations is by constructing Lagrange functions as tensor products of one-dimensional Lagrange functions [23, 33]. For example, in Cartesian coordinates, three-dimensional (3D) Lagrange functions can be written as

$$
\begin{equation*}
F_{i j k}(x, y, z)=\left(h_{x} h_{y} h_{z}\right)^{-1 / 2} f_{i}\left(x / h_{x}\right) g_{j}\left(y / h_{y}\right) h_{k}\left(z / h_{z}\right) \tag{2.74}
\end{equation*}
$$

where $f_{i}, g_{j}, h_{k}$ can be any of the examples discussed in section $3, N_{x}, N_{y}, N_{z}$ are the respective sizes of the one-dimensional bases and $h_{x}, h_{y}, h_{z}$ are the respective scaling factors. The mesh associated with $F_{i j k}$ is

$$
\begin{equation*}
\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) \tag{2.75}
\end{equation*}
$$

where $u_{i}, v_{j}, w_{k}$ are the mesh points associated with the Lagrange functions $f_{i}(u)$, $g_{j}(v), h_{k}(w)$, respectively. The Lagrange conditions are satisfied,

$$
\begin{equation*}
F_{i j k}\left(h_{x} u_{i^{\prime}}, h_{y} v_{j^{\prime}}, h_{z} w_{k^{\prime}}\right)=\left(h_{x} h_{y} h_{z} \lambda_{i} \mu_{j} \nu_{k}\right)^{-1 / 2} \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} \tag{2.76}
\end{equation*}
$$

where $\lambda_{i}, \mu_{j}, \nu_{k}$ are the corresponding weights.
The wave function is then approximated as

$$
\begin{equation*}
\psi(x, y, z)=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{N_{z}} c_{i j k} F_{i j k}(x, y, z) \tag{2.77}
\end{equation*}
$$

With the Lagrange property (2.76), the values of the approximate wave function at mesh points are

$$
\begin{equation*}
\psi\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right)=\left(h_{x} h_{y} h_{z} \lambda_{i} \mu_{j} \nu_{k}\right)^{-1 / 2} c_{i j k} \tag{2.78}
\end{equation*}
$$

and provide a simple physical interpretation of the coefficients $c_{i j k}$.
The matrix elements of Hamiltonian

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \Delta+V(x, y, z) \tag{2.79}
\end{equation*}
$$

are given by [23, 33]

$$
\begin{array}{r}
H_{i j k,,^{\prime} j^{\prime} k^{\prime}}=\frac{\hbar^{2}}{2 m}\left(h_{x}^{-2} T_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}}+h_{y}^{-2} \delta_{i i^{\prime}} T_{j j^{\prime}} \delta_{k k^{\prime}}+h_{z}^{-2} \delta_{i i^{\prime}} \delta_{j j^{\prime}} T_{k k^{\prime}}\right) \\
+V\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} \tag{2.80}
\end{array}
$$

where $T_{i i^{\prime}}, T_{j j^{\prime}}$, and $T_{k k^{\prime}}$ are given by the Gauss approximation (2.35) or by the corresponding exact matrix elements. The matrix representing the potential is diagonal.

The advantage of the method is that the 3D kinetic-energy matrix is sparse as it represents only one-body operators. Since the 3D potential matrix is diagonal, the resulting Hamiltonian matrix is also sparse.

If the potential is even in some direction, say with respect to $x$, expressions (2.74) and (2.80) remain valid with the replacements $f_{i}(x) \rightarrow f_{i}^{p_{x}}(x)$ [Eq. (2.52)] and $T_{i i^{\prime}} \rightarrow$ $T_{i i^{\prime}}^{p_{x}}$ [Eq. (2.55)]. This allows a significant reduction of the size of the matrix. Another reduction occurs if two particles are identical (see $\S 7.2$ ).

Other types of multidimensional Lagrange functions can be established by using tensor products in other coordinate systems $[23,8,31]$ (see $\S 5.6$ and $\S 7.2$ ). However, a Lagrange mesh and basis in spherical angular coordinates $(\theta, \varphi)$ is still lacking. Approximate Lagrange meshes on the sphere are developed and used in Refs. [5, 34, 35].

### 2.9 Mean values and transition matrix elements

With the Gauss quadrature (2.5), one can easily calculate mean values of a number of operators. Let me start with the one-dimensional case. For the frequently encountered scaled wave function (2.44) corresponding to energy $E$, the mean value $\langle T\rangle=\langle\psi| T|\psi\rangle$ of the kinetic-energy operator $T=-d^{2} / d x^{2}$ is given at the Gauss approximation by

$$
\begin{equation*}
\langle T\rangle_{G}=\frac{1}{h^{2}} \sum_{i, j=1}^{N} c_{i} T_{i j}^{G} c_{j} \tag{2.81}
\end{equation*}
$$

where the value of $T_{i j}^{G}$ of the kinetic-energy matrix element should be identical to the value used for the calculation of the coefficients $c_{i}$. For a local potential as well as for any function $V(x)$ of the coordinate, the mean value is simply

$$
\begin{equation*}
\langle V\rangle_{G}=\sum_{j=1}^{N} c_{j}^{2} V\left(h u_{j}\right) . \tag{2.82}
\end{equation*}
$$

The approximation of the mean value of a non-local potential $W\left(x, x^{\prime}\right)$ reads

$$
\begin{equation*}
\langle W\rangle_{G}=\int_{a}^{b} d x \int_{a}^{b} d x^{\prime} \psi(x) W\left(x, x^{\prime}\right) \psi\left(x^{\prime}\right) \approx h \sum_{i, j=1}^{N}\left(\lambda_{i} \lambda_{j}\right)^{1 / 2} c_{i} W\left(h u_{i}, h u_{j}\right) c_{j} . \tag{2.83}
\end{equation*}
$$

Let us note that the Gauss approximation of the mean value of the Hamiltonian is exactly equal (up to rounding errors) to the Lagrange-mesh energy $E$,

$$
\begin{equation*}
\langle H\rangle_{G}=\sum_{i, j=1}^{N} c_{i}\left[\frac{\hbar^{2}}{2 m h^{2}} T_{i j}^{(G)}+V\left(h u_{i}\right) \delta_{i j}\right] c_{j}=E, \tag{2.84}
\end{equation*}
$$

since vector $\boldsymbol{c}$ is an exact eigenvector of the Hamiltonian matrix. This equality may sometimes be lost when the Lagrange basis is regularized and thus not exactly orthogonal.

Transition matrix elements involving a local operator $O(x)$ between an initial state $\psi_{i}(x)$ and a final state $\psi_{f}(x)$ are given by

$$
\begin{equation*}
\left\langle\psi_{f}\right| O(x)\left|\psi_{i}\right\rangle_{G}=\sum_{j=1}^{N} c_{j}^{(f)} O\left(h u_{j}\right) c_{j}^{(i)} \tag{2.85}
\end{equation*}
$$

Expressions can also easily be established for operators involving derivatives.
These expressions can be generalized to three dimensions. Matrix elements of observables which do not include derivatives are very simply evaluated with the Gauss quadrature, since (2.74) and (2.76) lead to

$$
\begin{equation*}
\left\langle F_{i^{\prime} j^{\prime} k^{\prime}}\right| O(x, y, z)\left|F_{i j k}\right\rangle \approx O\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} \tag{2.86}
\end{equation*}
$$

These properties are or can also be useful in many applications such as the resolution of the Gross-Pitaevskii equation [36] (§8.3), nuclear Hartree-Fock calculations [37] (§8.4), and density functional theory [38, 39]. For example, the 3D extensions of (2.82) and (2.85) are with (2.77)

$$
\begin{equation*}
\langle\psi| V(x, y, z)|\psi\rangle_{G}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{N_{z}} c_{i j k}^{2} V\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) \tag{2.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\psi^{(f)}\right| O(x, y, z)\left|\psi^{(i)}\right\rangle_{G}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{N_{z}} c_{i j k}^{(f)} O\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) c_{i j k}^{(i)}, \tag{2.88}
\end{equation*}
$$

respectively.

## 3 Explicit expressions for various Lagrange meshes

At first reading, this section may be skipped or restricted to $\S 3.2$, $\S 3.7 .5$ and $\S 3.8$.

### 3.1 Lagrange meshes from orthogonal polynomials

### 3.1.1 Summary of properties of orthogonal polynomials

Notations and most properties described below are taken from Ref. [22]. Proofs can be found in Refs. [15, 16]. Polynomials $p_{N}(x)$ orthogonal on interval $(a, b)$ with weight function $w(x)$ verify

$$
\begin{equation*}
\int_{a}^{b} w(x) p_{N}(x) p_{N^{\prime}}(x) d x=h_{N} \delta_{N N^{\prime}} \tag{3.1}
\end{equation*}
$$

where $N$ is the degree of $p_{N}(x)$ and $h_{N}$ is the square of its norm. The coefficients of the highest powers of $x$ are denoted according to

$$
\begin{equation*}
p_{N}(x)=k_{N} x^{N}+k_{N}^{\prime} x^{N-1}+\ldots \tag{3.2}
\end{equation*}
$$

An important property of orthogonal polynomials is that they satisfy the three-term recurrence relation

$$
\begin{equation*}
\frac{k_{N}}{k_{N+1}} p_{N+1}(x)=\left(x-\frac{k_{N}^{\prime}}{k_{N}}+\frac{k_{N+1}^{\prime}}{k_{N+1}}\right) p_{N}(x)-\frac{k_{N-1} h_{N}}{k_{N} h_{N-1}} p_{N-1}(x) . \tag{3.3}
\end{equation*}
$$

They verify the Christoffel-Darboux relation

$$
\begin{equation*}
\sum_{m=0}^{N-1} \frac{p_{m}(x) p_{m}(y)}{h_{m}}=\frac{k_{N-1}}{h_{N-1} k_{N}} \frac{p_{N}(x) p_{N-1}(y)-p_{N-1}(x) p_{N}(y)}{x-y} \tag{3.4}
\end{equation*}
$$

with the limit when $y \rightarrow x$,

$$
\begin{equation*}
\sum_{m=0}^{N-1} \frac{p_{m}(x)^{2}}{h_{m}}=\frac{k_{N-1}}{h_{N-1} k_{N}}\left[p_{N}^{\prime}(x) p_{N-1}(x)-p_{N-1}^{\prime}(x) p_{N}(x)\right] \tag{3.5}
\end{equation*}
$$

### 3.1.2 Lagrange functions

Let $x_{i}, i=1, \ldots, N$ be the zeros of the orthogonal polynomial $p_{N}$,

$$
\begin{equation*}
p_{N}\left(x_{i}\right)=0 . \tag{3.6}
\end{equation*}
$$

These zeros are all real and distinct. They define a Gauss quadrature with the weights

$$
\begin{equation*}
\lambda_{i}=\frac{k_{N} h_{N-1} p_{N}^{\prime}\left(x_{i}\right)}{k_{N-1} w\left(x_{i}\right) p_{N-1}\left(x_{i}\right)} . \tag{3.7}
\end{equation*}
$$

The corresponding Lagrange functions are defined from (2.18) as

$$
\begin{equation*}
f_{j}(x)=\lambda_{j}^{-1 / 2}\left(\frac{w(x)}{w\left(x_{j}\right)}\right)^{1 / 2} \frac{p_{N}(x)}{p_{N}^{\prime}\left(x_{j}\right)\left(x-x_{j}\right)} . \tag{3.8}
\end{equation*}
$$

A Taylor expansion of $p_{N}(x)$ around $x=x_{j}$ shows that they satisfy property (i) [Eq. (2.10)] of the definition of a Lagrange function. Since polynomial $p_{N}(x)$ is divided by one of its factors, the Lagrange function is a polynomial of degree $N-1$ multiplied by the square root of its weight function. Hence the Gauss quadrature is exact for products of Lagrange functions and property (ii) [Eq. (2.11)] is also satisfied. The Lagrange functions satisfy for $n<N$ the sum rules

$$
\begin{equation*}
\sum_{j=1}^{N} \sqrt{\lambda_{j} w\left(x_{j}\right)} x_{j}^{n} f_{j}(x)=\sqrt{w(x)} x^{n} \tag{3.9}
\end{equation*}
$$

since (2.25) and (2.26) are exact for polynomials of degree smaller than $N$.
Expression (3.8) can also be obtained from Eq. (2.16) with the orthonormal set of basis functions [4]

$$
\begin{equation*}
\varphi_{k}(x)=h_{k}^{-1 / 2} \sqrt{w(x)} p_{k}(x) \tag{3.10}
\end{equation*}
$$

Indeed, introducing the Christoffel-Darboux relation (3.4) into the variant (2.16) of the expression of Lagrange functions and taking account of (3.6) also leads to (3.8).

Gauss approximations of matrix elements of the kinetic-energy operator can then be obtained from derivatives of (3.8), as in Eq. (2.35). Using a Taylor expansion of $p_{N}(x)$, the calculation is easy for $i \neq j$ and a little more involved for $i=j$. Whether these (in principle approximate) expressions are in fact exact depends on the properties of the derivatives of the weight function $w(x)$, as we shall see in the next subsections.

### 3.1.3 Exact matrix elements

The matrix elements of $x$ are exactly given by the Gauss quadrature as

$$
\begin{equation*}
\left\langle f_{i}\right| x\left|f_{j}\right\rangle=x_{i} \delta_{i j} \tag{3.11}
\end{equation*}
$$

since $x f_{i}(x) f_{j}(x)$ is a polynomial of degree $2 N-1$ times the weight function [15]. The exact matrix elements of $x^{2}$ are obtained by writing

$$
\begin{equation*}
x^{2}=\left(x-x_{i}\right)\left(x-x_{j}\right)+\left(x_{i}+x_{j}\right) x-x_{i} x_{j} . \tag{3.12}
\end{equation*}
$$

The matrix elements of the first term can be obtained from the squared norm $h_{N}$. The other ones are exactly given by the Gauss quadrature and lead to the first term of the equation below. With the expression (3.7) of the weights, one derives

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \frac{k_{N-1} h_{N}}{k_{N} h_{N-1}} \sqrt{\frac{p_{N-1}\left(x_{i}\right) p_{N-1}\left(x_{j}\right)}{p_{N}^{\prime}\left(x_{i}\right) p_{N}^{\prime}\left(x_{j}\right)}} . \tag{3.13}
\end{equation*}
$$

The phase involves $i-j$ which is an integer even if $i$ and $j$ are half integers. When $i$ and $j$ are integers, the phase can be written $(-1)^{i+j}$ as well. This expression provides the overlap of Lagrange functions regularized by a factor $x$. Matrix elements of higher powers of $x$ can also be exactly calculated with expansions similar to (3.12).

Simple exact expressions for the matrix elements of $d / d x$ can also be derived. Since a Lagrange function is the product of the square root of the wave function by a polynomial of degree $N-1$, one easily derives

$$
\begin{align*}
D_{i j} & =\left\langle f_{i}\right| \frac{d}{d x}\left|f_{j}\right\rangle  \tag{3.14}\\
& =\frac{1}{2}\left[\left\langle f_{i}\right| \frac{w^{\prime}}{w}\left|f_{j}\right\rangle-\frac{w^{\prime}\left(x_{i}\right)}{w\left(x_{i}\right)} \delta_{i j}\right]+\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right) . \tag{3.15}
\end{align*}
$$

The last term is the Gauss-quadrature approximation. The terms in the square bracket show that this approximation is exact if the Gauss quadrature is exact for $w^{\prime} / w$. This is the case for the Legendre ( $\S 3.4$ with $m=0$ ), Laguerre ( $\S 3.3$ with $\alpha=0$ ) and, because of (3.11), Hermite (§3.2) classical polynomials. With Eq. (10) of Ref. [40], one obtains

$$
\begin{equation*}
D_{i j}=\frac{1}{2}\left[\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)-\lambda_{j}^{1 / 2} f_{i}^{\prime}\left(x_{j}\right)+f_{i}(b) f_{j}(b)-f_{i}(a) f_{j}(a)\right] . \tag{3.16}
\end{equation*}
$$

This simple result can also be obtained by integrating by parts half the integral and by noting that $f_{i} f_{j}^{\prime}-f_{i}^{\prime} f_{j}$ is the product of the weight $w$ by a polynomial of degree $2 N-4$. When the last two terms of (3.16) vanish or cancel each other, the matrix element is antisymmetric: $D_{i j}=-D_{j i}, D_{i i}=0$.

### 3.1.4 Classical orthogonal polynomials

Of special importance are the so-called classical orthogonal polynomials. Their weight function satisfies the simple differential equation [16]

$$
\begin{equation*}
[\sigma(x) w(x)]^{\prime}=\tau(x) w(x) \tag{3.17}
\end{equation*}
$$

where $\tau(x)$ is a polynomial of first degree and $\sigma(x)$ is given by

$$
\sigma(x)= \begin{cases}(x-a)(b-x) & \text { for } a, b \text { finite }  \tag{3.18}\\ x-a & \text { for } a \text { finite } b=\infty \\ 1 & \text { for } a=-\infty, b=\infty\end{cases}
$$

The polynomials then verify the second-order differential equation

$$
\begin{equation*}
\sigma(x) p_{N}^{\prime \prime}(x)+\tau(x) p_{N}^{\prime}(x)+N d_{N} p_{N}(x)=0 \tag{3.19}
\end{equation*}
$$

where the constant $d_{N}$ is defined by

$$
\begin{equation*}
d_{N}=-\tau^{\prime}-\frac{1}{2}(N-1) \sigma^{\prime \prime} \tag{3.20}
\end{equation*}
$$

The Rodrigues formula [15, 16] reads

$$
\begin{equation*}
p_{N}(x)=\frac{(-1)^{N} k_{N}}{\prod_{k=0}^{N-1} d_{N+k}} \frac{1}{w(x)} \frac{d^{N}}{d x^{N}}\left[\sigma(x)^{N} w(x)\right] \tag{3.21}
\end{equation*}
$$

From this formula, one derives

$$
\begin{equation*}
\sigma(x) p_{N}^{\prime}(x)=\left[N \sigma^{\prime}(0)-\frac{k_{N}^{\prime} \sigma^{\prime \prime}}{2 k_{N}}+\frac{N \sigma^{\prime \prime}}{2} x\right] p_{N}(x)+\frac{k_{N-1}}{k_{N}} \frac{h_{N}}{h_{N-1}} d_{2 N} p_{N-1}(x) \tag{3.22}
\end{equation*}
$$

For classical orthogonal polynomials, expression (3.7) of the weights can be rewritten with (3.22) and (3.6) as

$$
\begin{equation*}
\lambda_{i}=\frac{d_{2 N} h_{N}}{\sigma\left(x_{i}\right) w\left(x_{i}\right)\left[p_{N}^{\prime}\left(x_{i}\right)\right]^{2}}=\left(\frac{k_{N} h_{N-1}}{k_{N-1}}\right)^{2} \frac{\sigma\left(x_{i}\right)}{d_{2 N} h_{N} w\left(x_{i}\right)\left[p_{N-1}\left(x_{i}\right)\right]^{2}} \tag{3.23}
\end{equation*}
$$

Expression (3.8) of the Lagrange functions can be simplified as

$$
\begin{equation*}
f_{j}(x)=(-1)^{j-j_{0}}\left[\frac{\sigma\left(x_{j}\right)}{d_{2 N}}\right]^{1 / 2} \frac{\varphi_{N}(x)}{x-x_{j}} \tag{3.24}
\end{equation*}
$$

where $\varphi_{N}(x)$ is given by Eq. (3.10) and $j_{0}$ is chosen such that all $f_{j}\left(x_{j}\right)$ are positive. Equation (3.13) becomes

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \sqrt{\sigma\left(x_{i}\right) \sigma\left(x_{j}\right)} / d_{2 N} \tag{3.25}
\end{equation*}
$$

### 3.2 Lagrange-Hermite mesh

The Lagrange-Hermite mesh is based on the classical Hermite polynomials [4]. It can be useful for solving one-dimensional Schrödinger equations ( $\S 5.2$ ), time-dependent Schrödinger equations ( $\S 8.1$ ) and 3D problems in cartesian coordinates ( $\S 8.3$ ).

The Hermite polynomials [22] are defined over $(-\infty,+\infty)$ with the weight function

$$
\begin{equation*}
w(x)=e^{-x^{2}} \tag{3.26}
\end{equation*}
$$

This weight function is a particular solution of (3.17) corresponding to

$$
\begin{equation*}
\sigma(x)=1, \quad \tau(x)=-2 x, \quad d_{N}=2 \tag{3.27}
\end{equation*}
$$

Hence the differential equation (3.19) becomes

$$
\begin{equation*}
H_{N}^{\prime \prime}-2 x H_{N}^{\prime}+2 N H_{N}=0 . \tag{3.28}
\end{equation*}
$$

The squared norm of $H_{N}(x)$ is given by

$$
\begin{equation*}
h_{N}=\sqrt{\pi} 2^{N} N! \tag{3.29}
\end{equation*}
$$

and the first coefficients of the explicit expression (3.2) by

$$
\begin{equation*}
k_{N}=2^{N}, \quad k_{N}^{\prime}=0 \tag{3.30}
\end{equation*}
$$

The recurrence relation (3.3) reads

$$
\begin{equation*}
H_{N+1}=2 x H_{N}-2 N H_{N-1} \tag{3.31}
\end{equation*}
$$

and the derivative (3.22) is given by

$$
\begin{equation*}
H_{N}^{\prime}=2 N H_{N-1} . \tag{3.32}
\end{equation*}
$$

Because of the symmetry of the mesh and of the weight function, it is convenient to use the increasing integer or half-integer indices $i=-(N-1) / 2, \ldots,(N-1) / 2$ for the mesh points defined by

$$
\begin{equation*}
H_{N}\left(x_{i}\right)=0 . \tag{3.33}
\end{equation*}
$$

The numerical values of the mesh points can be calculated with many program libraries or as explained in $\S 3.6 .1$. The corresponding Gauss-quadrature weights (3.23) read

$$
\begin{equation*}
\lambda_{i}=\frac{2 h_{N} e^{x_{i}^{2}}}{\left[H_{N}^{\prime}\left(x_{i}\right)\right]^{2}}=\frac{h_{N-1} e^{x_{i}^{2}}}{N\left[H_{N-1}\left(x_{i}\right)\right]^{2}} . \tag{3.34}
\end{equation*}
$$

The Lagrange-Hermite functions are defined from (3.8) or (3.24) as [4]

$$
\begin{equation*}
f_{j}(x)=(-1)^{N-j}\left(2 h_{N}\right)^{-1 / 2} \frac{H_{N}(x)}{x-x_{j}} e^{-x^{2} / 2} \tag{3.35}
\end{equation*}
$$

The phase factor in Eq. (3.35) is needed to obtain positive coefficients in the right-hand side of the Lagrange condition (2.10). These functions verify the differential equation

$$
\begin{equation*}
f_{j}^{\prime \prime}+\left(2 N+1-x^{2}\right) f_{j}+\frac{2 f_{j}^{\prime}}{x-x_{j}}=0 . \tag{3.36}
\end{equation*}
$$

This equation can be useful to express the second derivative $f_{j}^{\prime \prime}$ as a function of $f_{j}$ and $f_{j}^{\prime}$, for example in the calculation of the kinetic-energy matrix elements. The LagrangeHermite functions are depicted for $N=4$ in Fig. 1. One observes that three of them vanish at each mesh point. The one that does not vanish is associated with the mesh point.

According to Eq. (3.15) or Eq. (3.16), the matrix elements of $D_{i j}=\left\langle f_{i}\right| d / d x\left|f_{j}\right\rangle$ are exactly given by the first derivatives at mesh points as

$$
\begin{equation*}
D_{i \neq j}=D_{i \neq j}^{G}=\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j} \frac{1}{x_{i}-x_{j}}, \tag{3.37}
\end{equation*}
$$



Figure 1: Lagrange-Hermite functions (3.35) for $N=4$.
and

$$
\begin{equation*}
D_{i i}=D_{i i}^{G}=\lambda_{i}^{1 / 2} f_{i}^{\prime}\left(x_{i}\right)=0 . \tag{3.38}
\end{equation*}
$$

As expected, they are antisymmetric. From (3.25) and (3.27), the exact matrix elements of $x^{2}$ read [4]

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \frac{1}{2} \tag{3.39}
\end{equation*}
$$

At the Gauss-quadrature approximation, the kinetic-energy matrix elements of $-d^{2} / d x^{2}$ are given by Eqs. (2.35) and (3.36)-(3.38) as

$$
\begin{equation*}
T_{i \neq j}^{G}=(-1)^{i-j} \frac{2}{\left(x_{i}-x_{j}\right)^{2}} \tag{3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}^{G}=\frac{1}{3}\left(2 N+1-x_{i}^{2}\right) . \tag{3.41}
\end{equation*}
$$

They are not exact since $-f_{i} f_{j}^{\prime \prime}$ contains a polynomial of degree $2 N$. The exact matrix elements can be obtained by separating the term $(-1)^{i-j+1}\left(2 h_{N}\right)^{-1}\left[H_{N}(x)\right]^{2} \exp \left(-x^{2}\right)$ of degree $2 N$, calculating its integral with (3.29) and using the exact Gauss quadrature for the rest, i.e. [4],

$$
\begin{equation*}
T_{i j}=T_{i j}^{G}-(-1)^{i-j} \frac{1}{2} \tag{3.42}
\end{equation*}
$$

The role of the difference between the exact and approximate expressions is discussed in §5.2.

### 3.3 Lagrange-Laguerre meshes

### 3.3.1 Generalized Laguerre polynomials

Various Lagrange meshes and bases are based on Laguerre polynomials [4]. Because of their definition interval $(0,+\infty)$, they are particularly useful for representing the
radial coordinate of a bound-state problem on a mesh (section 5, see also §6.6). They are also useful in relation with the perimetric coordinates (§7.2).

The Laguerre polynomials [22] are defined over $(0,+\infty)$ with the weight function

$$
\begin{equation*}
w(x)=x^{\alpha} e^{-x} \tag{3.43}
\end{equation*}
$$

where $\alpha>-1 / 2$. This function corresponds to

$$
\begin{equation*}
\sigma(x)=x, \quad \tau(x)=\alpha+1-x, \quad d_{N}=1 \tag{3.44}
\end{equation*}
$$

The differential equation (3.19) becomes

$$
\begin{equation*}
x L_{N}^{\alpha \prime \prime}+(\alpha+1-x) L_{N}^{\alpha \prime}+N L_{N}^{\alpha}=0 . \tag{3.45}
\end{equation*}
$$

The squared norm is given by

$$
\begin{equation*}
h_{N}^{\alpha}=\frac{\Gamma(N+\alpha+1)}{N!} \tag{3.46}
\end{equation*}
$$

and the first coefficients by

$$
\begin{equation*}
k_{N}=\frac{(-1)^{N}}{N!}, \quad k_{N}^{\prime}=\frac{(-1)^{N-1}}{(N-1)!}(N+\alpha) . \tag{3.47}
\end{equation*}
$$

The recurrence relation (3.3) reads

$$
\begin{equation*}
(N+1) L_{N+1}^{\alpha}=(2 N+\alpha+1-x) L_{N}^{\alpha}-(N+\alpha) L_{N-1}^{\alpha} \tag{3.48}
\end{equation*}
$$

and the derivative (3.22) is given by

$$
\begin{equation*}
x L_{N}^{\alpha \prime}=N L_{N}^{\alpha}-(N+\alpha) L_{N-1}^{\alpha} . \tag{3.49}
\end{equation*}
$$

### 3.3.2 Lagrange-Laguerre functions

The mesh points are defined by [4]

$$
\begin{equation*}
L_{N}^{\alpha}\left(x_{i}\right)=0 \tag{3.50}
\end{equation*}
$$

where $i=1$ to $N$ correspond to increasing $x_{i}$ values. The Gauss weights are

$$
\begin{equation*}
\lambda_{i}=\frac{\Gamma(N+\alpha+1) e^{x_{i}}}{N!x_{i}^{\alpha+1}\left[L_{N}^{\alpha \prime}\left(x_{i}\right)\right]^{2}}=\frac{\Gamma(N+\alpha) e^{x_{i}}}{N!(N+\alpha) x_{i}^{\alpha-1}\left[L_{N-1}^{\alpha}\left(x_{i}\right)\right]^{2}} . \tag{3.51}
\end{equation*}
$$

The Lagrange functions are defined as

$$
\begin{equation*}
f_{j}(x)=(-1)^{j} x_{j}^{1 / 2}\left(h_{N}^{\alpha}\right)^{-1 / 2} \frac{L_{N}^{\alpha}(x)}{x-x_{j}} x^{\alpha / 2} e^{-x / 2} \tag{3.52}
\end{equation*}
$$

They satisfy the equation

$$
\begin{equation*}
x f_{j}^{\prime \prime}+f_{j}^{\prime}+\frac{1}{4}\left[2(2 N+\alpha+1)-x-\frac{\alpha^{2}}{x}\right] f_{j}+\frac{f_{j}+2 x f_{j}^{\prime}}{x-x_{j}}=0 . \tag{3.53}
\end{equation*}
$$

The Lagrange-Laguerre functions are displayed for $\alpha=0$ and $N=4$ in Fig. 2.


Figure 2: Lagrange-Laguerre functions (3.52) for $\alpha=0$ and $N=4$.

### 3.3.3 Values and matrix elements

The first derivatives at mesh points are given by [41]

$$
\begin{equation*}
D_{i \neq j}^{G}=\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j} \sqrt{\frac{x_{j}}{x_{i}}} \frac{1}{x_{i}-x_{j}} \tag{3.54}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{i i}^{G}=\lambda_{i}^{1 / 2} f_{i}^{\prime}\left(x_{i}\right)=-\frac{1}{2 x_{i}} . \tag{3.55}
\end{equation*}
$$

They do not provide the exact matrix elements of $d / d x$ when $\alpha \neq 0$ because the derivative of $x^{\alpha}$ introduces a non-polynomial factor $1 / x$. On the contrary, for $\alpha=0$, the matrix elements $D_{i j}$ of $d / d x$ are exactly given by the above expressions. With (3.16), one obtains [41]

$$
\begin{equation*}
D_{i \neq j}=\frac{(-1)^{i-j}}{2 \sqrt{x_{i} x_{j}}}\left(\frac{x_{i}+x_{j}}{x_{i}-x_{j}}-\delta_{\alpha 0}\right) \tag{3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{i i}=-\frac{\delta_{\alpha 0}}{2 x_{i}} \tag{3.57}
\end{equation*}
$$

For $\alpha=0$, these results coincide with (3.54) and (3.55). For $\alpha \neq 0$, the matrix elements are antisymmetric as expected for functions vanishing at the origin and at infinity.

The second derivatives read with (3.53)-(3.55) as [41, 40]

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)=(-1)^{i-j+1} \sqrt{\frac{x_{j}}{x_{i}}} \frac{3 x_{i}-x_{j}}{x_{i}\left(x_{i}-x_{j}\right)^{2}} \tag{3.58}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime \prime}\left(x_{i}\right)=-\frac{1}{12 x_{i}}\left[2(2 N+\alpha+1)-x_{i}-\frac{\alpha^{2}+8}{x_{i}}\right] . \tag{3.59}
\end{equation*}
$$

The matrix elements of $x^{2}$ are given by (3.25) and (3.44) as

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \sqrt{x_{i} x_{j}}, \tag{3.60}
\end{equation*}
$$

and those of $1 / x$ and $1 / x^{2}$ by [40]

$$
\begin{equation*}
\left\langle f_{i}\right| \frac{1}{x}\left|f_{j}\right\rangle=\frac{1}{x_{i}} \delta_{i j}+(-1)^{i-j} \frac{1}{\alpha \sqrt{x_{i} x_{j}}}, \tag{3.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle f_{i}\right| \frac{1}{x^{2}}\left|f_{j}\right\rangle=\frac{1}{x_{i}^{2}} \delta_{i j}+(-1)^{i-j} \frac{1}{\alpha \sqrt{x_{i} x_{j}}}\left(\frac{2 N+\alpha+1}{\alpha^{2}-1}+\frac{1}{x_{i}}+\frac{1}{x_{j}}\right) . \tag{3.62}
\end{equation*}
$$

If the kinetic-energy operator is defined as

$$
\begin{equation*}
T_{\alpha}=-\frac{d^{2}}{d x^{2}}+\frac{\alpha(\alpha-2)}{4 x^{2}} \tag{3.63}
\end{equation*}
$$

for $\alpha>0$, its exact matrix elements are given after a rather heavy calculation [40] by

$$
\begin{align*}
T_{i \neq j} & =(-1)^{i-j}\left[\sqrt{x_{i} x_{j}} \sum_{k \neq i, j}^{N} \frac{1}{x_{k}\left(x_{k}-x_{i}\right)\left(x_{k}-x_{j}\right)}+\frac{\alpha+1}{2 \sqrt{x_{i} x_{j}}}\left(\frac{1}{x_{i}}+\frac{1}{x_{j}}\right)\right]  \tag{3.64}\\
& =(-1)^{i-j} \frac{1}{\sqrt{x_{i} x_{j}}}\left[\frac{N}{\alpha+1}+\frac{1}{2}-\left(\frac{1}{x_{i}}+\frac{1}{x_{j}}\right)+\frac{x_{i}+x_{j}}{\left(x_{i}-x_{j}\right)^{2}}\right] \tag{3.65}
\end{align*}
$$

and

$$
\begin{align*}
T_{i i} & =x_{i} \sum_{k \neq i}^{N} \frac{1}{x_{k}\left(x_{k}-x_{i}\right)^{2}}+\frac{(\alpha+1)^{2}}{4 x_{i}^{2}}  \tag{3.66}\\
& =-\frac{1}{12}+\frac{(2 N+\alpha+1)(\alpha+4)}{6(\alpha+1) x_{i}}+\frac{(\alpha+2)(\alpha-5)}{6 x_{i}^{2}} \tag{3.67}
\end{align*}
$$

Expressions (3.65) and (3.67) simplify the respective expressions (3.64) and (3.66) given in [4].

If the kinetic-energy operator is $T_{0}=-d^{2} / d x^{2}$, the matrix elements read [40]

$$
\begin{align*}
&\left\langle f_{i}\right| T_{0}\left|f_{j}\right\rangle=\frac{(-1)^{i-j+1}}{\sqrt{x_{i} x_{j}}}\left[-\frac{\alpha(2 N+\alpha+1)}{4\left(\alpha^{2}-1\right)}\right. \\
&\left.\quad+\frac{\alpha+2}{4}\left(\frac{1}{x_{i}}+\frac{1}{x_{j}}\right)-\frac{x_{i}+x_{j}}{\left(x_{i}-x_{j}\right)^{2}}\right] \tag{3.68}
\end{align*}
$$

and

$$
\begin{equation*}
\left\langle f_{i}\right| T_{0}\left|f_{i}\right\rangle=-\frac{1}{12}\left\{1-\frac{\alpha+2}{x_{i}}\left[\frac{(2 N+\alpha+1)(2 \alpha-1)}{\alpha^{2}-1}-\frac{\alpha+4}{x_{i}}\right]\right\} . \tag{3.69}
\end{equation*}
$$

### 3.3.4 Laguerre mesh regularized by $x$ for $\alpha \geq 0$

When the radial wave functions in spherical coordinates are written as $r^{-1} u_{l}(r)$, the functions $u_{l}(r)$ vanish at the origin like $r^{l+1}$. This behaviour can be simulated with Lagrange-Laguerre functions with $\alpha=2 l+2$ but the mesh then varies with $l$ [4]. A more serious problem is that the Gauss quadrature does not give accurate results for the matrix elements of $1 / r$ and $1 / r^{2}$. Although the exact expressions (3.61) and (3.62) are now available [40], it is more convenient to use regularized Lagrange functions for all partial waves [5]. The most important case in practical applications is the regularization by $x$. It can be used in studies of bound states of the radial Schrödinger ( $\S 5.3-\S 5.5$ ) and Dirac ( $\S 5.9$ ) equations or for complex scaling ( $\S 6.6$ ). General expressions for a regularization by $x^{n}$ are given in [11, 6]. In practice, only the regularizations by $x$ in spherical coordinates and by $x^{3 / 2}$ (§3.3.5) in hyperspherical coordinates are useful until now. Other cases usually lead to asymmetric kinetic-energy matrices.

The Lagrange functions are defined by $[32,7,6]$

$$
\begin{equation*}
\hat{f}_{j}(x)=\frac{x}{x_{j}} f_{j}(x)=(-1)^{j}\left(h_{N}^{\alpha} x_{j}\right)^{-1 / 2} \frac{L_{N}^{\alpha}(x)}{x-x_{j}} x^{\alpha / 2+1} e^{-x / 2} \tag{3.70}
\end{equation*}
$$

This basis is not orthonormal. From (3.60), one deduces

$$
\begin{equation*}
\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle=\delta_{i j}+\frac{(-1)^{i-j}}{\sqrt{x_{i} x_{j}}} \tag{3.71}
\end{equation*}
$$

The regularized Lagrange-Laguerre functions are displayed for $\alpha=0$ and $N=4$ in Fig. 3. They all vanish at $x=0$ and have a larger amplitude at large distances.


Figure 3: Lagrange-Laguerre functions (3.70) regularized by $x$ for $\alpha=0$ and $N=4$.
The matrix elements of $d / d x$ are given at the Gauss approximation by

$$
\begin{equation*}
\hat{D}_{i \neq j}^{G}=(-1)^{i-j} \sqrt{\frac{x_{i}}{x_{j}}} \frac{1}{x_{i}-x_{j}}, \quad \hat{D}_{i i}^{G}=\frac{1}{2 x_{i}} . \tag{3.72}
\end{equation*}
$$

They are not exact since the integrand $\hat{f}_{i} \hat{f}_{j}^{\prime}$ involves the weight function multiplied by a polynomial of degree $2 N$. But $\int_{0}^{\infty} \hat{f}_{i}\left(\hat{f}_{j}^{\prime}+\frac{1}{2} \hat{f}_{j}\right) d x$ can be calculated exactly with the

Gauss quadrature. With (3.71), the exact expressions are thus

$$
\begin{equation*}
\hat{D}_{i j}=\hat{D}_{i j}^{G}-\frac{(-1)^{i-j}}{2 \sqrt{x_{i} x_{j}}}, \tag{3.73}
\end{equation*}
$$

or explicitly

$$
\begin{equation*}
\hat{D}_{i \neq j}=(-1)^{i-j} \frac{x_{i}+x_{j}}{2 \sqrt{x_{i} x_{j}}\left(x_{i}-x_{j}\right)}, \quad \hat{D}_{i i}=0 . \tag{3.74}
\end{equation*}
$$

This matrix is antisymmetric as expected. The matrix elements of $T=-d^{2} / d x^{2} \mathrm{read}$ at the Gauss approximation [32]

$$
\begin{equation*}
\hat{T}_{i \neq j}^{G}=(-1)^{i-j} \frac{x_{i}+x_{j}}{\sqrt{x_{i} x_{j}}\left(x_{i}-x_{j}\right)^{2}} \tag{3.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}^{G}=-\frac{1}{12 x_{i}^{2}}\left[x_{i}^{2}-2(2 N+\alpha+1) x_{i}+\alpha^{2}-4\right] . \tag{3.76}
\end{equation*}
$$

The exact expressions are given by

$$
\begin{equation*}
\hat{T}_{i j}=\hat{T}_{i j}^{G}-(-1)^{i-j} \frac{1}{4 \sqrt{x_{i} x_{j}}} . \tag{3.77}
\end{equation*}
$$

### 3.3.5 Laguerre mesh regularized by $x^{3 / 2}$ for $\alpha \geq 0$

In hyperspherical coordinates, the regularization by $x^{3 / 2}$ allows a better reproduction of the wave function near the singularity of the centrifugal term [11] (see $\S 7.6$ ),

$$
\begin{equation*}
\hat{f}_{j}(x)=\left(\frac{x}{x_{j}}\right)^{3 / 2} f_{j}(x) \tag{3.78}
\end{equation*}
$$

The regularized Lagrange-Laguerre functions are displayed for $\alpha=0$ in Fig. 4. They exhibit a marked increase of amplitude at large distances.

The matrix elements of $T=-d^{2} / d x^{2}$ read at the Gauss approximation

$$
\begin{equation*}
\hat{T}_{i \neq j}^{G}=(-1)^{i-j} \frac{2}{\left(x_{i}-x_{j}\right)^{2}} \tag{3.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}^{G}=-\frac{1}{12 x_{i}^{2}}\left[x_{i}^{2}-2(2 N+\alpha+1) x_{i}-1+\alpha^{2}\right] . \tag{3.80}
\end{equation*}
$$

These expressions are not exact since the integral involves a polynomial of degree $2 N+1$. The exact expressions are given by

$$
\begin{equation*}
\hat{T}_{i j}=\hat{T}_{i j}^{G}+(-1)^{i-j} \frac{2 N+\alpha+1-x_{i}-x_{j}}{4 x_{i} x_{j}} . \tag{3.81}
\end{equation*}
$$



Figure 4: Lagrange-Laguerre functions (3.78) regularized by $x^{3 / 2}$ for $\alpha=0$ and $N=4$.

### 3.3.6 Modified Laguerre mesh in $x^{2}$

We have seen in $\S 2.6$ that a mapping can lead to new types of Lagrange meshes. An interesting example is given by $t(x)=x^{2}$. The basis functions have a Gaussian asymptotic behaviour. This mesh leads to exact results for the three-dimensional harmonic oscillator for $\alpha=l+1 / 2[4]$ (§5.2).

The mesh points verify

$$
\begin{equation*}
L_{N}^{\alpha}\left(x_{i}^{2}\right)=0 . \tag{3.82}
\end{equation*}
$$

The Lagrange functions (2.50) read

$$
\begin{equation*}
f_{j}(x)=(-1)^{j} x_{j}\left(h_{N}^{\alpha} / 2\right)^{-1 / 2} x^{\alpha+1 / 2} e^{-x^{2} / 2} \frac{L_{N}^{\alpha}\left(x^{2}\right)}{x^{2}-x_{j}^{2}} \tag{3.83}
\end{equation*}
$$

and the Gauss weights are given by (2.48) and (3.51) as

$$
\begin{equation*}
\lambda_{i}=\frac{\Gamma(N+\alpha)}{2 N!(N+\alpha)} \frac{e^{x_{i}^{2}}}{x_{i}^{2 \alpha-1}\left[L_{N-1}^{\alpha}\left(x_{i}^{2}\right)\right]^{2}} \tag{3.84}
\end{equation*}
$$

They satisfy the equation

$$
\begin{equation*}
f_{j}^{\prime \prime}+\left[2(2 N+\alpha+1)-x^{2}-\frac{\alpha^{2}-1 / 4}{x^{2}}\right] f_{j}+2 \frac{f_{j}+2 x f_{j}^{\prime}}{x^{2}-x_{j}^{2}}=0 \tag{3.85}
\end{equation*}
$$

Modified Lagrange-Laguerre functions are displayed for $\alpha=1 / 2$ in Fig. 5. They are more localized near the mesh points.

The first derivatives at mesh points are given by

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j} \frac{2 x_{j}}{x_{i}^{2}-x_{j}^{2}} \tag{3.86}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime}\left(x_{i}\right)=-\frac{1}{2 x_{i}} \tag{3.87}
\end{equation*}
$$



Figure 5: Modified Lagrange-Laguerre functions (3.83) for $\alpha=1 / 2$ and $N=4$.

The second derivatives are given by Eq. (3.85) as

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)=(-1)^{i-j+1} \frac{8 x_{i} x_{j}}{\left(x_{i}^{2}-x_{j}^{2}\right)^{2}} \tag{3.88}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime \prime}\left(x_{i}\right)=\frac{1}{3}\left[x_{i}^{2}-2(2 N+\alpha+1)+\frac{\alpha^{2}+5 / 4}{x_{i}^{2}}\right] . \tag{3.89}
\end{equation*}
$$

If the kinetic-energy operator reads

$$
\begin{equation*}
T=-\frac{d^{2}}{d x^{2}}+\frac{\alpha^{2}-1 / 4}{x^{2}}, \tag{3.90}
\end{equation*}
$$

its matrix elements are exactly given by the Gauss quadrature as [4]

$$
\begin{equation*}
T_{i j}=-\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)+\frac{\alpha^{2}-1 / 4}{x_{i}^{2}} \delta_{i j} . \tag{3.91}
\end{equation*}
$$

The Gauss quadrature is here exact because the integrand is $x^{3}$ multiplied by a polynomial in $x^{2}$ of degree $2 N-2$ and by $w\left(x^{2}\right)$. Returning to the variable $t(x)=x^{2}$, the weight function $w(t)$ is multiplied by a polynomial of degree $2 N-1$. But the Gauss quadrature is not exact for the matrix elements of $d^{2} / d x^{2}$ and $1 / x^{2}$ separately.

The matrix elements of $x d / d x$ can be found in Ref. [42].

### 3.3.7 Modified Laguerre mesh in $x^{2}$ regularized by $x$

The choice of $\alpha$ in the preceding mesh depends on the partial wave. It may be more interesting to have a single mesh for all partial waves. The regularized modified mesh also leads to exact solutions for the three-dimensional harmonic oscillator for $\alpha=-1 / 2$ (or $\alpha=1 / 2$ for odd $l$ values).

The Lagrange functions are regularized as usual,

$$
\begin{equation*}
\hat{f}_{j}(x)=\frac{x}{x_{j}} f_{j}(x) \tag{3.92}
\end{equation*}
$$

where $f_{j}$ is given by (3.83). This is convenient for the kinetic-energy operator $T=$ $-d^{2} / d x^{2}$. Its matrix elements at the Gauss approximation read with Eqs. (2.61) and (3.86)-(3.89),

$$
\begin{equation*}
\hat{T}_{i \neq j}^{G}=(-1)^{i-j} \frac{4\left(x_{i}^{2}+x_{j}^{2}\right)}{\left(x_{i}^{2}-x_{j}^{2}\right)^{2}} \tag{3.93}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}^{G}=\frac{1}{3}\left[-x_{i}^{2}+2(2 N+\alpha+1)-\frac{\alpha^{2}-3 / 4}{x_{i}^{2}}\right] . \tag{3.94}
\end{equation*}
$$

These expressions are not exact as the degree of the polynomial in $t(x)=x^{2}$ is $2 N$.
A regularization by $\left(x / x_{j}\right)^{2}$ is also useful [43]. For the kinetic-energy operator $T_{\alpha}$ defined in Eq. (3.63), the matrix elements at the Gauss approximation happen to be given by the opposites of Eqs. (3.88) and (3.89). Another approach, based on an integration by parts is presented in Ref. [43] for $\alpha=0$.

### 3.4 Lagrange-Legendre meshes

### 3.4.1 Generalized Legendre polynomials

Although they are proportional to Jacobi polynomials (§3.5) with $\alpha=\beta=m$, these polynomials deserve a separate treatment because of their importance in applications using spherical coordinates $[5,35]$ (see $\S 5.6$ ). They are also very useful in other cases [44, 45, 28, 9, 43, 42, 46] (see $\S 5.5$ and $\S 6.1-\S 6.5$ ).

The generalized Legendre polynomials are defined over $(-1,+1)$ with the weight function

$$
\begin{equation*}
w(x)=\left(1-x^{2}\right)^{m} \tag{3.95}
\end{equation*}
$$

where $m \geq 0$ is assumed. It corresponds to

$$
\begin{equation*}
\sigma(x)=1-x^{2}, \quad \tau(x)=-2(m+1) x, \quad d_{N}=N+2 m+1 . \tag{3.96}
\end{equation*}
$$

Hence the differential equation (3.19) is

$$
\begin{equation*}
\left(1-x^{2}\right) p_{N}^{m \prime \prime}-2(m+1) x p_{N}^{m \prime}+N(N+2 m+1) p_{N}^{m}=0 . \tag{3.97}
\end{equation*}
$$

The squared norm of $p_{N}^{m}$ is given by

$$
\begin{equation*}
h_{N}^{m}=\frac{2}{2 N+2 m+1} \frac{(N+2 m)!}{N!} . \tag{3.98}
\end{equation*}
$$

The first coefficients are

$$
\begin{equation*}
k_{N}^{m}=\frac{(2 N+2 m)!}{2^{N+m} N!(N+m)!}, \quad k_{N}^{m \prime}=0 \tag{3.99}
\end{equation*}
$$

The recurrence relation (3.3) reads

$$
\begin{equation*}
(N+1) p_{N+1}^{m}=(2 N+2 m+1) x p_{N}^{m}-(N+2 m) p_{N-1}^{m} . \tag{3.1.100}
\end{equation*}
$$

The important expressions are the modified 'polynomials'

$$
\begin{equation*}
P_{N+m}^{m}(x)=\left(1-x^{2}\right)^{m / 2} p_{N}^{m}(x) \tag{3.101}
\end{equation*}
$$

which verify the differential equation

$$
\begin{equation*}
L_{m}^{2} P_{N+m}^{m}=(N+m)(N+m+1) P_{N+m}^{m} \tag{3.102}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{m}^{2}=-\frac{d}{d x}\left(1-x^{2}\right) \frac{d}{d x}+\frac{m^{2}}{1-x^{2}} . \tag{3.103}
\end{equation*}
$$

Without weight function, the squared norm of $P_{N+m}^{m}$ is also given by (3.98). Its derivative can be calculated with

$$
\begin{equation*}
\left(1-x^{2}\right) P_{N+m}^{m \prime}=-(N+m) x P_{N+m}^{m}+(N+2 m) P_{N+m-1}^{m} . \tag{3.104}
\end{equation*}
$$

### 3.4.2 Lagrange-Legendre functions

The increasing zeros of

$$
\begin{equation*}
p_{N}^{m}\left(x_{i}\right)=0 \tag{3.105}
\end{equation*}
$$

are numbered with index $i=-(N-1) / 2, \ldots,(N-1) / 2$. The Gauss weights are given by

$$
\begin{equation*}
\lambda_{i}=\frac{2(N+2 m)!}{N!\left(1-x_{i}^{2}\right)\left[P_{N+m}^{m \prime}\left(x_{i}\right)\right]^{2}}=\frac{2(N+2 m-1)!\left(1-x_{i}^{2}\right)}{N!(N+2 m)\left[P_{N+m-1}^{m}\left(x_{i}\right)\right]^{2}} . \tag{3.106}
\end{equation*}
$$

The Lagrange functions are defined as

$$
\begin{equation*}
f_{j}(x)=(-1)^{j_{N}-j}\left(\frac{1-x_{j}^{2}}{2 N+2 m+1}\right)^{1 / 2}\left(h_{N}^{m}\right)^{-1 / 2} \frac{P_{N+m}^{m}(x)}{x-x_{j}} \tag{3.107}
\end{equation*}
$$

with $j_{N}=(N-1) / 2$. They verify the differential equation

$$
\begin{equation*}
L_{m}^{2} f_{j}=(N+m)(N+m+1) f_{j}+2 \frac{\left(1-x^{2}\right) f_{j}^{\prime}-x f_{j}}{x-x_{j}} \tag{3.108}
\end{equation*}
$$

The Lagrange-Legendre functions are displayed for $m=0$ and $N=4$ in Fig. 6 .

### 3.4.3 Values and matrix elements

The first derivatives at mesh points are given by

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j}\left(\frac{1-x_{j}^{2}}{1-x_{i}^{2}}\right)^{1 / 2} \frac{1}{x_{i}-x_{j}} \tag{3.109}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime}\left(x_{i}\right)=\frac{x_{i}}{1-x_{i}^{2}} \tag{3.110}
\end{equation*}
$$



Figure 6: Lagrange-Legendre functions (3.107) for $m=0$ and $N=4$.

For $m=0$, these expressions give the exact matrix elements $D_{i j}$ [41]. Otherwise, they are not the exact matrix elements of $d / d x$. The second derivatives are given by

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)=2(-1)^{i-j+1} \frac{\left(1-x_{j}^{2}\right)^{1 / 2}}{\left(1-x_{i}^{2}\right)^{3 / 2}} \frac{1+x_{i} x_{j}-2 x_{i}^{2}}{\left(x_{i}-x_{j}\right)^{2}} \tag{3.111}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime \prime}\left(x_{i}\right)=-\frac{1}{3\left(1-x_{i}^{2}\right)}\left[(N+m)(N+m+1)+6-\frac{m^{2}+8}{1-x_{i}^{2}}\right] . \tag{3.112}
\end{equation*}
$$

For $m=0$, they give the exact matrix elements of $d^{2} / d x^{2}$ [41]. They are not symmetric since the Legendre polynomials $P_{N}(x)$ do not vanish at the extremities of the interval.

The matrix elements of $x^{2}$ read according to (3.25),

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \frac{\sqrt{\left(1-x_{i}^{2}\right)\left(1-x_{j}^{2}\right)}}{2 N+2 m+1} \tag{3.113}
\end{equation*}
$$

For the kinetic-energy operator $T=L_{m}^{2}$ given by (3.103), one has exactly [4]

$$
\begin{equation*}
T_{i j}=\lambda_{i}^{1 / 2}\left(L_{m}^{2} f_{j}\right)\left(x_{i}\right), \tag{3.114}
\end{equation*}
$$

or, explicitly,

$$
\begin{equation*}
T_{i \neq j}=(-1)^{i-j}\left(1-x_{i}^{2}\right)^{1 / 2}\left(1-x_{j}^{2}\right)^{1 / 2} \frac{2}{\left(x_{i}-x_{j}\right)^{2}} \tag{3.115}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}=\frac{1}{3}(N+m)(N+m+1)+\frac{2}{3} \frac{m^{2}-1}{1-x_{i}^{2}} . \tag{3.116}
\end{equation*}
$$

### 3.4.4 Legendre mesh regularized by $\sqrt{1-x^{2}}$

From now on, I only consider the choice $m=0$ in the Lagrange-Legendre functions. This choice simplifies the basis functions and provides exact matrix elements at the Gauss approximation. However, in physical applications, the magnetic quantum number $m$ may not be zero. In this case, the Gauss quadrature is inaccurate for the term $m^{2} /\left(1-x^{2}\right)$ in operator (3.103). In order to eliminate this problem, a regularization by $\left(1-x^{2}\right)^{\nu / 2}$ where $\nu$ is an integer is useful in problems where non-zero magnetic quantum numbers appear. This is for example the case for some coordinate systems used to describe simple molecular systems in strong magnetic fields [9, 46, 47, 48].

Here, I only consider the case $\nu=1$ for simplicity. More general expressions can be found in Refs. [9, 46]. The $m=0$ Legendre functions regularized by $\sqrt{1-x^{2}}$ read

$$
\begin{equation*}
\hat{f}_{j}(x)=\left(\frac{1-x^{2}}{1-x_{j}^{2}}\right)^{1 / 2} f_{j}(x) \tag{3.117}
\end{equation*}
$$

For $T=L_{0}^{2}$, the kinetic-energy matrix elements at the Gauss approximation are given by

$$
\begin{equation*}
\hat{T}_{i \neq j}^{G}=2(-1)^{i-j} \frac{1-x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}} \tag{3.118}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}^{G}=\frac{1}{3}\left[N(N+1)-\frac{11}{1-x_{i}^{2}}\right] \tag{3.119}
\end{equation*}
$$

### 3.4.5 Shifted Legendre mesh on $(0,1)$ regularized by $x$

A number of interesting problems take place in an interval $(0, a)$ which can be obtained by scaling $(0,1)$. The origin being often a regular singular point, a regularization is necessary $[44,45,28,14]$ (section 6).

A Lagrange mesh on $(0,1)$ is then obtained for $i=1, \ldots, N$ from

$$
\begin{equation*}
P_{N}\left(2 x_{i}-1\right)=0 \tag{3.120}
\end{equation*}
$$

where $P_{N}(x)=P_{N}^{0}(x)$ is a standard Legendre polynomial. The corresponding Gauss weights $\hat{\lambda}_{i}$ are

$$
\begin{equation*}
\hat{\lambda}_{i}=\frac{\lambda_{i}}{2}=\frac{1}{4 x_{i}\left(1-x_{i}\right)\left[P_{N}^{\prime}\left(2 x_{i}-1\right)\right]^{2}}=\frac{4 x_{i}\left(1-x_{i}\right)}{N^{2}\left[P_{N-1}\left(2 x_{i}-1\right)\right]^{2}} \tag{3.121}
\end{equation*}
$$

where $\lambda_{i}$ is given by (3.106) for $m=0$. The Lagrange functions regularized by $x$ are defined as

$$
\begin{equation*}
\hat{f}_{j}(x)=(-1)^{N-j} \sqrt{\frac{1-x_{j}}{x_{j}}} \frac{x P_{N}(2 x-1)}{x-x_{j}} . \tag{3.122}
\end{equation*}
$$

These regularized Lagrange-Legendre functions are depicted in Fig. 7.


Figure 7: Lagrange-Legendre functions (3.122) over $(0,1)$ regularized by $x$ for $N=4$.

The exact matrix elements of $d / d x$ are given by the Gauss quadrature as

$$
\begin{equation*}
\hat{D}_{i \neq j}=(-1)^{i-j} \sqrt{\frac{x_{i}\left(1-x_{j}\right)}{x_{j}\left(1-x_{i}\right)}} \frac{1}{x_{i}-x_{j}} \tag{3.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{D}_{i i}=\frac{1}{2 x_{i}\left(1-x_{i}\right)} . \tag{3.124}
\end{equation*}
$$

For $T=-d^{2} / d x^{2}$, the exact matrix elements are given by the Gauss quadrature as [44]

$$
\begin{equation*}
\hat{T}_{i \neq j}=(-1)^{i-j} \frac{x_{i}+x_{j}-2 x_{i}^{2}}{x_{j}\left(x_{j}-x_{i}\right)^{2}} \sqrt{\frac{x_{j}\left(1-x_{j}\right)}{x_{i}\left(1-x_{i}\right)^{3}}} \tag{3.125}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}=\frac{N(N+1) x_{i}\left(1-x_{i}\right)-3 x_{i}+1}{3 x_{i}^{2}\left(1-x_{i}\right)^{2}} . \tag{3.126}
\end{equation*}
$$

These matrix elements are not symmetric because the Lagrange functions do not satisfy Hermitian boundary conditions at the right extremity of this interval.

In the $R$-matrix theory [14], one adds to the kinetic energy the boundary condition operator (see $\S 6.1$ )

$$
\begin{equation*}
\mathcal{L}=\delta(x-1) \frac{d}{d x} \tag{3.127}
\end{equation*}
$$

introduced by Bloch [49]. The matrix elements of $\mathcal{L}$ are calculated like in (2.40) and provide the symmetric expressions [50, 14]

$$
\begin{array}{r}
\left\langle\hat{f}_{i}\right| T+\mathcal{L}\left|\hat{f}_{j}\right\rangle=\frac{(-1)^{i-j}}{\left[x_{i} x_{j}\left(1-x_{i}\right)\left(1-x_{j}\right)\right]^{1 / 2}} \\
\times\left[N^{2}+N+1+\frac{x_{i}+x_{j}-2 x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}}-\frac{1}{1-x_{i}}-\frac{1}{1-x_{j}}\right] \tag{3.128}
\end{array}
$$

for $i \neq j$ and

$$
\begin{equation*}
\left\langle\hat{f_{i}}\right| T+\mathcal{L}\left|\hat{f_{i}}\right\rangle=\frac{\left(4 N^{2}+4 N+3\right) x_{i}\left(1-x_{i}\right)-6 x_{i}+1}{3 x_{i}^{2}\left(1-x_{i}\right)^{2}} . \tag{3.129}
\end{equation*}
$$

### 3.4.6 Shifted Legendre mesh on $(0,1)$ regularized by $x^{3 / 2}$

In hyperspherical coordinates, the singularity at the origin leads to a half-integer power of $x$ (see $\S 7.6$ ). This is well regularized with $x^{3 / 2}$ although a regularization by $x$ can also be used [12].

The Lagrange functions are defined as

$$
\begin{equation*}
\hat{f}_{j}(x)=(-1)^{N-j} \frac{\sqrt{1-x_{j}}}{x_{j}} \frac{x^{3 / 2} P_{N}(2 x-1)}{x-x_{j}} . \tag{3.130}
\end{equation*}
$$

The Gauss approximation for the matrix elements of $d / d x$ reads

$$
\begin{equation*}
\hat{D}_{i \neq j}^{G}=(-1)^{i-j} \sqrt{\frac{1-x_{j}}{1-x_{i}}} \frac{x_{i}}{x_{j}\left(x_{i}-x_{j}\right)} \tag{3.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{D}_{i i}^{G}=\frac{2-x_{i}}{2 x_{i}\left(1-x_{i}\right)} . \tag{3.132}
\end{equation*}
$$

These expressions are not exact because the degree of the polynomial integrand is $2 N$. Since the integral of $f_{i}(x) f_{j}^{\prime}(x)-(N+1 / 2) P_{N}^{2}(2 x-1)$ is exactly calculated with the Gauss quadrature, the exact matrix elements of $d / d x$ read with (3.98),

$$
\begin{equation*}
\hat{D}_{i j}=\hat{D}_{i j}^{G}+\frac{1}{2}(-1)^{i-j} \frac{\sqrt{\left(1-x_{j}\right)\left(1-x_{i}\right)}}{x_{i} x_{j}} \tag{3.133}
\end{equation*}
$$

For $T=-d^{2} / d x^{2}$, the exact matrix elements are given by the Gauss quadrature as

$$
\begin{equation*}
\hat{T}_{i \neq j}=(-1)^{i-j} \frac{2 x_{j}-x_{i} x_{j}-x_{i}^{2}}{x_{j}\left(x_{j}-x_{i}\right)^{2}} \sqrt{\frac{1-x_{j}}{\left(1-x_{i}\right)^{3}}} \tag{3.134}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}=\frac{[4 N(N+1)-3] x_{i}\left(1-x_{i}\right)-9 x_{i}+1}{12 x_{i}^{2}\left(1-x_{i}\right)^{2}} . \tag{3.135}
\end{equation*}
$$

The exact matrix elements of $-d^{2} / d x^{2}+\mathcal{L}$ are

$$
\begin{array}{r}
\left\langle\hat{f}_{i}\right| T+\mathcal{L}\left|\hat{f}_{j}\right\rangle=\frac{(-1)^{i+j}}{x_{i} x_{j}\left[\left(1-x_{i}\right)\left(1-x_{j}\right)\right]^{1 / 2}} \\
\times\left[N(N+1)+\frac{3}{2}+\frac{x_{i}^{2}+x_{j}^{2}-x_{i} x_{j}\left(x_{i}+x_{j}\right)}{\left(x_{i}-x_{j}\right)^{2}}-\frac{1}{1-x_{i}}-\frac{1}{1-x_{j}}\right] \tag{3.136}
\end{array}
$$

for $i \neq j$ and

$$
\begin{equation*}
\left\langle\hat{f}_{i}\right| T+\mathcal{L}\left|\hat{f}_{i}\right\rangle=\frac{4 N(N+1)\left(3+x_{i}\right)\left(1-x_{i}\right)+3 x_{i}^{2}-30 x_{i}+7}{12 x_{i}^{2}\left(1-x_{i}\right)^{2}} \tag{3.137}
\end{equation*}
$$

### 3.4.7 Shifted Legendre mesh on $(0,1)$ regularized by $x(1-x)$

In some problems (see $\S 5.5$ ), the wave function is confined in such a way that it must vanish at both extremities of an interval scaled from $(0,1)$. Convenient Lagrange functions vanishing at 0 and 1 are obtained by regularizing Lagrange-Legendre functions at both extremities with $x(1-x) / x_{j}\left(1-x_{j}\right)$ [51],

$$
\begin{equation*}
\hat{f}_{j}(x)=(-1)^{N-j} \frac{x(1-x)}{\sqrt{x_{j}\left(1-x_{j}\right)}} \frac{P_{N}(2 x-1)}{x-x_{j}} . \tag{3.138}
\end{equation*}
$$

The Lagrange-Legendre functions regularized at both extremities are depicted in Fig. 8.


Figure 8: Lagrange-Legendre functions (3.138) over $(0,1)$ regularized by $x(1-x)$ for $N=4$.

The exact overlaps of these functions are given by

$$
\begin{align*}
\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle & =\delta_{i j}+\frac{(-1)^{i-j}}{4(2 N+1) R_{i j}} \\
& \times\left[\frac{2 N^{2}+2 N-1}{(2 N-1)(2 N+3)}+1+4\left(x_{i}^{2}+x_{j}^{2}\right)-6\left(x_{i}+x_{j}\right)+4 x_{i} x_{j}\right] \tag{3.139}
\end{align*}
$$

with $R_{i j}=\sqrt{x_{i}\left(1-x_{i}\right) x_{j}\left(1-x_{j}\right)}$. They have the structure (2.63). The exact matrix elements of $x^{-1}$ and $x^{-2}$ are simpler,

$$
\begin{equation*}
\left\langle\hat{f}_{i}\right| \frac{1}{x}\left|\hat{f}_{j}\right\rangle=\frac{1}{x_{i}} \delta_{i j}+\frac{(-1)^{i-j}}{(2 N+1) R_{i j}}\left(x_{i}+x_{j}-\frac{3}{2}\right) \tag{3.140}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\hat{f}_{i}\right| \frac{1}{x^{2}}\left|\hat{f}_{j}\right\rangle=\frac{1}{x_{i}^{2}} \delta_{i j}+\frac{(-1)^{i-j}}{(2 N+1) R_{i j}} . \tag{3.141}
\end{equation*}
$$

In the last three expressions, the first term is the Gauss approximation.

The matrix elements of $T=-d^{2} / d x^{2}$ are given at the Gauss approximation by [51]

$$
\begin{equation*}
\hat{T}_{i \neq j}^{G}=(-1)^{i-j} \frac{x_{i}+x_{j}-2 x_{i} x_{j}}{R_{i j}\left(x_{i}-x_{j}\right)^{2}} \tag{3.142}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{i i}^{G}=\frac{1}{3 x_{i}\left(1-x_{i}\right)}\left[N(N+1)+\frac{1}{x_{i}\left(1-x_{i}\right)}\right] . \tag{3.143}
\end{equation*}
$$

The exact matrix elements read

$$
\begin{equation*}
\hat{T}_{i j}=\hat{T}_{i j}^{G}-(-1)^{i-j} \frac{N(N+1)}{(2 N+1) R_{i j}} . \tag{3.144}
\end{equation*}
$$

A regularization by $1-x$, i.e. Lagrange functions vanishing at $x=1$ but not at the origin, is also useful in three-body confinement problems. It can be obtained in a similar way [52].

### 3.5 Lagrange-Jacobi meshes

### 3.5.1 Jacobi polynomials

The Lagrange meshes based on Jacobi polynomials have not been much used yet [44] but they can lead to useful applications (§6.3) and interesting information about the method (§5.5).

The Jacobi polynomials [22] are defined over $(-1,+1)$ with the weight function

$$
\begin{equation*}
w(x)=(1-x)^{\alpha}(1+x)^{\beta} . \tag{3.145}
\end{equation*}
$$

This function corresponds to

$$
\begin{equation*}
\sigma(x)=1-x^{2}, \quad \tau(x)=-(\gamma+1) x+\beta-\alpha, \quad d_{N}=N+\gamma \tag{3.146}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\alpha+\beta+1 \tag{3.147}
\end{equation*}
$$

Hence the differential equation (3.19) is

$$
\begin{equation*}
\left(1-x^{2}\right) P_{N}^{(\alpha, \beta) \prime \prime}+[\beta-\alpha-(\gamma+1) x] P_{N}^{(\alpha, \beta) \prime}+N(N+\gamma) P_{N}^{(\alpha, \beta)}=0 . \tag{3.148}
\end{equation*}
$$

The squared norm is given by

$$
\begin{equation*}
h_{N}=\frac{2^{\gamma}}{2 N+\gamma} \frac{\Gamma(N+\alpha+1) \Gamma(N+\beta+1)}{N!\Gamma(N+\gamma)} \tag{3.149}
\end{equation*}
$$

and the first coefficient by

$$
\begin{equation*}
k_{N}=\frac{\Gamma(2 N+\gamma)}{2^{N} N!\Gamma(N+\gamma)} . \tag{3.150}
\end{equation*}
$$

The recurrence relation (3.3) reads

$$
\begin{align*}
& 2(N+1)(N+\gamma)(2 N+\gamma-1) P_{N+1}^{(\alpha, \beta)} \\
& \begin{aligned}
=(2 N+\gamma)\left[\alpha^{2}-\beta^{2}+(2 N+\gamma-1)(2 N+\gamma+1) x\right] P_{N}^{(\alpha, \beta)} \\
\quad-2(N+\alpha)(N+\beta)(2 N+\gamma+1) P_{N-1}^{(\alpha, \beta)} .
\end{aligned}
\end{align*}
$$

The derivative of $P_{N}^{(\alpha, \beta)}(x)$ can be calculated with

$$
\begin{array}{r}
(2 N+\gamma-1)\left(1-x^{2}\right) P_{N}^{(\alpha, \beta) \prime}=N[\alpha-\beta-(2 N+\gamma-1) x] P_{N}^{(\alpha, \beta)} \\
+2(N+\alpha)(N+\beta) P_{N-1}^{(\alpha, \beta)} \tag{3.152}
\end{array}
$$

### 3.5.2 Lagrange-Jacobi functions

Increasing mesh points $x_{i}$ are defined by

$$
\begin{equation*}
P_{N}^{(\alpha, \beta)}\left(x_{i}\right)=0 \tag{3.153}
\end{equation*}
$$

where $i=1, \ldots, N$. The Gauss-Jacobi weights are

$$
\begin{align*}
\lambda_{i} & =\frac{(2 N+\gamma) h_{N}}{\left(1-x_{i}\right)^{\alpha+1}\left(1+x_{i}\right)^{\beta+1}\left[P_{N}^{(\alpha, \beta)^{\prime}}\left(x_{i}\right)\right]^{2}} \\
& =\frac{(2 N+\gamma)(2 N+\gamma-1)^{2} h_{N}}{4(N+\alpha)^{2}(N+\beta)^{2}\left(1-x_{i}\right)^{\alpha-1}\left(1+x_{i}\right)^{\beta-1}\left[P_{N-1}^{(\alpha, \beta)}\left(x_{i}\right)\right]^{2}} . \tag{3.154}
\end{align*}
$$

The Lagrange-Jacobi functions are defined by

$$
\begin{equation*}
f_{j}(x)=(-1)^{N-j} \sqrt{\frac{1-x_{j}^{2}}{2 N+\gamma}} h_{N}^{-1 / 2}(1-x)^{\alpha / 2}(1+x)^{\beta / 2} \frac{P_{N}^{(\alpha, \beta)}(x)}{x-x_{j}} . \tag{3.155}
\end{equation*}
$$

They verify the differential equation

$$
\begin{align*}
\left(1-x^{2}\right) f_{j}^{\prime \prime}-2 x f_{j}^{\prime}+\frac{1}{4}\left[(2 N+\gamma)^{2}-1-2\right. & \left.\frac{\alpha^{2}+\beta^{2}+\left(\alpha^{2}-\beta^{2}\right) x}{1-x^{2}}\right] f_{j} \\
& +2 \frac{\left(1-x^{2}\right) f_{j}^{\prime}-x f_{j}}{x-x_{j}}=0 . \tag{3.156}
\end{align*}
$$

### 3.5.3 Values and matrix elements

The first derivatives at mesh points are given by [41]

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j}\left(\frac{1-x_{j}^{2}}{1-x_{i}^{2}}\right)^{1 / 2} \frac{1}{x_{i}-x_{j}} \tag{3.157}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime}\left(x_{i}\right)=\frac{x_{i}}{1-x_{i}^{2}} \tag{3.158}
\end{equation*}
$$

The exact matrix elements of $d / d x$ are given either by (3.16) of by (3.15) with Eq. (59) of Ref. [40]. The second derivatives at mesh points read [44]

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{j}^{\prime \prime}\left(x_{i}\right)=(-1)^{i-j+1} \frac{2}{\left(x_{i}-x_{j}\right)^{2}}\left(\frac{1-x_{j}^{2}}{1-x_{i}^{2}}\right)^{1 / 2} \frac{1+x_{i} x_{j}-2 x_{i}^{2}}{1-x_{i}^{2}} \tag{3.159}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\lambda_{i}^{1 / 2} f_{i}^{\prime \prime}\left(x_{i}\right)=-\frac{1}{12\left(1-x_{i}^{2}\right)}\left[(2 N+\gamma)^{2}+23-2 \frac{\alpha^{2}+\beta^{2}+16+\left(\alpha^{2}-\beta^{2}\right) x_{i}}{1-x_{i}^{2}}\right] . \tag{3.160}
\end{equation*}
$$

The matrix elements of $d^{2} / d x^{2}$ can be derived from these expressions and from the matrix elements of $w^{\prime} / w$ and $w^{\prime \prime} / w$ given in Ref. [40]. The matrix elements of $x^{2}$ read according to (3.25),

$$
\begin{equation*}
\left\langle f_{i}\right| x^{2}\left|f_{j}\right\rangle=x_{i}^{2} \delta_{i j}+(-1)^{i-j} \frac{\sqrt{\left(1-x_{i}^{2}\right)\left(1-x_{j}^{2}\right)}}{2 N+\gamma} \tag{3.161}
\end{equation*}
$$

### 3.5.4 $\alpha=0$ Lagrange-Jacobi mesh over ( 0,1 )

The shifted Lagrange-Legendre mesh can be generalized by shifting and scaling the Lagrange-Jacobi mesh to interval $(0,1)$. In practice, the most interesting case requires that the Lagrange functions do not vanish at $x=1$. Hence we choose $\alpha=0$. The mesh points are then given by

$$
\begin{equation*}
P_{N}^{(0, \beta)}\left(2 x_{i}-1\right)=0 \tag{3.162}
\end{equation*}
$$

The shifted Lagrange-Jacobi functions are defined by

$$
\begin{equation*}
\tilde{f}_{j}(x)=(-1)^{j+N} \sqrt{x_{j}\left(1-x_{j}\right)} \frac{P_{N}^{(0, \beta)}(2 x-1)}{x-x_{j}} x^{\beta / 2} \tag{3.163}
\end{equation*}
$$

and the Gauss weights read

$$
\begin{equation*}
\tilde{\lambda}_{i}=\frac{\lambda_{i}}{2} \tag{3.164}
\end{equation*}
$$

where $\lambda_{i}$ is given by (3.154). These Lagrange-Jacobi functions are depicted for $\beta=42$ and $N=4$ in Fig. 9. The choice for $\beta$ provides an $x^{21}$ behaviour near the origin typical of a radial wave function of the $l=20$ partial wave (see $\S 6.3$ ). The mesh points are then concentrated in the vicinity of $x=1$.

The first derivatives at the mesh points are given by

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \widetilde{f}_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j} \sqrt{\frac{x_{j}\left(1-x_{j}\right)}{x_{i}\left(1-x_{i}\right)}} \frac{1}{x_{i}-x_{j}} \tag{3.165}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\widetilde{\lambda}_{i}^{1 / 2} \widetilde{f}_{i}^{\prime}\left(x_{i}\right)=\frac{2 x_{i}-1}{2 x_{i}\left(1-x_{i}\right)} \tag{3.166}
\end{equation*}
$$



Figure 9: Lagrange-Jacobi functions (3.163) over $(0,1)$ for $\beta=42$ and $N=4$. Notice that the abscissas start at 0.5.

The second derivatives read

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \tilde{f}_{j}^{\prime \prime}\left(x_{i}\right)=(-1)^{i-j} \sqrt{\frac{x_{j}\left(1-x_{j}\right)}{x_{i}\left(1-x_{i}\right)} \frac{4 x_{i}^{2}-2 x_{i} x_{j}-3 x_{i}+x_{j}}{2 x_{i}\left(1-x_{i}\right)\left(x_{i}-x_{j}\right)^{2}}} \tag{3.167}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \widetilde{f}_{i}^{\prime \prime}\left(x_{i}\right)=-\frac{1}{12 x_{i}\left(1-x_{i}\right)}\left[(2 N+\beta+1)^{2}+23-\frac{\beta^{2}+8}{x_{i}}-\frac{8}{1-x_{i}}\right] . \tag{3.168}
\end{equation*}
$$

The matrix elements of $1 / x$ and $1 / x^{2}$ are given by [40]

$$
\begin{equation*}
\left\langle\widetilde{f}_{i}\right| \frac{1}{x}\left|\widetilde{f}_{j}\right\rangle=\frac{1}{x_{i}} \delta_{i j}+\frac{(-1)^{i-j}}{\beta} \sqrt{\frac{\left(1-x_{i}\right)\left(1-x_{j}\right)}{x_{i} x_{j}}} \tag{3.169}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\tilde{f}_{i}\right| \frac{1}{x^{2}}\left|\widetilde{f}_{j}\right\rangle= & \frac{1}{x_{i}^{2}} \delta_{i j}+\frac{(-1)^{i-j}}{\beta} \sqrt{\frac{\left(1-x_{i}\right)\left(1-x_{j}\right)}{x_{i} x_{j}}} \\
& \times\left(\frac{2 N^{2}}{\beta^{2}-1}+\frac{2 N+\beta}{\beta-1}+\frac{1}{x_{i}}+\frac{1}{x_{j}}\right) . \tag{3.170}
\end{align*}
$$

Let $T_{\beta}$ be defined like in (3.63) with $\alpha$ replaced by $\beta$ and $\mathcal{L}$ be defined by (3.127). The exact matrix elements of $T_{\beta}+\mathcal{L}$ read [40]

$$
\begin{array}{r}
\left\langle\widetilde{f}_{i}\right| T_{\beta}+\mathcal{L}\left|\tilde{f}_{j}\right\rangle=\frac{(-1)^{i-j}}{\sqrt{x_{i} x_{j}\left(1-x_{i}\right)\left(1-x_{j}\right)}} \\
\times\left\{\frac{N(N+\beta+1)}{\beta+1}\left[(\beta+2) x_{i} x_{j}-x_{i}-x_{j}+1\right]\right. \\
-x_{i} x_{j}\left(\frac{1}{1-x_{i}}+\frac{1}{1-x_{j}}\right)-\left(1-x_{i}\right)\left(1-x_{j}\right)\left(\frac{1}{x_{i}}+\frac{1}{x_{j}}\right) \\
\left.+\frac{x_{i}\left(1-x_{i}\right)+x_{j}\left(1-x_{j}\right)}{\left(x_{i}-x_{j}\right)^{2}}+\frac{\beta}{2} x_{i} x_{j}\right\} \tag{3.171}
\end{array}
$$

for $i \neq j$ and

$$
\begin{align*}
\left\langle\widetilde{f}_{i}\right| T_{\beta}+\mathcal{L}\left|\tilde{f}_{i}\right\rangle & =\frac{N(N+\beta+1)}{\beta+1}\left[\frac{\beta+4}{3 x_{i}}+\frac{4(\beta+1)}{3\left(1-x_{i}\right)}-\beta-2\right]-\frac{\beta}{2} \\
& +\frac{\beta+10}{6 x_{i}}+\frac{2 \beta+5}{3\left(1-x_{i}\right)}+\frac{(\beta-5)(\beta+2)}{6 x_{i}^{2}}-\frac{5}{3\left(1-x_{i}\right)^{2}} \tag{3.172}
\end{align*}
$$

The matrix elements of $d^{2} / d x^{2}$ can be obtained from Ref. [40].

### 3.5.5 Regularized $\alpha=0$ Lagrange-Jacobi mesh over ( 0,1 )

The previous basis may have the drawback in physical applications that the mesh depends on $\beta$ ( $\S 6.3$ ). This problem can be circumvented with a regularization by $x$,

$$
\begin{equation*}
\hat{f}_{j}(x)=\frac{x}{x_{j}} \tilde{f}_{j}(x)=(-1)^{N-j} \sqrt{\frac{1-x_{j}}{x_{j}}} \frac{P_{N}^{(0, \beta)}(2 x-1)}{x-x_{j}} x^{\beta / 2+1} \tag{3.173}
\end{equation*}
$$

The mesh and weights are unchanged. The first derivatives at mesh points read

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \hat{f}_{j}^{\prime}\left(x_{i}\right)=(-1)^{i-j} \sqrt{\frac{x_{i}\left(1-x_{j}\right)}{x_{j}\left(1-x_{i}\right.}} \frac{1}{x_{i}-x_{j}} \tag{3.174}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \hat{f}_{i}^{\prime}\left(x_{i}\right)=\frac{1}{2 x_{i}\left(1-x_{i}\right)} . \tag{3.175}
\end{equation*}
$$

They provide the exact matrix elements of $d / d x$. The second derivatives at mesh points read

$$
\begin{equation*}
\tilde{\lambda}_{i}^{1 / 2} \hat{f}_{j}^{\prime \prime}\left(x_{i}\right)=\frac{(-1)^{i-j}}{\sqrt{x_{i} x_{j}\left(1-x_{i}\right)\left(1-x_{j}\right)}} \frac{\left(1-x_{j}\right)\left(2 x_{i}^{2}-x_{i}-x_{j}\right)}{\left(1-x_{i}\right)\left(x_{i}-x_{j}\right)^{2}} \tag{3.176}
\end{equation*}
$$

for $i \neq j$ and

$$
\begin{equation*}
\widetilde{\lambda}_{i}^{1 / 2}{\hat{f_{i}^{\prime \prime}}}_{i}\left(x_{i}\right)=-\frac{1}{12 x_{i}\left(1-x_{i}\right)}\left[(2 N+\beta+1)^{2}-1-\frac{\beta^{2}-4}{x_{i}}-\frac{8}{1-x_{i}}\right] \tag{3.177}
\end{equation*}
$$

They provide the exact matrix elements of $d^{2} / d x^{2}$.
The matrix elements of $T_{0}+\mathcal{L}$ read

$$
\begin{array}{r}
\left\langle\hat{f}_{i}\right| T_{0}+\mathcal{L}\left|\hat{f}_{j}\right\rangle=\frac{(-1)^{i-j}}{\sqrt{x_{i} x_{j}\left(1-x_{i}\right)\left(1-x_{j}\right)}}\left[N(N+\beta+1)+\frac{\beta}{2}+1\right. \\
\left.\quad+\frac{x_{i}+x_{j}-2 x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}}-\frac{1}{1-x_{i}}-\frac{1}{1-x_{j}}\right] \tag{3.178}
\end{array}
$$

for $i \neq j$ and

$$
\begin{equation*}
\left\langle\hat{f}_{i}\right| T_{0}+\mathcal{L}\left|\hat{f}_{i}\right\rangle=\frac{1}{12 x_{i}\left(1-x_{i}\right)}\left[4(2 N+\beta+1)^{2}-3 \beta^{2}+8-\frac{\beta^{2}-4}{x_{i}}-\frac{20}{1-x_{i}}\right] \tag{3.179}
\end{equation*}
$$

For $\beta=0$, one recovers (3.128) and (3.129). The matrix elements of $1 / x$ and $1 / x^{2}$ are now given exactly by the Gauss quadrature.

### 3.6 Lagrange meshes based on non-classical orthogonal polynomials

### 3.6.1 Non-classical orthogonal polynomials

All previous meshes were based on classical orthogonal polynomials. The definition of classical polynomials is given by (3.17) and (3.18). The advantage of these polynomials is that, in addition to a recurrence relation (3.3) and a Darboux-Christoffel relation (3.4), they also satisfy the self-adjoint second-order differential equation (3.19).

Certain non-classical orthogonal polynomials can have useful applications. Let us consider polynomials $\bar{p}_{n}(x)$ orthonormal over an interval $(a, b)$ with respect to a nonclassical weight function $w(x)[15,16]$,

$$
\begin{equation*}
\int_{a}^{b} w(x) \bar{p}_{n}(x) \bar{p}_{n^{\prime}}(x) d x=\delta_{n n^{\prime}}, \tag{3.180}
\end{equation*}
$$

obtained by replacing $p_{n}(x)$ of $\S 3.1$ by $\bar{p}_{n}(x)=p_{n}(x) / \sqrt{h_{n}}$. The recurrence relation (3.3) for normed polynomials can be rewritten as

$$
\begin{equation*}
\beta_{n} \bar{p}_{n}(x)=\left(x-\alpha_{n}\right) \bar{p}_{n-1}(x)-\beta_{n-1} \bar{p}_{n-2}(x) \tag{3.181}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n}=\frac{k_{n-1}^{\prime}}{k_{n-1}}-\frac{k_{n}^{\prime}}{k_{n}} \tag{3.182}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{n}=\frac{k_{n-1}}{k_{n}} \sqrt{\frac{h_{n}}{h_{n-1}}} . \tag{3.183}
\end{equation*}
$$

The first terms are $\bar{p}_{-1}=0$ and

$$
\begin{equation*}
\bar{p}_{0}(x)=1 / \beta_{0} \tag{3.184}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta_{0}^{2}=\int_{a}^{b} w(x) d x . \tag{3.185}
\end{equation*}
$$

The polynomials $\bar{p}_{n}(x)$ are successively obtained with $[53,54,55]$

$$
\begin{equation*}
\alpha_{n}=\int_{a}^{b} w(x) x\left[\bar{p}_{n-1}(x)\right]^{2} d x \tag{3.186}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{n}^{2}=\int_{a}^{b} w(x)\left[\left(x-\alpha_{n}\right) \bar{p}_{n-1}(x)-\beta_{n-1} \bar{p}_{n-2}(x)\right]^{2} d x \tag{3.187}
\end{equation*}
$$

In general, the coefficients in the recurrence relation are not available analytically and a numerical integration is necessary. These integrals must be calculated with high accuracy.

The zeros of $\bar{p}_{N}(x)$ can be obtained from the eigenvalues of the $N \times N$ matrix $\boldsymbol{X}$ with elements

$$
\begin{equation*}
X_{i j}=\int_{a}^{b} w(x) x \bar{p}_{i-1}(x) \bar{p}_{j-1}(x) d x \tag{3.188}
\end{equation*}
$$

for $i, j=1, \ldots, N$. This matrix is the representation of coordinate $x$ in the basis of polynomials. It is symmetric and tridiagonal. Its non-zero matrix elements are

$$
\begin{equation*}
X_{i i}=\alpha_{i}, \quad X_{i, i+1}=X_{i+1, i}=\beta_{i} . \tag{3.189}
\end{equation*}
$$

Its eigenvalues are the mesh points of a Gauss quadrature. For classical orthogonal polynomials, one has $\beta_{0}=\sqrt{h_{0}}$. The other coefficients are $\alpha_{n}=0$ and $\beta_{n}=\sqrt{n / 2}$ for Hermite, $\alpha_{n}=2 n+\alpha-1$ and $\beta_{n}=-\sqrt{n(n+\alpha)}$ for Laguerre and $\alpha_{n}=0$ and $\beta_{n}=\sqrt{n(n+2 m) /(2 n+2 m+1)(2 n+2 m-1)}$ for Legendre. For Jacobi polynomials, they can be deduced from (3.151) and (3.149).

Let $\boldsymbol{O}$ be the matrix diagonalizing $\boldsymbol{X}$. The quadrature weights are given by [53]

$$
\begin{equation*}
\lambda_{i}=\left[w\left(x_{i}\right)\right]^{-1}\left(\beta_{0} O_{1 i}\right)^{2} . \tag{3.190}
\end{equation*}
$$

Equivalently, the weights can be obtained from (3.7) and (3.183) as [16]

$$
\begin{equation*}
\lambda_{i}^{-1}=\beta_{N} w\left(x_{i}\right) \bar{p}_{N-1}\left(x_{i}\right) \bar{p}_{N}^{\prime}\left(x_{i}\right) \tag{3.191}
\end{equation*}
$$

or with the Christoffel-Darboux relation (3.5) as

$$
\begin{equation*}
\lambda_{i}^{-1}=w\left(x_{i}\right) \sum_{k=1}^{N}\left[\bar{p}_{k-1}\left(x_{i}\right)\right]^{2} . \tag{3.192}
\end{equation*}
$$

The accuracies of these variants may be quite different. The simpler expression (3.190) becomes rapidly inaccurate when $N$ increases while (3.191) and specially (3.192) remain accurate up to much higher $N$ values. A simple test is given by the exact relation

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i} w\left(x_{i}\right)=\beta_{0}^{2} \tag{3.193}
\end{equation*}
$$

derived from Eq. (3.185).
The derivatives of the polynomials are useful to compute the kinetic-energy matrix elements. They can be obtained from the derivatives of the recurrence relation (3.181) starting for the first derivative with $\bar{p}_{0}^{\prime}(x)=0$ and $\bar{p}_{1}^{\prime}(x)=1 /\left(\beta_{0} \beta_{1}\right)$ and for the second derivative with $\bar{p}_{0}^{\prime \prime}(x)=\bar{p}_{1}^{\prime \prime}(x)=0$ and $\bar{p}_{2}^{\prime \prime}(x)=2 /\left(\beta_{0} \beta_{1} \beta_{2}\right)$.

### 3.6.2 Symmetric Lagrange-Gaussian mesh on $(-\infty,+\infty)$

Two sets of orthogonal polynomials forming a basis equivalent to a set of shifted or distributed Gaussians have led to Lagrange meshes [56, 57]. The notations in the original papers are rather different. In Ref. [56], the Gaussians have a width $1 / c \sqrt{2}$ and a spacing 1. In Ref. [57], the Gaussians have a width 1 and a spacing $a$. The scaling parameter $h$ introduced in the LMM [Eq. (2.44)] allows reaching arbitrary widths and
spacings in both cases, but the comparison is not easy. Hence, the notations are slightly modified here to allow such a comparison. An example of use of this basis can be found in Ref. [58].

Since a mesh over $(-\infty,+\infty)$ can always be translated without difficulty, a mesh symmetric with respect to the origin is interesting. Let me start with the symmetric set of $N$ shifted Gaussians

$$
\begin{equation*}
\exp \left[-\nu(x-n)^{2}\right], \quad n=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1) \tag{3.194}
\end{equation*}
$$

used in [57]. These Gaussians can be rewritten as

$$
\begin{align*}
e^{-\nu(x-n)^{2}}= & e^{-\nu\left(x^{2}+n^{2}\right)}(\cosh \nu x)^{N-1} \\
& \times(1+\tanh \nu x)^{(N-1) / 2+n}(1-\tanh \nu x)^{(N-1) / 2-n} . \tag{3.195}
\end{align*}
$$

This suggests the weight function

$$
\begin{equation*}
\hat{w}_{N}(x)=A_{N} e^{-2 \nu x^{2}}(\cosh \nu x)^{2 N-2}, \tag{3.196}
\end{equation*}
$$

the basis functions being polynomials depending on $\tanh \nu x$ multiplied by its square root. Since $\hat{w}_{N}(x)$ depends on $N$, the coefficient

$$
\begin{equation*}
A_{N}=2^{2 N-2} e^{-(N-1)^{2} \nu / 2} \tag{3.197}
\end{equation*}
$$

is chosen in such a way that the order of magnitude of $\hat{w}_{N}(x)$ does not vary too much with $N$.

The change of variable

$$
\begin{equation*}
t(x)=\tanh \nu x \tag{3.198}
\end{equation*}
$$

where $t$ varies over $(-1,+1)$, with inverse

$$
\begin{equation*}
x(t)=\frac{1}{\nu} \operatorname{arctanh} t=\frac{1}{2 \nu} \ln \frac{1+t}{1-t} \tag{3.199}
\end{equation*}
$$

transforms the Gaussians (3.195) into polynomials in $t$ multiplied by the square root of the even weight function [see Eq. (2.49)]

$$
\begin{equation*}
w_{N}(t)=x^{\prime}(t) \hat{w}_{N}[x(t)]=\nu^{-1} A_{N} e^{-(2 \nu)^{-1}[\ln (1+t)-\ln (1-t)]^{2}}\left(1-t^{2}\right)^{-N} . \tag{3.200}
\end{equation*}
$$

One can define polynomials $p_{k}(t)$ of degree $k$ orthonormal with respect to $w_{N}(t)$. Since $w_{N}(t)$ is an even function of $t$, these polynomials are even for $k$ even and odd for $k$ odd. The functions

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{A_{N}} e^{-\nu x^{2}}(\cosh \nu x)^{N-1} p_{k}(\tanh \nu x) \tag{3.201}
\end{equation*}
$$

for $k=0$ to $N-1$ are then orthonormal over $(-\infty,+\infty)$,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \varphi_{k}(x) \varphi_{k^{\prime}}(x) d x=\delta_{k k^{\prime}} \tag{3.202}
\end{equation*}
$$

They are linear combinations of the Gaussians (3.194) and form an equivalent, but orthonormal, basis.

The coefficients $\alpha_{n}$ in (3.186) vanish because of parity. The coefficients $\beta_{n}$ are given by (3.185) and (3.187), i.e. by

$$
\begin{align*}
\beta_{0}^{2} & =A_{N} \int_{-\infty}^{+\infty} e^{-2 \nu x^{2}}(\cosh \nu x)^{2 N-2} d x  \tag{3.203}\\
& =\sqrt{\frac{\pi}{2 \nu}} \sum_{j=0}^{2 N-2}\binom{2 N-2}{j} e^{-\nu j(2 N-2-j) / 2} \tag{3.204}
\end{align*}
$$

and

$$
\begin{align*}
\beta_{n}^{2}= & A_{N} \int_{-\infty}^{+\infty} e^{-2 \nu x^{2}}(\cosh \nu x)^{2 N-2} \\
& \times\left[(\tanh \nu x) p_{n-1}(\tanh \nu x)-\beta_{n-1} p_{n-2}(\tanh \nu x)\right]^{2} d x . \tag{3.205}
\end{align*}
$$

The integrals (3.205) can in principle be calculated analytically but a compact general result is not known. In practice, they can be computed accurately with the GaussFourier quadrature (§3.7.1), i.e. with a constant step that must not be very small. The result (3.204) can be used to test the accuracy of a numerical evaluation of (3.203). Notice that it is in general very close to $\sqrt{2 \pi / \nu}$.

The zeros $t_{i}$ of $p_{N}(t)$,

$$
\begin{equation*}
p_{N}\left(t_{i}\right)=0, \tag{3.206}
\end{equation*}
$$

provide the mesh points of a Gauss quadrature with weights $\lambda_{i}$ given by (3.191) or (3.192). The Lagrange mesh is defined for $i=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1)$ as

$$
\begin{equation*}
x_{i}=\frac{1}{\nu} \operatorname{arctanh} t_{i} \tag{3.207}
\end{equation*}
$$

and the Lagrange functions by (2.50), (3.8) and (3.201) as

$$
\begin{equation*}
\hat{f}_{j}(x)=\hat{\lambda}_{j}^{-1 / 2} \frac{t^{\prime}\left(x_{j}\right) \varphi_{N}(x)}{\varphi_{N}^{\prime}\left(x_{j}\right)\left[t(x)-t_{j}\right]} \tag{3.208}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\lambda}_{i}=\lambda_{i} / t^{\prime}\left(x_{i}\right)=\left\{\sum_{k=1}^{N}\left[\varphi_{k-1}\left(x_{i}\right)\right]^{2}\right\}^{-1}, \tag{3.209}
\end{equation*}
$$

given by (2.48) and (3.192), is the weight corresponding to a Gauss quadrature with mesh points $x_{i}$. This quadrature is exact for the scalar products (3.202) and for integrals of products of two Gaussian functions (3.194). The Lagrange-Gaussian functions are displayed for $\nu=1 / 2$ and $N=4$ in Fig. 10. They are similar to the LagrangeHermite functions in Fig. 1 but one can see that the mesh points are different. The corresponding zeros and weights are given in Table 1.

The kinetic-energy matrix elements can be computed either from the matrix elements of Gaussians or with the symmetric approximation (2.37). They can also be accurately computed with the Gauss-Fourier quadrature.


Figure 10: Lagrange-Gaussian functions (3.208) for $\nu=1 / 2$ and $N=4$.
Table 1: Lagrange-Gaussian zeros and weights for $\nu=1 / 2$ and $N=4$.

$$
\begin{array}{rrr}
\hline x_{i} & \pm 0.59269154223966 & \pm 1.87067239753959 \\
\lambda_{i} & 1.19858684903974 & 1.41254905128493 \\
\hline
\end{array}
$$

### 3.6.3 Asymmetric Lagrange-Gaussian mesh on $(-\infty,+\infty)$

A Lagrange-Gaussian mesh based on the same principle, but different, was introduced earlier by Karabulut and Sibert [56]. It was tested numerically in Refs. [57, 59]. In order to make a comparison with the previous mesh, the original basis of Ref. [56] is shifted and presented as

$$
\begin{equation*}
\exp \left[-\nu(x-n+d)^{2}\right], \quad n=0, \ldots, N-1 \tag{3.210}
\end{equation*}
$$

For $d=(N-1) / 2$, this basis is equivalent to the symmetric basis (3.194). For $d=0$, the original basis of Ref. [56] is recovered with $\nu=c^{2}$.

These Gaussians can be rewritten as

$$
\begin{equation*}
e^{-\nu(x-n+d)^{2}}=e^{-\nu n^{2}} e^{-\nu(x+d)^{2}}\left[e^{2 \nu(x+d)}\right]^{n} \tag{3.211}
\end{equation*}
$$

which suggests the weight function

$$
\begin{equation*}
\hat{w}(x)=\sqrt{\frac{2 \nu}{\pi}} e^{-2 \nu(x+d)^{2}} \tag{3.212}
\end{equation*}
$$

and the change of variable

$$
\begin{equation*}
u(x)=e^{2 \nu(x+d)} \tag{3.213}
\end{equation*}
$$

where $u$ varies over $(0, \infty)$. In Ref. [56], orthogonal polynomials $p_{k}(u)$ are derived with the weight function

$$
\begin{equation*}
w(u)=x^{\prime}(u) \hat{w}[x(u)]=\frac{1}{\sqrt{2 \pi \nu} u} e^{-(\ln u)^{2} / 2 \nu} . \tag{3.214}
\end{equation*}
$$

With this choice, one has $\beta_{0}=1$.
An important advantage of these polynomials is that one can derive a recurrence relation with simple analytical expressions for the coefficients [56]. When normed, the polynomials $\bar{p}_{n}(u)$ satisfy the recurrence relation (3.181) with

$$
\begin{equation*}
\alpha_{n}=q^{-2 n+3 / 2}\left(1+q-q^{n}\right) \tag{3.215}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{n}=q^{-2 n+1}\left(1-q^{n}\right)^{1 / 2} \tag{3.216}
\end{equation*}
$$

with $q=e^{-\nu}$. For $k=0$ to $N-1$, the functions

$$
\begin{equation*}
\varphi_{k}(x)=\left(\frac{2 \nu}{\pi}\right)^{1 / 4} e^{-\nu(x+d)^{2}} \bar{p}_{k}\left[e^{2 \nu(x+d)}\right] \tag{3.217}
\end{equation*}
$$

are then linear combinations of the Gaussians (3.210) and are orthonormal.
With the zeros $u_{i}$ of $\bar{p}_{N}(u)$ for $i=1, \ldots, N$,

$$
\begin{equation*}
\bar{p}_{N}\left(u_{i}\right)=0, \tag{3.218}
\end{equation*}
$$

the Lagrange mesh is

$$
\begin{equation*}
x_{i}=(2 \nu)^{-1} \ln u_{i}-d . \tag{3.219}
\end{equation*}
$$

The Lagrange functions are given by

$$
\begin{equation*}
\hat{f}_{j}(x)=\hat{\lambda}_{j}^{-1 / 2} \frac{2 \nu e^{2 \nu(x+d)} \varphi_{N}(x)}{\varphi_{N}^{\prime}\left(x_{j}\right)\left(e^{2 \nu(x+d)}-u_{j}\right)} \tag{3.220}
\end{equation*}
$$

where $\hat{\lambda}_{j}$ given by (2.48) is the weight corresponding to $x_{j}$.
Karabulut and Sibert have shown that the set of mesh points $x_{i}$ is symmetric with respect to $N / 2-1 / 4-d$. For $d=(N-1) / 2$, basis (3.210) [56] is equivalent to the symmetric basis (3.194) but the mesh is then slightly asymmetric. This apparently paradoxical situation is explained as follows. After the change of variables

$$
\begin{equation*}
u=\frac{1+t}{1-t} \tag{3.221}
\end{equation*}
$$

where $t$ belongs to $(-1,1)$, the weight function (3.214) becomes proportional to (3.200) multiplied by the asymmetric factor $(1-t)^{2 N}$. The two sets of polynomials are thus different.

The choice $d=N / 2-1 / 4$ puts the middle of the set of mesh point at $x=0$. The resulting symmetric mesh differs from the mesh of the previous subsection because it is obtained from a different - asymmetric - set of Gaussians, as is obvious from the comparison of (3.194) and (3.210) with $d \neq(N-1) / 2$. These Lagrange-Gaussian functions are displayed for $\nu=1 / 2, d=N / 2-1 / 4$ and $N=4$ in Fig. 11. They are similar to the Lagrange-Gaussian functions in Fig. 10 but the symmetric mesh is a little narrower here and the set of functions is obviously not symmetric.


Figure 11: Asymmetric Lagrange-Gaussian functions (3.220) for $\nu=1 / 2, N=4$, and $d=7 / 4$.

### 3.6.4 Lagrange-Gaussian mesh on $(0, \infty)$

For a radial problem on the interval $(0, \infty)$, it is interesting to have a basis of functions vanishing at the origin. This can be obtained from Gaussian functions with the basis

$$
\begin{array}{r}
\exp \left[-\nu(x-n)^{2}\right]-\exp \left[-\nu(x+n)^{2}\right] \propto \exp \left(-\nu x^{2}\right) \sinh (2 n+1) \nu x \\
n=1, \ldots, N . \tag{3.222}
\end{array}
$$

Notice the shift $n \rightarrow n+\frac{1}{2}(N+1)$ with respect to (3.194). The factor $\sinh (2 n+1) \nu x$ is equal to $\sinh \nu x$ multiplied by a polynomial depending on $\sinh ^{2} \nu x$. Lagrange meshes corresponding to this basis can be obtained in several ways [57].

First, one can simply keep the positive sector of the mesh (3.207) with $2 N$ points and project $2 N$ Lagrange functions (3.208) on negative parity according to (2.52). Second, it is also possible to directly construct Lagrange functions inspired by (3.222). If the polynomials $p_{k}\left(\sinh ^{2} \nu x\right)$ are orthonormal with respect to the weight function

$$
\begin{equation*}
\hat{w}(x)=\exp \left(-2 \nu x^{2}\right) \sinh ^{2} \nu x \tag{3.223}
\end{equation*}
$$

the basis (3.222) is equivalent to the orthonormal basis

$$
\begin{equation*}
\varphi_{k}(x)=\exp \left(-\nu x^{2}\right) \sinh \nu x \bar{p}_{k}\left(\sinh ^{2} \nu x\right) \tag{3.224}
\end{equation*}
$$

with $k=0, \ldots, N-1$. This suggests the change of variable

$$
\begin{equation*}
t(x)=\sinh ^{2} \nu x \tag{3.225}
\end{equation*}
$$

The weight function (3.223) becomes after this change of variable,

$$
\begin{equation*}
w(t)=x^{\prime}(t) \hat{w}[x(t)]=\frac{1}{2 \nu} e^{-2 \nu^{-1}[\ln (\sqrt{t}+\sqrt{t+1})]^{2}} \sqrt{\frac{t}{t+1}} \tag{3.226}
\end{equation*}
$$

and leads to the orthonormal polynomials $\bar{p}_{k}(t)$.

The zeros $t_{i}$ of

$$
\begin{equation*}
\bar{p}_{N}\left(t_{i}\right)=0 \tag{3.227}
\end{equation*}
$$

provide the mesh points

$$
\begin{equation*}
x_{i}=\frac{1}{\nu} \ln \left(\sqrt{t_{i}}+\sqrt{t_{i}+1}\right) \tag{3.228}
\end{equation*}
$$

The Lagrange functions are

$$
\begin{equation*}
\hat{f}_{j}(x)=\hat{\lambda}_{j}^{-1 / 2} \frac{\nu \sinh 2 \nu x_{j} \varphi_{N}(x)}{\varphi_{N}^{\prime}\left(x_{j}\right)\left(\sinh ^{2} \nu x-t_{j}\right)} \tag{3.229}
\end{equation*}
$$

They are displayed for $\nu=1 / 2$ and $N=4$ in Fig. 12. Because of their Gaussian origin, they have some resemblance with the modified Lagrange-Laguerre functions in Fig. 5.


Figure 12: Lagrange-Gaussian functions (3.229) on $(0, \infty)$ for $\nu=1 / 2$ and $N=4$.

### 3.7 Lagrange meshes based on periodic functions

### 3.7.1 Lagrange-Fourier mesh

The Lagrange-Fourier mesh is presented in [4] under the name 'Cartesian mesh'. The more appropriate denomination 'Fourier mesh' was later used by us since Ref. [37]. In fact, most properties of this mesh were first derived by Meyer for odd numbers of mesh points [60]. The corresponding Lagrange functions were obtained in Eq. (4.8) of Ref. [60]. They were rediscovered in Refs. [26, 4] and employed in Ref. [33]. They are known under many different names and notations in the literature. For example, they are called 'psinc' in Ref. [61], 'Dirichlet discrete representation' in Ref. [62] and hidden as the sum of cosines $u_{i}^{p e r}$ in Ref. [63]. See $\S 5.2$ for an application of the Fourier mesh to the harmonic oscillator, Ref. [64] for applications to periodic potentials and $\S 8.5$ for translations and rotations on a Fourier mesh.

The Lagrange-Fourier functions are defined over the finite interval $\left(-\frac{1}{2} N,+\frac{1}{2} N\right)$. When $N$ is large, this interval is a good approximation of $(-\infty,+\infty)$ for bound-state calculations. A variational basis over this interval is the set of $N$ plane waves

$$
\begin{equation*}
\varphi_{k}(x)=N^{-1 / 2} e^{i 2 \pi k x / N}, \quad k=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1) \tag{3.230}
\end{equation*}
$$

The $k$ values are integers if $N$ is odd or half-integers if $N$ is even. They can take half-integer values because differences between them remain integers. These functions are related to orthogonal polynomials of a complex variable [15, 4]. The mesh points $x_{i}$ are given by

$$
\begin{equation*}
x_{i}=i, \quad i=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1) . \tag{3.231}
\end{equation*}
$$

The quadrature weights are

$$
\begin{equation*}
\lambda_{i}=1 . \tag{3.232}
\end{equation*}
$$

This simple constant-step quadrature is in fact a sort of Gauss quadrature, which is named here the Gauss-Fourier quadrature, and is thus very accurate for infinitely differentiable functions [65]. It is exact for the products $\varphi_{k}^{*}(x) \varphi_{k^{\prime}}(x)$ and thus for products of Lagrange functions (3.233).

The Lagrange-Fourier functions are real combinations (2.16) of the plane waves (3.230) and read [4]

$$
\begin{equation*}
f_{j}(x)=\frac{1}{N} \sum_{k=-\frac{1}{2}(N-1)}^{\frac{1}{2}(N-1)} e^{i 2 \pi k\left(x-x_{j}\right) / N}=\frac{\sin \pi\left(x-x_{j}\right)}{N \sin \frac{\pi}{N}\left(x-x_{j}\right)} \tag{3.233}
\end{equation*}
$$

[see Eq. (B.1)]. The Lagrange-Fourier functions are displayed for $N=4$ in Fig. 13.


Figure 13: Lagrange-Fourier functions (3.233) for $N=4$. The definition interval is thus ( $-2,2$ ).

The matrix elements of $d^{n} / d x^{n}$ are given exactly by the Gauss-Fourier quadrature since the derivatives of $\varphi_{k}(x)$ are proportional to $\varphi_{k}(x)$ and the derivatives of the Lagrange functions are linear combinations of these Lagrange functions. They are thus obtained directly from $f_{j}^{(n)}\left(x_{i}\right)$. For $d / d x$, they read [60]

$$
\begin{equation*}
D_{i \neq j}=(-1)^{i-j} \frac{\pi}{N \sin \left[\pi\left(x_{i}-x_{j}\right) / N\right]}, \quad D_{i i}=0 \tag{3.234}
\end{equation*}
$$

The exact kinetic matrix elements of $-d^{2} / d x^{2}[60,4]$ are given by (2.35) as

$$
\begin{align*}
& T_{i \neq j}=(-1)^{i-j} \frac{2 \pi^{2} \cos \left[\pi\left(x_{i}-x_{j}\right) / N\right]}{N^{2} \sin ^{2}\left[\pi\left(x_{i}-x_{j}\right) / N\right]},  \tag{3.235}\\
& T_{i i}=\frac{\pi^{2}}{3}\left(1-\frac{1}{N^{2}}\right) . \tag{3.236}
\end{align*}
$$

Let $\boldsymbol{D}$ and $\boldsymbol{T}$ be the corresponding matrices. With Eqs. (3.233) and (2.15), one easily proves

$$
\begin{equation*}
\boldsymbol{T}=-\boldsymbol{D}^{2} \tag{3.237}
\end{equation*}
$$

Similar relations exist for the matrix elements of higher-order derivatives.
The Lagrange-Fourier functions can also be useful for periodic problems. They are in particular very useful for treating the azimuthal angle $\varphi$ on $(0,2 \pi)$. With a scaling factor $h=2 \pi / N$ and a translation, the mesh points are given for $i=1$ to $N$ by (2.42) as

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{N} \pi \tag{3.238}
\end{equation*}
$$

and the weights by (2.43) as

$$
\begin{equation*}
\lambda_{i}=\frac{2 \pi}{N} \tag{3.239}
\end{equation*}
$$

This quadrature has incorrectly been interpreted as corresponding to a Gauss-Chebyshev quadrature of the first kind [66]. While the meshes are similar, the basis corresponding to Chebyshev polynomials of the first kind and thus the Lagrange functions differ from (3.230) and (3.233). See $\S 3.7 .4$ for the Lagrange mesh related to these polynomials.

The Lagrange functions can be obtained from relation (3.233), scaled with $h$ according to (2.44). The kinetic matrix elements read according to (2.46) [5],

$$
\begin{align*}
& T_{i \neq j}=(-1)^{i-j} \frac{\cos \frac{1}{2}\left(x_{i}-x_{j}\right)}{2 \sin ^{2} \frac{1}{2}\left(x_{i}-x_{j}\right)},  \tag{3.240}\\
& T_{i i}=\frac{1}{12}\left(N^{2}-1\right) . \tag{3.241}
\end{align*}
$$

### 3.7.2 First sine meshes

The preceding constant-step mesh has been introduced for one-dimensional problems on the $(-\infty,+\infty)$ interval, approximated as a scaled symmetric finite interval $(-1,1)$ $[26,4,27,67]$. It is possible to define meshes based on sine functions on the $(-1,1)$ interval $[66,33,6]$. Meshes can also be derived for the ( 0,1 ) interval (see $\S 5.5$ ) that can be scaled as $(0, h)$ to approximate the $(0, \infty)$ domain useful to describe radial equations. In this case, basis functions vanishing at the origin are of particular interest. The kinetic matrix elements are derived by Muckerman [66] (see also Ref. [33]). They are rediscovered as 'little sinc functions' in Ref. [68] in a collocation context.

Different meshes are obtained according to the boundary conditions imposed on the basis functions. Let us first consider the orthonormal functions

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{2} \sin \pi k x \tag{3.242}
\end{equation*}
$$

$(k=1, \ldots, N)$, which vanish at both ends of the $(0,1)$ interval. For these functions, the left-hand sides of the Lagrange conditions (2.14) read with (B.2),

$$
\begin{equation*}
\sum_{k=1}^{N} \varphi_{k}\left(x_{i}\right) \varphi_{k}\left(x_{j}\right)=\frac{1}{2}\left\{\frac{\sin \left[(2 N+1) \frac{\pi}{2}\left(x_{i}-x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x_{i}-x_{j}\right)}-\frac{\sin \left[(2 N+1) \frac{\pi}{2}\left(x_{i}+x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right\} \tag{3.243}
\end{equation*}
$$

for $i \neq j$. Expression (3.243) vanishes when both terms have the common value 1 or -1 [32]. A mesh with step $1 /(N+1)$ is given by

$$
\begin{equation*}
x_{i}=\frac{i}{N+1}, \quad i=1, \ldots, N \tag{3.244}
\end{equation*}
$$

This mesh is symmetric with respect to $1 / 2$. The number of mesh points can be even or odd. The corresponding quadrature weights are given by (2.14) as

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N+1} . \tag{3.245}
\end{equation*}
$$

With (3.243), a compact form for the Lagrange functions is readily established from (2.16) as

$$
\begin{equation*}
f_{j}(x)=\frac{\sqrt{N+1}}{2}\left\{\frac{\sin \left[(2 N+1) \frac{\pi}{2}\left(x-x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x-x_{j}\right)}-\frac{\sin \left[(2 N+1) \frac{\pi}{2}\left(x+x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x+x_{j}\right)}\right\} . \tag{3.246}
\end{equation*}
$$

The first Lagrange-sine functions are displayed for $N=4$ in Fig. 14. Notice that these Lagrange functions can also be obtained by a negative-parity projection (2.52) of the Lagrange-Fourier functions (3.233) for an odd number $2 N+1$ of mesh points, after scaling the corresponding interval $\left(-N-\frac{1}{2}, N+\frac{1}{2}\right)$ to $(-1,1)$.


Figure 14: First Lagrange-sine functions (3.246) over $(0,1)$ for $N=4$.
A derivation of compact expressions for the matrix elements of the kinetic energy is easy with the Gauss quadrature defined by (3.244) and (3.245). With (2.35), one obtains exact expressions since $\varphi_{k}^{\prime \prime}(x)$ is proportional to $\varphi_{k}(x)$ so that the Gaussquadrature formula is exact for matrix elements of derivatives of even order. Notice
that the matrix elements of the first-order derivative are thus not exactly given by the Gauss quadrature. The kinetic matrix elements read

$$
\begin{equation*}
T_{i \neq j}=(-1)^{i-j} \frac{\pi^{2}}{2}\left[\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}-x_{j}\right)}-\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right] \tag{3.247}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}=\frac{\pi^{2}}{2}\left[\frac{2}{3}(N+1)^{2}+\frac{1}{3}-\frac{1}{\sin ^{2} \pi x_{i}}\right] . \tag{3.248}
\end{equation*}
$$

The correctness of the numerical kinetic-energy matrix can be tested on its eigenvalues $\pi^{2} k^{2}, k=1, \ldots, N$. Equations (3.247) and (3.248) were derived in Ref. [69] but the authors did not use them with a diagonal potential matrix. Equations (3.244) to (3.248) were established by Schwartz (Eqs. (37) and (39) of Ref. [26]) in a collocation context, without mention neither of a Gauss quadrature, nor of their exactness.

As noted in Refs. [66, 70], this mesh is related to the Chebyshev polynomials of the second kind. Indeed, these polynomials are defined by

$$
\begin{equation*}
U_{n}(\cos u)=\frac{\sin (n+1) u}{\sin u} \tag{3.249}
\end{equation*}
$$

with $h_{n}=\pi / 2$ and $k_{n}=2^{n}$ [22]. One can rewrite Eq. (3.242) for $k=1$ to $N$ as

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{2} \sin \pi x U_{k-1}(\cos \pi x) . \tag{3.250}
\end{equation*}
$$

The mesh points are solutions of

$$
\begin{equation*}
U_{N}\left(\cos \pi x_{i}\right) \propto \sin (N+1) \pi x_{i}=0 \tag{3.251}
\end{equation*}
$$

which leads to the mesh (3.244). By using the Christoffel-Darboux relation (3.4), the Lagrange functions (2.16) can be written as

$$
\begin{align*}
f_{j}(x) & =\lambda_{j}^{1 / 2} \sin \pi x_{j} U_{N-1}\left(\cos \pi x_{j}\right) \frac{\sin \pi x U_{N}(\cos \pi x)}{\cos \pi x-\cos \pi x_{j}}  \tag{3.252}\\
& =\frac{1}{\sqrt{N+1}} \sin N \pi x_{j} \frac{\sin (N+1) \pi x}{\cos \pi x-\cos \pi x_{j}} \tag{3.253}
\end{align*}
$$

which is equivalent to (3.246). The Gauss quadrature associated with (3.244)-(3.245) is obtained from the Gauss-Chebyshev quadrature of the second kind [22] after a change of variable $x \rightarrow \cos \pi x$. Equivalent expressions for (3.247) and (3.248) can be derived in a similar way.

Interestingly, the same basis leads to two other meshes [32]. These meshes are asymmetric but mutually symmetric with respect to the center $1 / 2$ of the interval. The expressions (3.243) also vanish when both numerators are simultaneously zero. The two meshes with constant spacing $2 /(2 N+1)$ are for $i=1, \ldots, N[32]$,

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{2 N+1} \tag{3.254}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}=\frac{2 i}{2 N+1} . \tag{3.255}
\end{equation*}
$$

The corresponding weights $\lambda_{i}$ are

$$
\begin{equation*}
\lambda_{i}=\frac{2}{2 N+1} . \tag{3.256}
\end{equation*}
$$

The Gauss formula also takes here a very simple form. See [32] for the expressions of the kinetic matrix elements. These meshes are also related to the Chebyshev polynomials of the second kind. For pairs of different zeros, the numerator of the Darboux-Christoffel relation (3.4) vanishes in a more complicated way than in Eq. (3.251).

### 3.7.3 Second sine meshes

Other sine meshes on the $(0,1)$ interval correspond to a basis that does not vanish at 1 . One of them has been used in scattering problems [71, 72]. The orthonormal functions

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{2} \sin \pi\left(k-\frac{1}{2}\right) x \tag{3.257}
\end{equation*}
$$

$(k=1, \ldots, N)$ vanish at 0 and their first derivatives vanish at 1 . With Eq. (B.3), the left-hand side of the Lagrange conditions reads

$$
\begin{equation*}
\sum_{k=1}^{N} \varphi_{k}\left(x_{i}\right) \varphi_{k}\left(x_{j}\right)=\frac{1}{2}\left[\frac{\sin N \pi\left(x_{i}-x_{j}\right)}{\sin \frac{\pi}{2}\left(x_{i}-x_{j}\right)}-\frac{\sin N \pi\left(x_{i}+x_{j}\right)}{\sin \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right] \tag{3.258}
\end{equation*}
$$

for $i \neq j$. They are satisfied when both terms have the same value +1 or -1 . These conditions provide the asymmetric constant-step mesh

$$
\begin{equation*}
x_{i}=\frac{2 i}{2 N+1}, \quad i=1, \ldots, N, \tag{3.259}
\end{equation*}
$$

which is identical to the mesh (3.255) with the same weights (3.256). However, in spite of this similarity, the two meshes correspond to different Lagrange functions with different boundary conditions. Relation (3.258) provides

$$
\begin{equation*}
f_{j}(x)=\frac{1}{\sqrt{4 N+2}}\left[\frac{\sin N \pi\left(x-x_{j}\right)}{\sin \frac{\pi}{2}\left(x-x_{j}\right)}-\frac{\sin N \pi\left(x+x_{j}\right)}{\sin \frac{\pi}{2}\left(x+x_{j}\right)}\right] . \tag{3.260}
\end{equation*}
$$

The second Lagrange-sine functions are displayed for $N=4$ in Fig. 15. Notice that their first derivatives all vanish at $x=1$.

For $i \neq j$, the $T_{i j}$ are given by (3.247),

$$
\begin{equation*}
T_{i \neq j}=(-1)^{i-j} \frac{\pi^{2}}{2}\left[\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}-x_{j}\right)}-\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right] \tag{3.261}
\end{equation*}
$$

but with different values for the $x_{i}$. For $i=j$, they slightly differ from (3.248),

$$
\begin{equation*}
T_{i i}=\frac{\pi^{2}}{2}\left[\frac{2}{3} N(N+1)+\frac{1}{2}-\frac{1}{\sin ^{2} \pi x_{i}}\right] . \tag{3.262}
\end{equation*}
$$

The correctness of the kinetic-energy matrix can be tested on its eigenvalues $\pi^{2}\left(k-\frac{1}{2}\right)^{2}$.
This mesh is related to Jacobi polynomials with $\alpha=1 / 2$ and $\beta=-1 / 2[66,70]$ by

$$
\begin{align*}
\sin (2 n+1) u & =\sin u U_{2 n}(\cos u) \\
& =\sqrt{\pi} h_{n}^{-1 / 2} \sin u P_{n}^{(1 / 2,-1 / 2)}(\cos 2 u), \tag{3.263}
\end{align*}
$$



Figure 15: Second Lagrange-sine functions (3.260) over $(0,1)$ for $N=4$.
[22] where $h_{n}=[\Gamma(n+1 / 2) / n!]^{2}$ is given by (3.149). Eq. (3.257) can be rewritten as

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{\pi} h_{k-1}^{-1 / 2}(1-\cos \pi x)^{1 / 2} P_{k-1}^{(1 / 2,-1 / 2)}(\cos \pi x) . \tag{3.264}
\end{equation*}
$$

The mesh points (3.259) are solutions of

$$
\begin{equation*}
P_{N}^{(1 / 2,-1 / 2)}\left(\cos \pi x_{i}\right)=0 . \tag{3.265}
\end{equation*}
$$

By using relation (3.4), the Lagrange functions (2.16) can be written as

$$
\begin{align*}
f_{j}(x) & =\sqrt{\frac{\lambda_{j}}{h_{N-1}}} \sin \frac{1}{2} \pi x_{j} P_{N-1}^{(1 / 2,-1 / 2)}\left(\cos \pi x_{j}\right) \frac{\sin \frac{1}{2} \pi x P_{N}^{(1 / 2,-1 / 2)}(\cos \pi x)}{\cos \pi x-\cos \pi x_{j}}  \tag{3.266}\\
& =\sqrt{\frac{2}{2 N+1}} \sin \left(N-\frac{1}{2}\right) \pi x_{j} \frac{\sin \left(N+\frac{1}{2}\right) \pi x}{\cos \pi x-\cos \pi x_{j}} \tag{3.267}
\end{align*}
$$

which is equivalent to (3.260). The Gauss quadrature associated with (3.259) and (3.256) is obtained from the Gauss-Jacobi quadrature after a change of variable $x \rightarrow$ $\cos \pi x$. Equivalent expressions for (3.261) and (3.262) can be derived in a similar way.

Additional meshes correspond to the same basis (3.257). The Lagrange conditions (3.258) are also satisfied when both numerators vanish simultaneously. A mesh symmetric with respect to $1 / 2$ is

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{2 N}, \quad i=1, \ldots, N . \tag{3.268}
\end{equation*}
$$

The weights are given by (2.14) as

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N} . \tag{3.269}
\end{equation*}
$$

Here the Lagrange functions are still given by (3.260) but with different mesh points. The exact expressions of the kinetic matrix elements are

$$
\begin{equation*}
T_{i \neq j}=(-1)^{i-j} \frac{\pi^{2}}{2}\left[\frac{\cos \frac{\pi}{2}\left(x_{i}-x_{j}\right)}{\sin ^{2} \frac{\pi}{2}\left(x_{i}-x_{j}\right)}+\frac{\cos \frac{\pi}{2}\left(x_{i}+x_{j}\right)}{\sin ^{2} \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right] \tag{3.270}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}=\frac{\pi^{2}}{2}\left[\frac{1}{6}\left(4 N^{2}-1\right)+\frac{\cos \pi x_{i}}{\sin ^{2} \pi x_{i}}\right] . \tag{3.271}
\end{equation*}
$$

The correctness of the kinetic-energy matrix can be tested on its eigenvalues $\pi^{2}(k-$ $\left.\frac{1}{2}\right)^{2}, k=1, \ldots, N$. The results (3.268)-(3.271) and (3.260) can also be obtained by projecting the Fourier-mesh results (3.231), (3.232) and (3.235), (3.236) on negative parity for even numbers $2 N$ of mesh points, after scaling the interval $(-N, N)$ to $(-1,1)$.

Another mesh satisfying (3.258),

$$
\begin{equation*}
x_{i}=\frac{i}{N}, \quad i=1, \ldots, N \tag{3.272}
\end{equation*}
$$

is equivalent to the mesh employed in Ref. [71] and simplified in Ref. [67]. Here the spacing between successive points is $1 / N$. As the last point $x_{N}=1$ is at the upper boundary of the interval, the corresponding formulas are slightly more complicated since the last point requires a separate treatment. It was used in an $R$-matrix treatment in Ref. [71]. Drawbacks of this mesh are discussed in Refs. [44, 14].

These meshes also correspond to Jacobi polynomials. For pairs of different zeros, the numerator of relation (3.4) vanishes in a more complicated way than in Eq. (3.265).

### 3.7.4 Cosine meshes

Let us consider the orthonormal functions

$$
\begin{equation*}
\varphi_{k}(x)=\left(2-\delta_{k 0}\right)^{1 / 2} \cos \pi k x \tag{3.273}
\end{equation*}
$$

( $k=0, \ldots, N-1$ ), the derivatives of which vanish at both ends of the $(0,1)$ interval. This basis was studied in Ref. [70].

With Eq. (B.2), the left-hand sides of the Lagrange conditions (2.14) read

$$
\begin{equation*}
\sum_{k=0}^{N-1} \varphi_{k}\left(x_{i}\right) \varphi_{k}\left(x_{j}\right)=\frac{1}{2}\left\{\frac{\sin \left[(2 N-1) \frac{\pi}{2}\left(x_{i}-x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x_{i}-x_{j}\right)}+\frac{\sin \left[(2 N-1) \frac{\pi}{2}\left(x_{i}+x_{j}\right)\right]}{\sin \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right\} \tag{3.274}
\end{equation*}
$$

for $i \neq j$. A mesh with step $1 / N$ given by

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{2 N} \tag{3.275}
\end{equation*}
$$

for $i=1$ to $N$ is symmetric with respect to $1 / 2$. The corresponding quadrature weights are given by (2.14) as

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N} . \tag{3.276}
\end{equation*}
$$

Using Appendix Appendix B:, the Lagrange functions can be simplified with respect to Eq. (8) of Ref. [70] as

$$
\begin{equation*}
f_{j}(x)=\frac{1}{\sqrt{N}}\left[\frac{\sin \frac{2 N-1}{2} \pi\left(x-x_{j}\right)}{\sin \frac{\pi}{2}\left(x-x_{j}\right)}-\frac{\sin \frac{2 N-1}{2} \pi\left(x+x_{j}\right)}{\sin \frac{\pi}{2}\left(x+x_{j}\right)}\right] . \tag{3.277}
\end{equation*}
$$

The kinetic matrix elements of $-d^{2} / d x^{2}$ are exactly given by the Gauss quadrature defined by (3.275) and (3.276). They read [70]

$$
\begin{equation*}
T_{i \neq j}=(-1)^{i-j} \frac{\pi^{2}}{2}\left[\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}-x_{j}\right)}-\frac{1}{\sin ^{2} \frac{\pi}{2}\left(x_{i}+x_{j}\right)}\right] \tag{3.278}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}=\frac{\pi^{2}}{2}\left[\frac{1}{3}\left(2 N^{2}+1\right)-\frac{1}{\sin ^{2} \pi x_{i}}\right] . \tag{3.279}
\end{equation*}
$$

These expressions are almost identical to (3.247) and (3.248) with $N$ replacing $N+1$ and different sets of mesh points $x_{i}$. The correctness of the kinetic-energy matrix can be tested on its eigenvalues $\pi^{2} k^{2}, k=0, \ldots, N-1$.

The Lagrange functions (3.277) are related to the Chebyshev polynomials of the first kind [70] since [22]

$$
\begin{equation*}
T_{n}(\cos u)=\cos n u . \tag{3.280}
\end{equation*}
$$

The mesh points (3.275) are solutions of

$$
\begin{equation*}
T_{N}\left(\cos \pi x_{i}\right)=\cos N \pi x_{i}=0 \tag{3.281}
\end{equation*}
$$

The Lagrange functions can be written as

$$
\begin{align*}
f_{j}(x) & =\frac{1}{\sqrt{N}} T_{N-1}\left(\cos \pi x_{j}\right) \frac{T_{N}(\cos \pi x)}{\cos \pi x-\cos \pi x_{j}}  \tag{3.282}\\
& =\frac{1}{\sqrt{N}} \cos (N-1) \pi x_{j} \frac{\cos N \pi x}{\cos \pi x-\cos \pi x_{j}} \tag{3.283}
\end{align*}
$$

which is equivalent to (3.277). The quadrature (3.274), (3.275) is obtained from the Gauss-Chebyshev quadrature of the first kind [22] after a change of variable $x \rightarrow \cos \pi x$.

Two other meshes can be obtained from (3.274) for $i=1, \ldots, N$,

$$
\begin{equation*}
x_{i}=\frac{2 i-2}{2 N-1} \tag{3.284}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{2 N-1} . \tag{3.285}
\end{equation*}
$$

They are mutually symmetric and each of them involves one extremity of the interval. These meshes also correspond to Chebyshev polynomials of the first kind. For pairs of different zeros, the numerator of relation (3.4) vanishes in a more complicated way than in Eq. (3.281). The mesh (3.284) can also be obtained by projecting the Fourier mesh (3.231) on positive parity for an odd number $2 N-1$ of mesh points, after scaling the interval $\left(-N+\frac{1}{2}, N-\frac{1}{2}\right)$ to $(-1,1)$.

### 3.7.5 Cardinal sine (sinc) mesh

The Lagrange-sinc functions are defined over $(-\infty,+\infty)[26,33,37,6]$. They are not periodic but they are closely related to the Fourier mesh. The corresponding mesh was first used for a quantum-mechanical problem by Schwartz in a collocation spirit [26]. Colbert and Miller introduced this basis and mesh in a variational approach in the context of the DVR as the limit of a sine mesh [33]. This mesh was rediscovered several times [62, 73].

The mesh points

$$
\begin{equation*}
x_{i}=i, \quad i=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1), \tag{3.286}
\end{equation*}
$$

and weights

$$
\begin{equation*}
\lambda_{i}=1 \tag{3.287}
\end{equation*}
$$

are the same as those of the Fourier mesh [Eqs. (3.231) and (3.232)]. They define a Gauss-like quadrature for finite $N$ values, identical to the Gauss-Fourier quadrature. The interest of this constant-step Gauss quadrature was first discussed by Schwartz [65]. The Lagrange-sinc functions are defined as

$$
\begin{equation*}
f_{j}(x)=\operatorname{sinc}\left(x-x_{j}\right), \tag{3.288}
\end{equation*}
$$

where the sinc or cardinal sine function is given by [74]

$$
\begin{equation*}
\operatorname{sinc} x=\frac{\sin \pi x}{\pi x} \tag{3.289}
\end{equation*}
$$

The Lagrange-sinc functions are displayed for $N=4$ in Fig. 16. They resemble the Lagrange-Fourier functions of Fig. 13, with an important difference: the interval of definition is infinite. In spite of this infinite interval, one observes in Fig. 16 that the useful part of this interval and the mesh points are located in $\left(-\frac{1}{2}(N+1), \frac{1}{2}(N+1)\right)$.


Figure 16: Lagrange-sinc functions (3.288) for $N=4$.
Contrary to some statements in the literature, a finite Lagrange-sinc basis is orthonormal [74] and does not require additional approximations with respect to other Lagrange bases. There is no need to consider that a part of an infinite basis must
be neglected as assumed in Ref. [33]. Also, the statement that there is 'no explicit reference to an underlying basis set' [33] is not correct.

The complete set of Lagrange-sinc functions can be seen as the limit of the LagrangeFourier functions for $N \rightarrow \infty$ [33],

$$
\begin{equation*}
f_{j}(x)=\lim _{N \rightarrow \infty} \frac{\sin \pi\left(x-x_{j}\right)}{N \sin \frac{\pi}{N}\left(x-x_{j}\right)} \tag{3.290}
\end{equation*}
$$

The matrix elements of $d / d x$ are [26]

$$
\begin{equation*}
D_{i \neq j}=(-1)^{i-j} \frac{1}{x_{i}-x_{j}}, \quad D_{i i}=0 \tag{3.291}
\end{equation*}
$$

The exact kinetic matrix elements are given either by a direct calculation or by the limit of (3.235)-(3.236) for $N \rightarrow \infty[26,33]$,

$$
\begin{align*}
& T_{i \neq j}=(-1)^{i-j} \frac{2}{\left(x_{i}-x_{j}\right)^{2}},  \tag{3.292}\\
& T_{i i}=\frac{\pi^{2}}{3} . \tag{3.293}
\end{align*}
$$

The Lagrange-sinc basis can be projected on parity over $(0, \infty)$ [33]. To avoid a mesh point at the origin, one chooses the even number $2 N$ of points before projection. The resulting basis is scaled with $h=1 / N$, i.e. in such a way that the mesh points are inside the $(0,1)$ interval. One obtains for $i=1$ to $N$ the mesh

$$
\begin{equation*}
x_{i}=\frac{2 i-1}{2 N} \tag{3.294}
\end{equation*}
$$

The Gauss-quadrature weights read

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N} . \tag{3.295}
\end{equation*}
$$

The Lagrange functions (2.52) for parity $p= \pm 1$ are given by

$$
\begin{equation*}
f_{j}^{p}(x)=(N / 2)^{1 / 2}\left\{\operatorname{sinc}\left[N\left(x-x_{j}\right)\right]+p \operatorname{sinc}\left[N\left(x+x_{j}\right)\right]\right\} . \tag{3.296}
\end{equation*}
$$

These functions are defined over $(0, \infty)$. For $p=-1$, they vanish at the origin and are displayed for $N=4$ in Fig. 17. The part extending beyond $x=9 / 8$ does not play a physical role.

The kinetic matrix elements (2.55) read [33]

$$
\begin{equation*}
T_{i \neq j}^{p}=(-1)^{i-j} N^{2}\left[\frac{2}{\left(x_{i}-x_{j}\right)^{2}}+\frac{2 p}{\left(x_{i}+x_{j}\right)^{2}}\right] \tag{3.297}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i i}^{p}=N^{2}\left(\frac{\pi^{2}}{3}+\frac{p}{2 x_{i}^{2}}\right) \tag{3.298}
\end{equation*}
$$



Figure 17: Negative-parity Lagrange-sinc functions (3.296) for $N=4$.

### 3.8 Numerical considerations

For calculations of bound-state energies, only the values $x_{i}$ of the mesh-point locations and a method of diagonalization of a symmetric matrix are needed in Lagrange-mesh calculations. They allow calculating the values of the matrix elements $D_{i j}$ and $T_{i j}$ with the formulas of the present section. The weights $\lambda_{i}$ are only needed to obtain explicit expressions of the wave functions or when the potential is non-local [Eq. (2.30)].

The zeros $x_{i}$ and weights $\lambda_{i}$ corresponding to classical orthogonal polynomials are available in most libraries of programs. Home-made values can be obtained with the technique of $\S 3.6 .1$ using the coefficients given after Eq. (3.189).

The explicit evaluation of Lagrange functions can be obtained simply with the form (2.17) or (2.18) of these functions. However, these expressions are inaccurate in the vicinity of the zero $x_{j}$ associated with a Lagrange function $f_{j}(x)$ since both the numerator and denominator tend to zero. In a small interval around $x_{j}$, one can evaluate $f_{j}(x)$ with the second-order Taylor expansion

$$
\begin{equation*}
f_{j}(x) \approx \lambda_{j}^{-1 / 2}\left[1+f_{j}^{\prime}\left(x_{j}\right)\left(x-x_{j}\right)+\frac{1}{2} f_{j}^{\prime \prime}\left(x_{j}\right)\left(x-x_{j}\right)^{2}\right] \tag{3.299}
\end{equation*}
$$

since $f_{j}^{\prime}\left(x_{j}\right)$ and $f_{j}^{\prime \prime}\left(x_{j}\right)$ are known. Another option is to use in this interval or everywhere expression (2.16), when it exists.

Some applications may require further matrix algebra such as matrix inversion (§6.1) or complex-matrix diagonalization (§6.6). For multidimensional problems, only a number of lowest eigenvalues of a large matrix are in general necessary. A diagonalization becomes unpractical and specific techniques should be used such as in Ref. [75].

## 4 Comparison with related methods

### 4.1 Historical aspects

The Lagrange-mesh method is based on three ingredients: (i) the variational method, (ii) a Gauss quadrature and (iii) Lagrange functions which are proportional to cardinal
functions associated with the quadrature mesh points. All these ingredients are well known and all three have been widely used separately or in some combinations for quantum mechanical problems. This is obvious for the variational method but the simultaneous use of the other two ingredients is less well known.

A number of papers discuss the interest of the Gauss quadrature and/or cardinal functions. I now quote important works that were not known to me when reference [4] was written. This subsection is devoted to seminal papers introducing some of the above ingredients. The next subsections are devoted to important competing techniques that are sometimes very close to the LMM or even essentially identical in particular cases.

Harris et al have opened the way by suggesting to start with the matrix representation $\boldsymbol{X}$ of the coordinate $x$ in some basis of $N$ square-integrable functions $\varphi_{j}(x)$, i.e.,

$$
\begin{equation*}
X_{i j}=\left\langle\varphi_{i}\right| x\left|\varphi_{j}\right\rangle . \tag{4.1}
\end{equation*}
$$

They diagonalize this matrix with an orthogonal matrix $\boldsymbol{O}$,

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{O} \operatorname{diag}\left(x_{1}, x_{2}, \ldots, x_{N}\right) \boldsymbol{O}^{-1} \tag{4.2}
\end{equation*}
$$

and use the resulting eigenvalues $x_{i}$ and eigenvector matrix $\boldsymbol{O}$ to approximate the matrix representation $\boldsymbol{V}$ of $V(x)$ [76] as

$$
\begin{equation*}
\boldsymbol{V}=\boldsymbol{O} \operatorname{diag}\left[V\left(x_{1}\right), V\left(x_{2}\right), \ldots, V\left(x_{N}\right)\right] \boldsymbol{O}^{-1} \tag{4.3}
\end{equation*}
$$

Matrix $\boldsymbol{O}$ is not denoted with the usual notation $\boldsymbol{T}$ to avoid confusion with the kineticenergy matrix. This idea is at the basis of the DVR described in $\S 4.2$.

Dickinson and Certain [77] made an important contribution by justifying the method of Harris et al with the Gauss quadrature when the basis functions are constructed from orthogonal polynomials. They showed that relation (4.2) then provides the zeros of an orthogonal polynomial as eigenvalues, with an orthogonal matrix $\boldsymbol{O}$ [see Eq. (3.188)]. These zeros can thus be related to a Gauss quadrature. Relation (4.3) arises from this Gauss quadrature. Dickinson and Certain remark that 'the evaluation of the matrix elements and the convergence of the eigenvalues with increasing $N$ need not be considered simultaneously'. In other words, the accuracy on some eigenvalues can be better than the accuracy on individual matrix elements.

Meyer starts with the constant-step mesh (3.231) scaled over $(-\pi,+\pi)$ [60]. A Fourier expansion equivalent to basis (3.230) for an odd number $N$ of mesh points leads to an exact derivation of the matrix elements of $d / d x$ and $d^{2} / d x^{2}$. Interestingly, Meyer reinterprets these results in terms of functions denoted as $\delta_{j}(x)$ that are nothing but properly scaled Lagrange-Fourier functions (3.233). His application to the one-dimensional harmonic oscillator is thus equivalent to a Lagrange-mesh calculation ( $\S 5.2$ ), but in a collocation spirit for the potential term. The conceptual difference with the LMM lies in the absence of the Gauss-like quadrature justification. Meyer does not notice that the developed method is also valid for even numbers of mesh points.

Manopoulos and Wyatt proposed a method the spirit of which is very close to the LMM [78]. They start with a Gauss-like quadrature, the Lobatto quadrature [22] which includes the extremities of the interval in the mesh, and construct consistent interpolation functions equivalent to Lagrange functions. These functions are used together
with the Lobatto quadrature in the Kohn variational principle to study reactions. The Lobatto quadrature is chosen in order to impose specific boundary conditions to scattering wave functions. These authors notice that their basis is not exactly orthogonal but that it is orthonormal with the Lobatto quadrature and that this approximation is at least as good as the exact calculation. This approach is close to, but slightly more complicated and slightly less accurate, than the LMM. Even for scattering problems, there is no obvious advantage in having the extremities of the interval as mesh points (see §6.1).

### 4.2 Discrete-variable representation

The method of the discrete-variable representation (DVR) has known several evolutions and still has presently several definitions. As explained below, for the meshes based on classical orthogonal polynomials, it is equivalent to the LMM, but without the use of Lagrange functions in its original form.

Reference [79] is sometimes quoted as the origin of the DVR. In that work, a method is introduced to make use of a set of values of energy surfaces at different points in calculations of molecular spectra. This method is basically a collocation method with a freedom of choice of the mesh but the arbitrary choice of the mesh points does not lead to a high accuracy.

The real start of the DVR can be found in a 1985 paper [18] referring in his title to a 'generalized discrete-variable approximation' but first giving a precise definition of the DVR (see below for the 'generalized' aspect). In that work, a variational approximation of the wave function

$$
\begin{equation*}
\psi(x)=\sum_{k=1}^{N} c_{k} \varphi_{k}(x) \tag{4.4}
\end{equation*}
$$

expanded in a finite basis $\varphi_{k}(x)$ related to polynomials $p_{k-1}(x)$ orthogonal on interval $(a, b)$, in the present notation, is combined with a Gauss quadrature based on these orthogonal polynomials in the spirit of Ref. [76]. This method is denoted as the FiniteBasis Representation (FBR). The $N$ mesh points are defined as the zeros of $p_{N}(x)$,

$$
\begin{equation*}
p_{N}\left(x_{i}\right)=0 . \tag{4.5}
\end{equation*}
$$

The matrix representation of the Hamiltonian is transformed with an orthogonal matrix $\boldsymbol{O}$ with elements

$$
\begin{equation*}
O_{i j}=\varphi_{i}\left(x_{j}\right) \sqrt{\lambda_{j}}, \tag{4.6}
\end{equation*}
$$

where the $\lambda_{j}$ are the Gauss weights in the present notation, into another representation in which the Gauss-quadrature approximation of the potential is diagonal. The DVR basis is related to the mesh points but is not defined explicitly; orthogonal transformations are performed at the level of matrix elements. A look at Eq. (2.16) shows that the orthogonal transformation leads to Lagrange functions.

The matrix elements of the kinetic-energy operator are calculated in the $\varphi_{k}$ basis

$$
\begin{equation*}
T_{i j}^{\mathrm{FBR}}=-\frac{\hbar^{2}}{2 m} \int_{a}^{b} \varphi_{i}^{*}(x) \frac{d^{2}}{d x^{2}} \varphi_{j}(x) d x \tag{4.7}
\end{equation*}
$$

and the FBR kinetic matrix is transformed into the DVR basis as

$$
\begin{equation*}
\boldsymbol{T}^{\mathrm{DVR}}=\boldsymbol{O} \boldsymbol{T}^{\mathrm{FBR}} \boldsymbol{O}^{-1} \tag{4.8}
\end{equation*}
$$

The potential matrix elements are approximated with the Gauss quadrature as

$$
\begin{equation*}
V_{m n}^{\mathrm{FBR}} \approx \sum_{k} \lambda_{k} \varphi_{m}^{*}\left(x_{k}\right) V\left(x_{k}\right) \varphi_{n}\left(x_{k}\right) \tag{4.9}
\end{equation*}
$$

and the potential matrix is transformed into the DVR basis as

$$
\begin{equation*}
\left(\boldsymbol{V}^{\mathrm{DVR}}\right)_{i j}=\left(\boldsymbol{O} \boldsymbol{V}^{\mathrm{FBR}} \boldsymbol{O}^{-1}\right)_{i j}=V\left(x_{i}\right) \delta_{i j} . \tag{4.10}
\end{equation*}
$$

Hence the approximate variational equations become

$$
\begin{equation*}
\sum_{j=1}^{N}\left[T_{i j}^{\mathrm{DVR}}+\left(V\left(x_{i}\right)-E\right) \delta_{i j}\right] c_{j}=0 \tag{4.11}
\end{equation*}
$$

which are identical to the Lagrange-mesh equations (2.29) for orthogonal polynomials. Reference [18] also presents a generalization attempting to get rid of the constraint (4.5) on the mesh points. The authors mention that the added freedom on the mesh points may be at the cost of accuracy.

This method [19] has known many evolutions [27, 71, 72]. The basis states $\left|x_{i}\right\rangle$ of the DVR are often named 'position states'. Although they are implicitly defined by Eq. (2.16), these states are not explicitly displayed in Ref. [18]. This ambiguity has led to misinterpretations of the DVR basis states. Some authors incorrectly consider that a representation of these states $\left|x_{i}\right\rangle$ is given by Dirac $\delta$ functions, $\left\langle x \mid x_{i}\right\rangle=\delta\left(x-x_{i}\right)$. Such a basis of non-square-integrable states cannot be used in the variational principle.

The correct interpretation of the DVR basis based on orthogonal polynomials in terms of Lagrange functions was first proposed by Szalay [41]. Formal definitions of the DVR based on projections of Dirac delta functions in a finite-dimensional space are studied in Refs. [31]. Muckerman [66] considered DVRs based on sine [Eq. (3.242)] and Fourier [Eq. (3.230)] functions and attempted to relate them to the Gauss-Chebychev quadratures of the second and first kind, respectively (see §3.7). Lagrange functions are introduced under the expansion form (2.16). An advantage of the Lagrange functions is that they provide an approximate wave function at any $x$ and not only at mesh points $x_{i}$. In addition, the existence of compact expressions for the Lagrange functions [4] provides compact expressions for the kinetic matrix elements $T_{i j}$ or, through (2.35), compact approximations. The tedious basis transformation (4.8) from the FBR to the DVR can be avoided [80, 81]. This would simplify existing DVR calculations [82]. While, in the DVR, conditions (2.14) and (2.15) which are equivalent to (2.10) and (2.13) play a central role, they do not appear explicitly in Refs. [27, 71].

Another popular definition of the DVR is that it is based on the mesh points obtained by diagonalization of the matrix $\boldsymbol{X}$ representing the position operator. This is called 'real DVR' in Ref. [83]. For classical orthogonal polynomials, this definition is obviously correct [77]. For other cases, it has received a justification in Ref. [84]. However, it eliminates a number of useful Lagrange basis defined in section 3. It is not valid for the Gaussian and sine bases, nor for regularized bases. This definition has slowed down the introduction of the regularization in the DVR. In Ref. [85], a
regularization technique was introduced in the DVR, which was already used for the LMM in Ref. [9].

Various DVR bases do not have a direct counterpart in the Lagrange-mesh spirit. They are based on cardinal functions that may not be exactly orthogonal and are not related to Gauss-like quadratures. They are thus not closely related to a variational principle. A good example is given by DVR-like methods based on Bessel functions that have been proposed several times [26, 86, 87, 88] (see also Refs. [72, 67]) or on Coulomb functions [89, 90, 91]. These methods are not equivalent to the LMM because the finite bases are not orthogonal or not related to a Gauss quadrature.

Several authors studied various generalizations of the DVR [18, 92]. The basic idea is to get rid of the constraints on the choice of the mesh points and associated weights that are common to the standard DVR and to the LMM. These generalizations return to the original goal of the DVR [79]. They are close to the collocation spirit but they can not be so easily related to the LMM. These generalizations can give very accurate results [92].

### 4.3 Quadrature discretization method

The quadrature discretization method (QDM) has been applied to quantum mechanical problems in 1996 [21]. It is very similar to the DVR but is based on non-classical orthogonal polynomials.

In fact, the basic principle of the QDM is much older, appearing in problems of kinetic theory based on the Fokker-Planck and Boltzmann equations. In 1979, Shizgal combined non-classical orthogonal polynomials [93] with a collocation method used in various fields of physics, called the discrete-ordinate method, to derive eigenvalues of the Boltzmann operator [94]. The method was improved in Ref. [20]. It replaces a differential operator by a matrix. The $m$ th derivative $d^{m} / d x^{m}$ is represented by the $m$ th power of a matrix representing $d / d x$ in a basis of non-classical orthogonal polynomials. Like in the DVR, a matrix transformation leads to a basis where the potential is represented by a diagonal matrix. It was first applied to the Fokker-Planck equation [95].

The Fokker-Planck equation can be transformed into an equivalent Schrödinger equation. This led Shizgal and Chen to apply the QDM to quantum mechanical problems [21]. In a basis of $N$ polynomials $p_{k}(x)$ orthogonal with respect to a weight function $w(x)$, a Gauss quadrature is obtained with the zeros $x_{i}$ of $p_{N}\left(x_{i}\right)$ and weights $w_{i}$ [Eq. (2.3)]. After a transformation with a matrix $\boldsymbol{O}$ defined like in Eq. (4.6), the Hamiltonian is represented by the matrix elements

$$
\begin{equation*}
H_{i j}=\sum_{k=1}^{N} D_{k i} D_{k j}+\left[V\left(x_{i}\right)-\tilde{V}\left(x_{i}\right)\right] \delta_{i j} \tag{4.12}
\end{equation*}
$$

where matrix $\boldsymbol{D}$ is obtained by an orthogonal transformation based on $\boldsymbol{O}$ from the matrix elements of $d / d x$ in the polynomial basis

$$
\begin{equation*}
D_{i j}=\sum_{k} \sum_{l} O_{i k} O_{j l} \int_{a}^{b} w(x) p_{k}(x) p_{l}^{\prime}(x) d x \tag{4.13}
\end{equation*}
$$

and the auxiliary potential reads

$$
\begin{equation*}
\tilde{V}(x)=\frac{w^{\prime \prime}(x)}{2 w(x)}-\frac{1}{4}\left[\frac{w^{\prime}(x)}{w(x)}\right]^{2} . \tag{4.14}
\end{equation*}
$$

$\underset{\widetilde{V}}{ }$ An interesting particular case occurs when $w$ can be chosen in such a way that $V(x)=$ $\widetilde{V}(x)$. This occurs when $w(x)$ is chosen as

$$
\begin{equation*}
w(x)=\left[\psi_{0}(x)\right]^{2} \tag{4.15}
\end{equation*}
$$

where $\psi_{0}(x)$ is the ground-state wave function of the Schrödinger equation with potential $V(x)$. Then (4.12) reduces to its first (kinetic) term. But $\psi_{0}(x)$ must be known analytically. This can occur for example with the Morse potential. As it is more convenient to have $\widetilde{V}(x)$ in an analytical form, for other potentials describing vibrations of a diatomic molecule, a conveniently fitted Morse potential provides a good choice for $\widetilde{V}(x)$.

The discrete-ordinate method of Shizgal and Blackmore [20] is completely equivalent to a DVR with non-classical orthogonal polynomials. As it starts with orthogonal polynomials, the transformation $\boldsymbol{O}$ simulates the use of polynomial Lagrange functions. The Lagrange conditions are automatically satisfied as shown by equation (12) of Ref. [20]. The QDM is thus also equivalent to the LMM, but more complicated. The matrix elements of differential operators are calculated in a rather complicated way from a combination of properties of orthogonal polynomials and of unitary transformations. Lagrange polynomials are introduced in Ref. [96] and lead to a method equivalent to the LMM with non-classical polynomials. In the QDM, there is no explicit reference to a variational principle probably because, initially, this principle did not apply simply to the Fokker-Planck equation.

The QDM has been applied to various test potentials [97, 98, 99]. It is particularly efficient for the lowest bound states of the Morse potential [21, 100, 96, 101, 98, 99]. For the weakly-bound highly excited states, however, the tests show that the sinc method is competitive [62,101]. A change of variable [98] or a scaling [99] have been introduced recently to improve the description. In this case, the QDM converges faster than the LMM but requires more complicated calculations [96, 101]. Its efficiency depends on the existence of a potential $\tilde{V}(x)$ of the form (4.14) close to the studied potential $V(x)$. The QDM has not been applied yet to singular potentials such as the Coulomb or Yukawa potentials or in the presence of $l>0$ centrifugal terms.

### 4.4 Sinc and Fourier methods

In 1985, Schwartz introduced a Lagrange interpolation technique in a collocation approach [26] but without mentioning that several of his examples lead to exact kinetic matrix elements and without reference to the variational method. Starting with the ratio form (2.17), he established the basic expressions for the sinc mesh (§3.7.5) including compact expressions for the kinetic matrix elements. With 'some experimentation', Schwartz derived the basic results for the Fourier and first sine meshes. He also considered a mesh based on Bessel functions which has no exact relation with the LMM. Schwartz focuses on the construction of accurate interpolation functions possessing the Lagrange property (2.10). He does not mention that most of the interpolation functions
in his examples possess in addition the orthogonality property (2.13) which transforms them into a convenient basis for a variational calculation. Although Schwartz mentions a link between his interpolation technique and the Gauss approximation, he does not develop its consequences (2.13) for scalar products of basis functions. Nevertheless Schwartz was the first to derive the Fourier-mesh equations which were later obtained independently in Ref. [4]. He also derived the equations for the first sine mesh (3.244) and (3.245) discussed in §3.7.2. His empirical approach did not lead him to the two other meshes (3.254) and (3.255) related to the same basis.

The discrete singular convolution method introduced by Wei in 1999 and first applied to the Fokker-Planck equation is in some cases equivalent to the Fourier ('Dirichlet kernel') and sinc ('Shannon kernel') meshes [62]. It was later applied to quantum mechanics [102]. Various applications such as the Morse potential and harmonic oscillators are considered and good accuracies are found.

The Fourier-grid method [103, 27] is based on a constant-step collocation and the use of a fast Fourier transform. Its presentation can be very different from the LMM. Nevertheless it is essentially equivalent to the Lagrange-Fourier method [67, 104]. Extensions of the Fourier-grid method based on a mapping [105] can be very accurate as shown in Ref. [3].

The sinc mesh has been generalized to several dimensions in the DVR context by tensor product for various symmetries in Ref. [106].

### 4.5 Miscellaneous

A number of properties related to what I call Lagrange functions have been derived by Calogero in a mathematical work on matrix representations of differential operators based on classical orthogonal polynomials [107]. This interesting work was unfortunately only noticed by few authors in the context of the LMM or DVR methods [41, 80, 83].

The utility of Lagrange functions in a variational context without the associated Gauss quadrature of the LMM has been considered by several authors. This took place in the framework of atomic physics where the simultaneous occurrence of several Coulomb singularities can not be regularized for more than three charged particles. The Helium atom (which can now be regularized in perimetric coordinates, see §7.2) was taken as a test problem. In Ref. [108], different techniques of calculations of two-body matrix elements of the Coulomb potential between Lagrange functions are considered and their accuracy is tested. A regularization was attempted in Ref. [109] leading to a reasonable but not high accuracy.

The Lagrange-Laguerre basis is used together with the $R$-matrix method in multichannel electron scattering on atoms and ions in Ref. [110]. The results obtained with this basis are more accurate than with the corresponding basis of Laguerre polynomials. A study of the Stark effect on the hydrogen atom is performed in parabolic coordinates with the same basis in Ref. [111]. With the full LMM, the calculations should be easier and, possibly, more accurate.

## 5 Potential and two-body bound states

### 5.1 On the choice of a Lagrange mesh

The choice of a Lagrange mesh first depends on the type of interval $(a, b)$. For $(-\infty,+\infty)$, one can choose the Hermite, sinc or Gaussian meshes. It is also possible to use a finite interval scaled to a large domain. For $(0, \infty)$, the various Laguerre meshes are the main possibilities. Gaussian and projected sinc meshes are also available, mainly for cases without singularities. All finite intervals can be scaled from $(-1,+1)$. If the problem is not periodic, Legendre or Jacobi meshes are chosen depending on the type of boundary conditions. If it is periodic, various types of Fourier meshes can be useful.

When the mesh is selected, the regularization of the Lagrange functions must be considered. Regularization may be used to impose specific behaviours to the Lagrange functions at singular points. When the Hamiltonian possesses a regular singular point, it is convenient to use a regularization which allows a reproduction of the behaviour of regular wave functions in the vicinity of the singularity. However numerical experiments reveal than this regularization is less important when the singularity is strong, such as the centrifugal barrier at high orbital momentum or for singular potentials corresponding to irregular singular points.

Some of these choices are illustrated in the rest of this section. Most of the examples are very simple, with well known analytical solutions allowing an easy control of the accuracy ( $£ 5.2-\S 5.5$ ). They should provide good exercises for a beginner. They are based on the one-dimensional Hamiltonian

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V(x) \tag{5.1}
\end{equation*}
$$

or on the three-dimensional radial Hamiltonian of partial wave $l$

$$
\begin{equation*}
H_{l}=-\frac{\hbar^{2}}{2 m}\left(\frac{d^{2}}{d r^{2}}-\frac{l(l+1)}{r^{2}}\right)+V(r) \tag{5.2}
\end{equation*}
$$

where $m$ is the mass or reduced mass and $V$ is some potential. The physical eigenfunctions of (5.2) must vanish at the origin. A two-dimensional problem (§5.6), the momentum space ( $£ 5.7$ ) and the Dirac equation ( $\S 5.8-\S 5.9$ ) are also treated.

### 5.2 Harmonic oscillators

The harmonic oscillator represents an excellent simple test for numerical methods. In one dimension, with $V(x)=\frac{1}{2} m \omega^{2} x^{2}$, the Hamiltonian reads

$$
\begin{equation*}
H=\frac{1}{2}\left(-\frac{d^{2}}{d x^{2}}+x^{2}\right) \tag{5.3}
\end{equation*}
$$

in units $\hbar=m=\omega=1$.
In this case, the Hermite mesh is optimal [4]. Since a basis of $N$ Lagrange-Hermite functions (3.35) is equivalent to a basis $H_{k}(x) \exp \left(-x^{2} / 2\right)$ with $k=0$ to $N-1$, the
oscillator wave function with energy $n+\frac{1}{2}$ is exactly a linear combination of these Lagrange functions for any $N>n$ as shown by (2.25) and (2.26),

$$
\begin{equation*}
H_{n}(x) e^{-x^{2} / 2}=\sum_{j=1}^{N} \lambda_{j}^{1 / 2} H_{n}\left(x_{j}\right) e^{-x_{j}^{2} / 2} f_{j}(x) . \tag{5.4}
\end{equation*}
$$

The quality of the results also depends on the validity of the Gauss quadrature. The matrix elements of the kinetic energy are given at the Gauss approximation by (3.40) and (3.41), and exactly by (3.42). The potential matrix elements are given exactly by (3.39) as

$$
\begin{equation*}
\left\langle f_{i}\right| V(x)\left|f_{j}\right\rangle=\frac{1}{2} x_{i}^{2} \delta_{i j}+\frac{1}{4}(-1)^{i-j} \tag{5.5}
\end{equation*}
$$

The Gauss quadrature is not exact because the integrand contains the Hermite weight $\exp \left(-x^{2}\right)$ times a polynomial of degree $2 N$, i.e. just one unit above the highest degree for which the quadrature is exact.

Let us first start with the instructive case already discussed in Ref. [4], i.e. with the exact expression for the kinetic energy and the Gauss approximation for the potential. Since the exact matrix element of the potential differs from its Gauss approximation, i.e. the first term in (5.5), the energies can not all be correct. When the energies are ordered by increasing values, one observes that, except the energy numbered [3N/4] (integer part of $3 N / 4$ ), the $N-1$ other energies are exact,

$$
\begin{equation*}
E_{n<[3 N / 4]}=n+\frac{1}{2}, \quad E_{n>[3 N / 4]}=n-\frac{1}{2} . \tag{5.6}
\end{equation*}
$$

They are exact because the $N$-point Gauss quadrature is exact for all matrix elements of the Hamiltonian between states (5.4) if $n<N$. The remaining eigenvalue can be obtained from the trace of the matrix using the property of the Hermite zeros [112],

$$
\begin{equation*}
\sum_{i} x_{i}^{2}=\frac{1}{2}(N-1) N \tag{5.7}
\end{equation*}
$$

as

$$
\begin{equation*}
E_{[3 N / 4]}=\frac{1}{4}(3 N-2) . \tag{5.8}
\end{equation*}
$$

Notice that this incorrect eigenvalue is mixed within the correct ones (5.6).
Here comes a remarkable property. When the Gauss approximation is used for both the kinetic and potential terms, the errors in (3.42) and (5.5) exactly cancel. This is not surprising: $H f_{j}$ contains a polynomial of degree one unit less than in $f_{j}^{\prime \prime}$ and $x^{2} f_{j}$. Hence the integrand in $\left\langle f_{i}\right| H\left|f_{j}\right\rangle$ is a polynomial of degree $2 N-1$ multiplied by the Hermite weight function and the Gauss quadrature is exact. The Lagrange-mesh equations (2.29) are thus identical to the variational equations (2.22) which provide the exact energies and wave functions for the basis (5.4) and thus for the Lagrange basis with $h=1$. For $h=1$, all the LMM eigenvalues are thus exact. Using consistently the Gauss quadrature everywhere is not less good than using exact kinetic matrix elements and even marginally better!

The accuracies of the first eight eigenvalues are compared in Table 2 for various meshes with $N=20$ points. Notice that $N$ does not need to be odd as sometimes suggested for some meshes. Since the potential is even, the size of the matrices might be

Table 2: Hermite, sinc, Gaussian and Fourier Lagrange-mesh calculations of the energies of the first eight one-dimensional harmonic-oscillator energies with $N=20$ mesh points.

| $n$ | Hermite <br> $h=1$ | Hermite <br> $h=1.1$ | sinc <br> $h=0.55$ |
| :---: | :---: | :---: | :---: |
| 0 | 0.500000000000007 | 0.499999999999997 | 0.5000000000001 |
| 1 | 1.500000000000002 | 1.500000000000002 | 1.4999999999999 |
| 2 | 2.499999999999992 | 2.499999999999992 | 2.5000000001663 |
| 3 | 3.500000000000000 | 3.499999999999976 | 3.4999999999254 |
| 4 | 4.500000000000012 | 4.500000000000650 | 4.5000000458439 |
| 5 | 5.499999999999993 | 5.499999999978584 | 5.4999999844697 |
| 6 | 6.500000000000019 | 6.500000000508817 | 6.5000044625261 |
| 7 | 7.500000000000029 | 7.499999989301029 | 7.4999989244527 |
| $n$ | 1 st Gaussian | 2 nd Gaussian | Fourier |
|  | $\nu=0.045, h=0.28$ | $\nu=0.04, h=0.27$ | $h=0.56$ |
| 0 | 0.49999999999854 | 0.49999999999883 | 0.50000000000029 |
| 1 | 1.49999999999937 | 1.50000000000093 | 1.49999999998169 |
| 2 | 2.49999999999939 | 2.50000000000385 | 2.50000000051931 |
| 3 | 3.50000000000112 | 3.50000000000221 | 3.49999998974671 |
| 4 | 4.50000000000185 | 4.50000000000317 | 4.50000013342974 |
| 5 | 5.49999999999741 | 5.49999999999320 | 5.49999851680460 |
| 6 | 6.50000000000439 | 6.50000000000094 | 6.50001156407372 |
| 7 | 7.50000000000258 | 7.49999999999935 | 7.49991355598341 |

reduced to $N / 2$ by calculating each parity separately with Eq. (2.57) but this reduction is not applied here. First, one observes that the energies are not variational: they can be lower than the exact value. The Hermite mesh is very well adapted, giving exact values only affected by rounding errors for $h=1$. Even with the non-optimal value $h=1.1$, the absolute error is still smaller than about $10^{-8}$ for $n=7$. For the other meshes, $h$ is optimized. The accuracy of the sinc mesh (§3.7.5) decreases from $10^{-13}$ for $n=0$ to $10^{-6}$ for $n=7$. The Gaussian meshes are peculiar. They require more fine tuning because there is an additional parameter $\nu$ related to the width $h / \sqrt{\nu}$ of the Gaussians, while the scaling parameter $h$ controls their spacing. They allow obtaining a rather constant accuracy on a number of states. For $\nu=0.045$ and $h=0.28$, the accuracy of the first Gaussian mesh (§3.6.2) is better than $5 \times 10^{-12}$ up to $n=9$ and is still better than $10^{-7}$ for $n=12$. Very similar accuracies are obtained with the second Gaussian mesh (§3.6.3) with $\nu=0.04, h=0.27$ and $d=N / 2-1 / 4$. Parity projection would however not be possible for this asymmetric mesh. The Fourier mesh (§3.7.1) is different since the interval is finite: $(-10,10)$ for $N=20$. However, for low bound states, it is a good approximation of $(-\infty, \infty)$ for the confining harmonic oscillator potential. Not surprisingly, its properties resemble those of the sinc mesh. For $h=0.56$, the accuracy decreases from $3 \times 10^{-13}$ for $n=0$ to $10^{-4}$ for $n=7$.

The Hermite mesh is thus a natural and efficient tool to determine accurate approximate solutions for the anharmonic oscillator [64].

Another striking example is provided by the three-dimensional harmonic oscillator. The Hamiltonian for partial wave $l$ is given by Eq. (5.2) with $V(r)=\frac{1}{2} r^{2}$ in the same natural units. Here the modified Lagrange-Laguerre mesh (3.82) is optimal provided that $\alpha$ is properly chosen. The basis of Lagrange functions (3.83) is equivalent to the basis of harmonic-oscillator radial eigenfunctions if $\alpha=l+\frac{1}{2}$ to comply with the $r^{l+1}$ behaviour near the origin [4]. Then the radial part of the kinetic operator has the form (3.90) and its matrix elements are exactly given by the Gauss quadrature as (3.91). Moreover the potential matrix elements

$$
\begin{equation*}
\left\langle f_{i}\right| r^{2}\left|f_{j}\right\rangle=h^{2} x_{i}^{2} \delta_{i j} \tag{5.9}
\end{equation*}
$$

where the $x_{i}$ are given by (3.82) are also exact, as shown by the fact that the integrand is the product of the Laguerre weight (3.43) with $x$ replaced by $r^{2}$ and a polynomial of degree $2 N-1$ in $r^{2}$. Again, the Lagrange-mesh equations are identical to the variational equations for $\alpha=l+\frac{1}{2}$ and $h=1$ which provide the exact energies,

$$
\begin{equation*}
E_{n_{r} l}=2 n_{r}+l+\frac{3}{2} \tag{5.10}
\end{equation*}
$$

where $n_{r}$ is the number of radial nodes, and the exact wave functions within the computer accuracy. The same is true for the regularized modified basis (3.92) for the appropriate choice of $\alpha$.

Table 3: Modified Laguerre, radial Gaussian and regularized Laguerre Lagrange-mesh calculations of the energies of the first eight three-dimensional harmonic-oscillator energies for $l=0$ with $N=20$ mesh points.

| $n_{r}$ | Modified Laguerre | Gaussian | Regularized Laguerre |
| :--- | ---: | ---: | :--- |
|  | $\alpha=1 / 2, h=1$ | $\nu=0.045, h=0.26$ | $\alpha=0, h=0.11$ |
| 0 | 1.49999999999999 | 1.50000000000637 | 1.49999999999996 |
| 1 | 3.49999999999999 | 3.49999999999321 | 3.500000000025 |
| 2 | 5.50000000000000 | 5.49999999999653 | 5.4999999940 |
| 3 | 7.50000000000001 | 7.50000000000729 | 7.50000040 |
| 4 | 9.50000000000001 | 9.50000000000654 | 9.499984 |
| 5 | 11.50000000000001 | 11.49999999999286 | 11.50029 |
| 6 | 13.49999999999998 | 13.49999999998162 | 13.4957 |
| 7 | 15.49999999999997 | 15.49999999999907 | 15.527 |

Energies obtained with three meshes are displayed in Table 3. For $h=1$, the results of the modified Laguerre mesh with $\alpha=1 / 2$ are numerically exact. When $h$ differs from 1, the eigenvalues are not exact any more. For example, with $h=1.1$, 14 digits remain exact for the lowest eight levels. Then, the accuracy starts decreasing from $2 \times 10^{-13}$ for the $n_{r}=8$ excited state to $10^{-5}$ for the $n_{r}=12$ state. For the radial Gaussian mesh (3.228) (§3.6.4), the accuracy remains between $10^{-12}$ and $10^{-11}$ up to $n_{r}=12$. Then it drops from $3 \times 10^{-10}$ for $n_{r}=13$ to $10^{-6}$ at $n_{r}=15$. This is a remarkable result with only 20 mesh points. This mesh has however the drawback that an efficient regularization, which might be useful for other partial waves, is not known
(see however the comments on Table 5 below). The regularized Laguerre mesh with $\alpha=0(\S 3.3 .4)$ is based on exponentially decreasing functions, i.e. decreasing too slowly to efficiently describe a Gaussian behaviour. Nevertheless, the accuracy is excellent for the $n_{r}=0$ ground state. It decreases rather fast with increasing $n_{r}$ : from $3 \times 10^{-11}$ for $n_{r}=1$ to $3 \times 10^{-3}$ for $n_{r}=5$.

### 5.3 Morse potential

Another benchmark test of numerical methods is the Morse potential [113]

$$
\begin{equation*}
V(x)=D\left[\exp \left(-2 a\left(x-x_{e}\right)\right)-2 \exp \left(-a\left(x-x_{e}\right)\right)\right] \tag{5.11}
\end{equation*}
$$

on the $(-\infty,+\infty)$ interval, because its exact solutions are known analytically. Let us choose the units $\hbar=2 m=a=1$ in Hamiltonian (5.1). With the origin of the coordinate system at the minimum of the potential $\left(x_{e}=0\right)$, the most general Morse Hamiltonian can be written as

$$
\begin{equation*}
H=-\frac{d^{2}}{d x^{2}}+d[\exp (-2 x)-2 \exp (-x)] \tag{5.12}
\end{equation*}
$$

where $d$ is the only parameter. Its exact eigenvalues are

$$
\begin{equation*}
E_{n}=-\left(n+\frac{1}{2}-\sqrt{d}\right)^{2} \tag{5.13}
\end{equation*}
$$

where $n$ is an integer verifying $0 \leq n<\sqrt{d}-\frac{1}{2}$.


Figure 18: Ground-state energy on a Lagrange-sinc mesh as a function of the scale parameter $h$ for $N=10$ (dotted line), 20 (dashed line) and 50 (full line).

With the choice $d=100$, the potential supports 10 bound states. The first eight energies studied with several meshes, i.e. sinc, Hermite and Gaussian, are compared with the exact results in Table 4. All calculations are performed with $N=50$ mesh points. The scale parameter $h$ is optimized to a 0.01 absolute accuracy.

For the sinc mesh, the choice of $h$ is illustrated by Fig. 18. For $N=10$, the minimum around $h=0.31$ is below the exact value. The number of mesh points is not

Table 4: Lagrange mesh calculations of the energies of the first eight levels of the Morse potential (5.12) with $d=100$ for $N=50$ mesh points.

| $n$ | exact | sinc | shifted sinc | Hermite | Gaussian <br> $\nu x=1.5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $h=0.16$ | $h=0.16$ | $h=0.45$ | $h=0.045$ |
| 0 | -90.25 | -90.24999999992 | -90.25000000006 | -90.250000000000 | -90.25000000004 |
| 1 | -72.25 | -72.24999999939 | -72.25000000107 | -72.249999999997 | -72.25000000008 |
| 2 | -56.25 | -56.25000000109 | -56.25000000434 | -56.249999999980 | -56.25000000034 |
| 3 | -42.25 | -42.25000002149 | -42.24999999966 | -42.249999999969 | -42.25000000017 |
| 4 | -30.25 | -30.25000006579 | -30.24999995349 | -30.249999999986 | -30.24999999668 |
| 5 | -20.25 | -20.24998627293 | -20.24999984410 | -20.249999767804 | -20.24999997680 |
| 6 | -12.25 | -12.24662924507 | -12.24999950648 | -12.249819599149 | -12.24997461693 |
| 7 | -6.25 | -6.07454361002 | -6.24967979543 | -6.220081090733 | -6.24159171263 |

sufficient to obtain reliable results. For $N=20$, a plateau appears between 0.15 and 0.24. For lower $h$ values, the variational basis is not good enough. Above $h \approx 0.24$, the Gauss-sinc quadrature starts to fail: the lowest eigenvalue decreases below the exact value. Beyond $h=0.34$, the variational basis is not good enough. For $N=50$, the plateau extends to lower $h$ values but the problems do not change above $h \approx 0.24$. The optimal value of $h$ is not the same for all states. Here, as a compromise, I choose $h=0.16$. The absolute accuracy deteriorates from $10^{-10}$ for $n=0$ to $2 \times 10^{-1}$ for $n=7$. Some errors are positive and some are negative. The situation changes a little when the mesh is shifted to comply with the asymmetry of the potential. With a shift $\Delta x=1.5$ of the mesh to the right, the accuracy does not change much for the lowest bound states but improves significantly for $n=5$ to 7 .

The accuracies on the first energies are much better for the Hermite mesh: from $2 \times 10^{-13}$ for $n=0$ to $3 \times 10^{-6}$ for $n=5$. For $n=6$ and 7 , they are not better. The results are not improved by a shift. For the Gauss mesh, the parameter $\nu$ is chosen as 0.045 . With $h=0.12$, the accuracies range from $4 \times 10^{-11}$ for $n=0$ to $2 \times 10^{-8}$ for $n=5$ and $2 \times 10^{-3}$ for $n=7$. A shift may improve $n=6$ and 7 but at the cost of some accuracy on the lowest energies.

The Morse potential is also often used as a test for the $s$-wave radial problem. It is then written as

$$
\begin{equation*}
V(r)=D\left[\exp \left(-2 a\left(r-r_{e}\right)\right)-2 \exp \left(-a\left(r-r_{e}\right)\right)\right] \tag{5.14}
\end{equation*}
$$

with mass $m$ and parameters $a, D$ and $r_{e}$ typical of the vibrational spectrum of some molecule. Here, after choosing the length unit $a^{-1}$ and the energy unit $\hbar^{2} a^{2} / 2 m$, the problem only depends on two independent dimensionless combinations of the parameters, $d=2 m D / \hbar^{2} a^{2}$ and $a r_{e}$. Notice that the formula

$$
\begin{equation*}
E_{n 0}=-\left(n+\frac{1}{2}-\sqrt{d}\right)^{2} \hbar^{2} a^{2} / 2 m \tag{5.15}
\end{equation*}
$$

does not give the exact $l=0$ energies. However, if $a r_{e}$ is large enough, the error can be made smaller than the computer accuracy because the first term in (5.14) is highly
repulsive and strongly damps the wave function at small $r$ values [114]. The condition for the $s$-wave radial wave function at the origin

$$
\begin{equation*}
\psi_{0}(0)=0 \tag{5.16}
\end{equation*}
$$

is replaced by $\psi_{0}(0)=\epsilon$ where $\epsilon$ is of the order of $\exp \left[-\sqrt{d} \exp \left(a r_{e}\right)\right]$. Hence the energies (5.15) can be numerically exact if $\epsilon$ is smaller than the computer accuracy.

The accurate results obtained in Ref. [71] with the Fourier-grid method and discussed in Ref. [32] correspond to $D=0.10262, r_{e}=2$ and $a=0.72(2 m=1836)$ in atomic units. The exact energies agree up to better than $10^{-15}$ with the analytical expression (5.15) with the single parameter $d=2 m D / a^{2} \approx 363.445833333333$, where the energy is expressed in units of $a^{2} / 2 m \approx 2.823529411764706 \times 10^{-4}$. Hence the Lagrange-mesh and other methods for this radial potential can be tested with respect to (5.15).

Table 5: Regularized Laguerre-mesh and Gaussian-mesh calculations with $N=40$ mesh points of the energies of the first eight states of the radial Morse potential (5.14) with $D=0.10262, r_{e}=2$ and $a=0.72$ for $l=0$ and 1 . The 'exact' results are obtained with Eq. (5.15) for $l=0$ and with a regularized Laguerre mesh with $N=100$ for $l=1$.

| $n$ | 'exact' | Regularized Laguerre <br> $h=0.04$ | Gaussian $(\nu=0.045)$ <br> $h=0.12$ |
| :---: | :---: | :--- | :--- |
|  | $l=0$ |  |  |
| 0 | -0.0973077396563789 | -0.0973077396563788 | -0.0973077396563718 |
| 1 | -0.0871067483809014 | -0.087106748380912 | -0.087106748380881 |
| 2 | -0.0774704629877769 | -0.07747046298791 | -0.077470462987758 |
| 3 | -0.0683988834770053 | -0.0683988834739 | -0.068398883476983 |
| 4 | -0.0598920098485867 | -0.059892009829 | -0.059892009848624 |
| 5 | -0.0519498421025210 | -0.05194984233 | -0.051949842102606 |
| 6 | -0.0445723802388083 | -0.0445723816 | -0.04457238023870 |
| 7 | -0.0377596242574484 | -0.0377596205 | -0.03775962425749 |
|  | $l=1$ |  |  |
| 0 | -0.0970403011411491 | -0.0970403011411491 | -0.0970403011411424 |
| 1 | -0.0868489151656150 | -0.086848915165625 | -0.086848915165594 |
| 2 | -0.0772227342070891 | -0.07722273420725 | -0.077222734207070 |
| 3 | -0.0681617550359380 | -0.0681617550330 | -0.068161755035916 |
| 4 | -0.0596659730152003 | -0.059665972993 | -0.059665973015240 |
| 5 | -0.0517353822738153 | -0.05173538248 | -0.051735382273899 |
| 6 | -0.0443699759675723 | -0.0443699774 | -0.04436997596747 |
| 7 | -0.0375697466572211 | -0.0375697436 | -0.03756974665726 |

Table 5 displays the corresponding Lagrange-mesh results obtained for $N=40$ with the regularized Laguerre mesh (§3.3.4) with $h=0.04$ and the radial Gaussian mesh (3.228) with $\nu=0.045$ and $h=0.12$ for $l=0$ and 1 . For $l=1$, the 'exact' values are numerically converged results obtained with the regularized Laguerre mesh for $N=100$. For $l=0$, the absolute accuracy obtained with the Laguerre mesh and
$N=40$ varies from $10^{-16}$ for $n=0$ to $4 \times 10^{-9}$ for $n=7$. The radial Gaussian mesh (3.228) is slightly less good for $n=0$, though the accuracy is still $10^{-14}$, probably because the numerical values of the zeros are less accurate. But the accuracy remains around $10^{-13}$ up to $n=7$. For $l=1$, the accuracy does not change much. This is normal for the Laguerre mesh where the regularization eliminates the singularity problem of the centrifugal term. It is more surprising for the Gaussian mesh which is not regularized. The singularity of the centrifugal term is probably hidden by the presence of the strong repulsive core of the Morse potential. This is not true for the singularity of the Coulomb potential [4] (see $\S 5.4$ and $\S 5.5$ ).

The errors on the energies of the $l=0$ ground state and first five excited states for a variational calculation using the regularized Laguerre basis (3.70), or equivalently a basis of scaled Laguerre polynomials multiplied by $r$ times the square root of their weight function $\exp (-r / 2 h)$ [7], are displayed in column (a) of Table 6 for $h=0.04$ and $N=30$ and 40 . As they should, they are all positive. The accuracy increases with the number $N$ of mesh points and decreases for more excited states. These errors do not vary much when the basis is treated as orthogonal in column (b), i.e. when the overlap matrix $I+\boldsymbol{v}^{T} \boldsymbol{v}$ appearing in Eq. (2.66) is replaced by the unit matrix $I$. However, they are not any more necessarily positive. Columns (c) to (e) correspond to various forms of Lagrange-mesh calculations. In approximation (c), the exact kinetic energy and overlap are used. Only the potential is calculated with the Gauss quadrature. The eigenvalue problem is generalized as the basis is not orthogonal. The accuracies vary randomly with respect to the previous calculations, i.e. they can be smaller or larger. In approximation (d), the basis is considered as orthonormal. The exact kineticenergy matrix [Eq. (3.77)] is still used. The LMM with Gauss quadratures everywhere corresponds to calculation (e). On the average, the errors are a factor of 2 to 3 less good than in the variational calculation. This is a very little price to pay, given the simplicity of this approach. The scalar products $\boldsymbol{v}^{T} \boldsymbol{c}$ [Eq. (2.68)] are also given in that case. One can see that the calculations (b), (d), (e) are weakly affected by corrections of the order of $\left(\boldsymbol{v}^{T} \boldsymbol{c}\right)^{2}$. The fact that the difference between the variational and Lagrange-mesh approximations are correlated with the square of this overlap agrees with Eq. (2.67). What is more surprising is that the accuracy of the variational calculation itself seems also to be correlated with that expression.

### 5.4 Hydrogen atom

The singularity of the Coulomb potential adds a difficulty for the LMM. It offers a first example of the power of the regularization technique [5]. Non regularized meshes give poor results for low $l$ values [4].

### 5.4.1 Energies and wave functions

In atomic units $\hbar=m_{e}=e=1$ where $m_{e}$ is the electron mass, the radial Hamiltonian (5.2) reads

$$
\begin{equation*}
H_{l}=\frac{1}{2}\left(-\frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{r^{2}}\right)-\frac{1}{r} . \tag{5.17}
\end{equation*}
$$

The regularized Lagrange-Laguerre basis (3.70) plays a special role here since, for well chosen values of the scaling parameter $h$, the radial wave functions can be expressed

Table 6: Comparison of errors on the energies of the first six $l=0$ levels of the radial Morse potential (5.14) ( $D=0.10262, r_{e}=2$ and $a=0.72$ ) obtained with various approximations using the regularized Laguerre basis for $N=30$ and 40: (a) variational calculation, (b) variational calculation with the basis treated as orthonormal, (c) Gauss approximation on the potential, (d) Gauss approximation on the overlap and potential and (e) LMM. The last column displays the scalar products $\boldsymbol{v}^{T} \boldsymbol{c}$.

| $n$ | $(\mathrm{a})$ |  | $(\mathrm{b})$ | $(\mathrm{c})$ | $(\mathrm{d})$ | $(\mathrm{e})$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $N=30$ |  | $\boldsymbol{v}^{T} \boldsymbol{c}$ |  |  |  |  |  |
| 0 | $3.1(-12)$ | $-1.2(-11)$ | $-8.3(-12)$ | $-2.4(-11)$ | $-9.7(-12)$ | $1.1(-5)$ |  |
| 1 | $2.8(-10)$ | $-2.5(-11)$ | $-6.3(-10)$ | $-1.4(-9)$ | $-6.5(-10)$ | $-7.8(-5)$ |  |
| 2 | $7.1(-9)$ | $6.6(-9)$ | $1.7(-8)$ | $1.6(-8)$ | $1.7(-8)$ | $5.8(-5)$ |  |
| 3 | $3.7(-8)$ | $-7.1(-8)$ | $-7.1(-8)$ | $-2.0(-7)$ | $-5.0(-8)$ | $1.1(-3)$ |  |
| 4 | $4.2(-7)$ | $-3.1(-7)$ | $-2.0(-6)$ | $-4.1(-6)$ | $-1.5(-6)$ | $-4.2(-3)$ |  |
| 5 | $5.0(-6)$ | $5.0(-6)$ | $7.9(-6)$ | $5.9(-6)$ | $8.6(-6)$ | $4.0(-3)$ |  |
| $N=40$ |  |  |  |  |  |  |  |
| 0 | $4.3(-15)$ | $4.2(-15)$ | $6.9(-17)$ | $-6.9(-17)$ | $1.2(-16)$ | $1.5(-8)$ |  |
| 1 | $1.2(-14)$ | $7.2(-15)$ | $-1.0(-14)$ | $-1.8(-14)$ | $-1.0(-14)$ | $2.5(-7)$ |  |
| 2 | $8.7(-14)$ | $3.7(-14)$ | $-1.5(-13)$ | $-3.1(-13)$ | $-1.4(-13)$ | $1.2(-6)$ |  |
| 3 | $1.3(-12)$ | $1.3(-12)$ | $3.0(-12)$ | $2.7(-12)$ | $3.1(-12)$ | $-1.8(-6)$ |  |
| 4 | $7.4(-12)$ | $2.3(-12)$ | $1.8(-11)$ | $1.5(-11)$ | $2.0(-11)$ | $-6.2(-6)$ |  |
| 5 | $3.3(-11)$ | $-5.2(-11)$ | $-2.9(-10)$ | $-4.7(-10)$ | $-2.2(-10)$ | $4.3(-5)$ |  |

exactly as finite combinations of those Lagrange functions. We limit the discussion to the regularized basis functions defined in (3.70) with $\alpha=0$ because they vanish at the origin and solve the singularity problem induced for the Gauss quadrature by the Coulomb and centrifugal terms. This basis is not exactly orthogonal as shown by Eq. (3.71). The radial functions $\psi_{l}$ are expanded on the mesh points $h x_{i}$ as

$$
\begin{equation*}
\psi_{l}(r)=h^{-1 / 2} \sum_{j=1}^{N} c_{l j} \hat{f}_{j}(r / h) \tag{5.18}
\end{equation*}
$$

The Lagrange-mesh equations for orbital momentum $l$ read

$$
\begin{equation*}
\sum_{j=1}^{N}\left(H_{l i j}^{G}-E \delta_{i j}\right) c_{l j}=0 \tag{5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{l i j}^{G}=\frac{1}{2 h^{2}} \hat{T}_{i j}^{G}+\left(\frac{l(l+1)}{2 h^{2} x_{i}^{2}}-\frac{1}{h x_{i}}\right) \delta_{i j} \tag{5.20}
\end{equation*}
$$

is the matrix element $\left\langle\hat{f_{i}}\right| H_{l}\left|\hat{f}_{j}\right\rangle_{G}$ calculated with approximations (3.75) and (3.76) for the kinetic energy. The Gauss quadrature is here exact for the Coulomb and centrifugal terms. For the scale parameter $h=n / 2$, expansion (5.18) can reproduce the exact hydrogen radial functions with any principal quantum number $n$ if $N$ is equal to $n$ or
larger. The system (5.19) with $\hat{T}_{i j}^{G}$ replaced by $\hat{T}_{i j}$ and the coefficient of $E$ replaced by $\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle$ given by (3.71) would be an exact variational calculation with a basis chosen in a space supporting the exact solutions for one eigenvalue (see §5.4.2). For the exact energy, the corresponding expansion (5.18) is exact. In this case, the notations $E_{n l}, c_{n l}$ and $\psi_{n l}$ are used. A drawback is that $h$ must be adapted to each level.

Lagrange-mesh results for the $s$ wave obtained with the regularized Laguerre basis for various choices of $N$ and $h$ are displayed in Table 7 in atomic units. The mean radius $\langle r\rangle$ and virial ratio $\langle V\rangle /\langle T\rangle$ are computed using the Gauss quadrature with equations (2.81) and (2.82). The energies are multiplied by $2 n^{2}$ to simplify the comparison with the exact value $E_{n}=-1 / 2 n^{2}$ and the mean radii are divided by $n^{2}$ to simplify the comparison with the exact value $3 n^{2} / 2$. The virial ratio is to be compared with its exact value -2 . The first calculation is performed with a single point and provides the exact energy for $h=0.5$ ! This is not surprising since the Lagrange function is proportional to the radial wave function $\psi_{1 s}(r)=2 r \exp (-r)$. The mean radius and kinetic energy are however not given exactly by the one-point Gauss quadrature. These problems are solved for $N=2$ but the other eigenvalue is unphysical. Similarly, for $h=n / 2$, the $n$th eigenvalue is correct with $N=n$ mesh points and the mean radius and virial ratio are also correct for $N=n+1$.

Each eigenvalue can be exactly reproduced but for different values of the scaling parameter. Can one obtain several accurate eigenvalues simultaneously? This is illustrated in Table 7 by two calculations with $N=30$ and $h=2$ and 3 . For $h=2, n=4$ is optimal and the $n=2$ to 7 energies are very accurate. The wave functions also have an excellent accuracy as illustrated by the closeness of the mean radius and virial ratio calculated with the Gauss quadrature to the exact values. For the ground state, the accuracy is better than $10^{-10}$ for the energy and $10^{-8}$ for the other two quantities. One observes that the ground-state energy is below the exact value. The LMM converges here from below, which underlines the difference with a variational calculation. Beyond $n=7$, the precision is progressively, and rapidly, lost. For $h=3, n=6$ is optimal and the $n=2$ to 9 energies are very accurate. The $n=10$ energy is still quite good but the accuracy of the ground-state energy deteriorates to $10^{-6}$.

A striking fact is that these results are obtained with a basis which is not orthonormal, but treated as orthonormal. Very similar results are obtained in an exact variational calculation with the non-orthogonal regularized Lagrange-Laguerre basis, or with the equivalent basis of Laguerre polynomials $L_{0}$ to $L_{N-1}$ multiplied by $r \exp (-r / 2 h)$ [40]. Contrary to the LMM, these approaches lead to a generalized eigenvalue problem. Finally, let me mention that the Lagrange-Gaussian mesh which gives excellent results for the Morse potential does not give meaningful results here.

Numerical studies of the hydrogen atom have been performed with several methods. The mapped Fourier and sine methods are studied in Refs. [105, 115]. In Ref. [89], a Lagrange-mesh calculation is performed with the Laguerre basis (3.52) with $\alpha=1$. Collocation techniques based on Bessel and Coulomb functions are also tested. In Ref. [116], the mapped-Fourier-grid method and a pseudospectral or collocation method with Laguerre polynomials are compared. The Laguerre basis is equivalent to the nonregularized basis (3.52) with $\alpha=0$. With 50 mesh points and a scaling factor, better results are obtained with the Laguerre basis than with the Fourier grid. A LagrangeLobatto method is tested on hydrogen in Refs. [117, 83] and compared with a variational calculation using the same basis [83]. A Legendre-Lobatto method is also studied in

Table 7: Regularized Lagrange-Laguerre mesh calculations of lowest $l=0$ energies $E_{n 0}$, mean radii $\langle r\rangle$ and virial ratios $\langle V\rangle /\langle T\rangle$ of the hydrogen atom for given $N$ and $h$.

| $N$ | $h$ | $n$ | $2 n^{2} E_{n 0}$ | $n^{-2}\langle r\rangle$ | $\langle V\rangle /\langle T\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.5 | 1 | $-1.00000000000000$ | 0.50000000000000 | $-1.33333333333333$ |
| 2 | 0.5 | 1 | $-1.00000000000000$ | 1.50000000000000 | -2.000 00000000000 |
|  |  | 2 | 12.00000000000000 | 0.12500000000000 | -0.666 66666666667 |
| 30 | 2 | 1 | -1.000 00000005791 | 1.50000000605976 | -1.999 99999825042 |
|  |  | 2 | -1.000 00000000000 | 1.49999999999999 | -1.999 99999999997 |
|  |  | 3 | -0.999 99999999999 | 1.50000000000001 | -1.999 99999999999 |
|  |  | 4 | -0.999 99999999999 | 1.50000000000000 | -1.999 99999999998 |
|  |  | 5 | -1.000 00000000000 | 1.49999999999999 | -1.999 99999999998 |
|  |  | 6 | $-1.00000000000000$ | 1.49999999999999 | -2.000 00000000000 |
|  |  | 7 | $-1.00000000000000$ | 1.49999999999931 | -1.999 99999999964 |
|  |  | 8 | -0.999 99999835858 | 1.49999990781077 | -1.999 99991427044 |
|  |  | 9 | -0.999 99247031724 | 1.49978801443383 | -1.999 72622103310 |
|  |  | 10 | -0.998 24356468596 | 1.47719952451556 | $-1.96122845701462$ |
| 30 | 3 | 1 | -1.000 00096595238 | 1.50003593684203 | -1.999 98192656799 |
|  |  | 2 | -1.000 00000000076 | 1.50000000006915 | -1.999 99999996928 |
|  |  | 3 | $-1.00000000000000$ | 1.49999999999999 | -1.999 99999999999 |
|  |  | 4 | $-1.00000000000000$ | 1.50000000000000 | -1.999 99999999999 |
|  |  | 5 | $-1.00000000000000$ | 1.50000000000000 | -1.999 99999999999 |
|  |  | 6 | $-1.00000000000000$ | 1.49999999999999 | -1.999 99999999999 |
|  |  | 7 | $-1.00000000000001$ | 1.49999999999999 | $-2.00000000000002$ |
|  |  | 8 | $-1.00000000000000$ | 1.50000000000001 | $-2.00000000000006$ |
|  |  | 9 | $-1.00000000000000$ | 1.49999999999995 | -1.999 99999999995 |
|  |  | 10 | -0.999 99999994843 | 1.49999999599169 | -1.999 99999644192 |
|  |  | 11 | -0.999 99957925189 | 1.49998269345926 | -1.999 97925361959 |
|  |  | 12 | -0.999 79575459444 | 1.49567228793020 | $-1.99323554427928$ |
|  | exact |  | -1 | 1.5 | -2 |

Ref. [117].

### 5.4.2 Exactness in the regularized Laguerre-mesh method

For the regularized Laguerre mesh, it is possible to compare the Lagrange-mesh equations to the variational equations obtained with the Lagrange-mesh basis which can provide the exact wave functions. The mesh equations (5.19) can be written in matrix form as

$$
\begin{equation*}
\boldsymbol{H}_{l}^{G} \boldsymbol{c}_{n l}=E_{n l} \boldsymbol{c}_{n l} \tag{5.21}
\end{equation*}
$$

where $\boldsymbol{H}_{l}^{G}$ is the matrix with elements (5.20) at the Gauss approximation with $h=n / 2$ for some quantum number $n$. Vector $\boldsymbol{c}_{n l}$ defined by $\boldsymbol{c}_{n l}^{T}=\left(c_{n l 1}, c_{n l 2}, \ldots, c_{n l N}\right)$ contains the coefficients of the Lagrange-mesh wave function. The exact variational equations
with basis $\hat{f}_{i}$ (without Gauss approximation) can be written with (3.71) and (3.77) as

$$
\begin{equation*}
\left(\boldsymbol{H}_{l}^{G}-\frac{1}{8 h^{2}} \boldsymbol{v} \boldsymbol{v}^{T}\right) \tilde{\boldsymbol{c}}_{n l}=\tilde{E}_{n l}\left(\boldsymbol{I}+\boldsymbol{v} \boldsymbol{v}^{T}\right) \tilde{\boldsymbol{c}}_{n l} \tag{5.22}
\end{equation*}
$$

where $\boldsymbol{I}$ is the $N \times N$ unit matrix, $\tilde{\boldsymbol{c}}_{n l}$ is a vector containing the variational coefficients and $\boldsymbol{v}$ is a vector with components

$$
\begin{equation*}
v_{i}=\frac{(-1)^{i}}{\sqrt{x_{i}}} \tag{5.23}
\end{equation*}
$$

Vector $\boldsymbol{v}$ has no physical meaning since it only depends on the mesh choice. The variational equations (5.22) can provide the exact energies and wave functions for $n=1$ to $N$ with different values $h=n / 2$. Indeed, the exact wave functions $\psi_{n l}(r)$ contain polynomials of degree $n$ times $\exp (-r / n)$ while the regularized Lagrange functions $\hat{f}_{i}(r / h)$ contain polynomials of degree $N$ times $\exp (-r / 2 h)$.

Let me now show that the solution vector $\tilde{\boldsymbol{c}}_{n l}$ is exactly orthogonal to $\boldsymbol{v}$ for $h=n / 2$ and $N>n$. Indeed, the integral

$$
\begin{equation*}
\int_{0}^{\infty} r^{-1} \psi_{n l}(r) L_{N-1}(r / h) e^{-r / 2 h} d r \propto \int_{0}^{\infty} x^{l} L_{n-l-1}^{2 l+2}(x) L_{N-1}(x) e^{-x} d x \tag{5.24}
\end{equation*}
$$

with $x=r / h$ vanishes for $N>n$ since $L_{N-1}(x)$ is then orthogonal to any polynomial of degree $n-1$ for the weight function $\exp (-x)$. The $N$-point Gauss quadrature is exact for this integral since the degree of the polynomial is smaller than $2 N-2$. Hence one can write for $N>n$,

$$
\begin{equation*}
\sum_{k=1}^{N} \lambda_{k}\left(h x_{k}\right)^{-1} \psi_{n l}\left(h x_{k}\right) L_{N-1}\left(x_{k}\right) e^{-x_{k} / 2}=0 \tag{5.25}
\end{equation*}
$$

where the $x_{k}$ are the zeros of $L_{N}(x)$. With the definition (3.51) of $\lambda_{k}$ and the property (2.45),

$$
\begin{equation*}
\tilde{c}_{n l k}=h^{1 / 2} \lambda_{k}^{1 / 2} \psi_{n l}\left(h x_{k}\right), \tag{5.26}
\end{equation*}
$$

one obtains for $N>n$

$$
\begin{equation*}
\sum_{k=1}^{N} \tilde{c}_{n l k}(-1)^{k} x_{k}^{-1 / 2}=0 \tag{5.27}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{v}^{T} \tilde{\boldsymbol{c}}_{n l}=0 \tag{5.28}
\end{equation*}
$$

If $N-n-1=p>0$, replacing $r^{-1}$ in Eq. (5.24) by $r^{j-1}$ shows that $\tilde{\boldsymbol{c}}_{n l}$ is also orthogonal to $p$ additional vectors with components $(-1)^{i} x_{i}^{j-1 / 2}$ for $j=1$ to $p$.

The important consequence of Eq. (5.28) is that Eq. (5.22) reduces to Eq. (5.21) which is thus exact,

$$
\begin{equation*}
\tilde{E}_{n l}=E_{n l}, \quad \tilde{\boldsymbol{c}}_{n l}=\boldsymbol{c}_{n l} . \tag{5.29}
\end{equation*}
$$

The Lagrange-mesh calculation with the regularized basis using the Gauss quadrature everywhere and thus treating the basis as if it were orthonormal is exact for $h=n / 2$ and $N>n$. The vector of coefficients satisfies one or several orthogonality properties such as Eq. (5.28).

Another consequence of Eq. (5.28) is that the norm of the solution is exactly given by the Gauss quadrature in spite of the non-exactness of this quadrature for the scalar products of Lagrange functions $\hat{f}_{i}(r / h)$ (see $\S 2.7$ ).

### 5.4.3 Static polarizabilities

The accuracies on the energies and some other quantities are spectacular but many other methods are able to provide accurate results for the hydrogen atom for which almost everything is exactly known analytically. However, the LMM is sometimes also able to exactly calculate more complicated physical quantities. An interesting example is given by static polarizabilities for which a general analytical expression is available but its existence is not well known [118, 119]. The exact static polarizabilities of hydrogen were also published for a limited number of states in Refs. [120, 121, 122]. Strikingly, the LMM calculation is able to provide the exact values of the hydrogen polarizabilities [123]. The interpretation of the numerical calculation requires rounding some easily identifiable digits related to the limited computer accuracy.

Expressions for static polarizabilities are summarized in Appendix Appendix C:. The polarizabilities are usually defined by series which involve the continuum. These series can be summed in a compact form with the method of Dalgarno and Lewis [124]. This method is not used here but is described for the hydrogen atom in Ref. [123]. Let me consider the polarization by a multipole operator $r^{\lambda} Y_{\lambda \mu}$. The polarizability of state $n l m$ for component $\mu$ of the multipole operator is given by Eq. (C.1). This expression allows a calculation for any $\mu$ and $m$ from 3 jm coefficients and $\lambda+1$ reduced polarizabilities given by Eq. (C.2). The average polarizabilities (C.3) do not depend on $\mu$. The functions $\psi_{n^{\prime} l^{\prime}}$ appearing in (C.2) are expanded like in Eq. (5.18) with coefficients $c_{n^{\prime} l^{\prime} j}(j=1, \ldots, N)$ and lead to the algebraic system (5.19) with $l$ replaced by $l^{\prime}$. Eq. (C.3) provides at the Gauss approximation the average polarizabilities

$$
\alpha_{\lambda}^{(n l)}=\frac{2 h^{2 \lambda}}{2 \lambda+1} \sum_{l^{\prime}=|l-\lambda|}^{l+\lambda}{ }^{\prime}\left(2 l^{\prime}+1\right)\left(\begin{array}{ccc}
l^{\prime} & \lambda & l  \tag{5.30}\\
0 & 0 & 0
\end{array}\right)^{2} \sum_{n^{\prime}=1}^{N} \frac{\left[\sum_{j=1}^{N} c_{n^{\prime} \prime^{\prime} j} x_{j}^{\lambda} c_{n l j}\right]^{2}}{E_{n^{\prime} l^{\prime}}-E_{n l}}
$$

where the prime means that the sum runs by steps of two.
As we have seen, for $h=n / 2$, the wave function $\psi_{n l}$ given by (5.18) is exact. When the LMM version of the Dalgarno-Lewis method presented in Ref. [123] (see equations (C.4) and (C.5) in Appendix Appendix C:) gives exact results, one easily shows that Eq. (5.30) also gives exact results despite that the energies $E_{n^{\prime} l^{\prime}}$ are not exact. This is a straight application of the spectral decomposition of an inverse matrix and of the exactness of matrix elements calculated with the Gauss quadrature [125]. Hence, the coefficients $c_{n^{\prime},}$ obtained from the system (5.19), give the exact polarizabilities when $h=n / 2$. The average polarizabilities (C.3) are then obtained with the Gauss quadrature in (5.30) which is exact for $N \geq n+\lambda+1$. With an infinite number of digits, the polarizabilities would be exact. Here they contain rounding errors related to the computer accuracy.

The two reduced dipole polarizabilities (C.2) obtained with the regularized LagrangeLaguerre mesh of $\S 3.3 .4$ with $\alpha=0$ are displayed in Table 8. The conditions of the calculation are $N=n+2$ and $h=n / 2$. The results are close to integers or simple fractions, which can easily be guessed. Exact theoretical values for their average are also given in the table. The $1 s$ case is known for a long time [126]. For $l=0$, exact analytical expressions were derived in Ref. [120]. The average dipole polarizability of an arbitrary state $n l$ is given by

$$
\begin{equation*}
\alpha_{1}^{(n l)}=\frac{1}{4} n^{4}\left[2\left(2 n^{2}+7\right)+7 l(l+1)\right] . \tag{5.31}
\end{equation*}
$$

This formula has first been proven analytically in Refs. [118, 119] and rediscovered on the basis of LMM results in Ref. [123]. Notice that five Lagrange-mesh points give better results than eighty B splines [121].

Table 8: Reduced dipole polarizabilities (C.2) for $l^{\prime}=l+1$ (second column) and $l^{\prime}=l-1$ (third column) obtained on a Laguerre mesh with $N=n+2$ points and $h=n / 2$. The rounded average polarizabilities obtained with (5.30) or (C.3) displayed in the last column agree with Eq. (5.31).

| $n l$ | $\alpha_{1}^{(n l l+1)}$ | $\alpha_{1}^{(n l l-1)}$ | $\alpha_{1}^{(n l)}$ |
| ---: | ---: | ---: | ---: |
| $1 s$ | 13.50000000000 |  | 4.5 |
| $2 s$ | 360.00000000000 |  | 120 |
| $2 p$ | 520.00000000000 | 8.00000000000 | 176 |
| $3 s$ | 3037.50000000002 |  | 1012.5 |
| $3 p$ | 3780.00000000001 | 108.00000000000 | 1296 |
| $3 d$ | 5783.39999999998 | -194.40000000000 | 1863 |
| $4 s$ | 14976.00000000003 |  | 4992 |
| $4 p$ | 17023.99999999996 | 640.00000000001 | 5888 |
| $4 d$ | 24192.00000000002 | -1152.00000000000 | 7680 |
| $4 f$ | 34559.99999999970 | -3455.99999999999 | 10368 |

### 5.5 Confined hydrogen atom

An hydrogen atom confined in an impenetrable spherical cavity of radius $R$ offers an interesting example of the efficiency of the LMM and of some of its subtleties [51]. The radial Hamiltonian remains given by (5.17) in atomic units but in the interval $r \in(0, R)$ with the condition

$$
\begin{equation*}
\psi_{l}(R)=0 \tag{5.32}
\end{equation*}
$$

in addition to $\psi_{l}(0)=0$. The problem can be solved analytically but provides a transcendental quantification equation so that analytical energies are not available in general. Extremely accurate numerical values of these energies can be found in Ref. [127]. However a look at the wave functions of the unconfined hydrogen atom shows that particular cases exist where one energy is known analytically. For example, for $R=2$, the $2 s$ unconfined radial function vanishes at the boundary. Hence it is a solution of the confined problem. As it does not vanish between $r=0$ and $r=R$, it describes the ground state of the confined atom. The exact $1 s$ confined energy is the $2 s$ unconfined energy,

$$
\begin{equation*}
E_{1 s}(R=2)=E_{2 s}(R=\infty)=-1 / 8 \tag{5.33}
\end{equation*}
$$

The energies of the excited states for $R=2$ do not have a simple expression.
Various numerical techniques have been used to solve this problem. Here I only mention those having some relation with the LMM. In Refs. [128, 129], a mapped Fourier grid method has been applied. However, the convergence can be much faster
with the LMM [51]. Let me apply several variants of the LMM to the ground-state energy of the hydrogen atom confined in a sphere of radius $R=2$.

I first consider the approach employed in Ref. [51], i.e. a Lagrange mesh based on shifted Legendre polynomials regularized at 0 and $R$ obtained by scaling the expressions of $\S 3.4 .7$. For $i=1$ to $N$, the Lagrange basis (3.138) reads

$$
\begin{equation*}
f_{i}(r)=(-1)^{i+N} \frac{r(R-r)}{\sqrt{R^{3} x_{i}\left(1-x_{i}\right)}} \frac{P_{N}(2 r / R-1)}{r-R x_{i}} . \tag{5.34}
\end{equation*}
$$

The mesh points $R x_{i}$ are given by (3.120),

$$
\begin{equation*}
P_{N}\left(2 x_{i}-1\right)=0 . \tag{5.35}
\end{equation*}
$$

This basis is not orthonormal. The overlaps are given by

$$
\begin{array}{r}
\left\langle f_{i} \mid f_{j}\right\rangle=\delta_{i j}+\frac{(-1)^{i+j}}{4(2 N+1) \sqrt{x_{i}\left(1-x_{i}\right) x_{j}\left(1-x_{j}\right)}} \\
\times\left[\frac{3}{2}+\frac{1}{2(2 N-1)(2 N+3)}+4\left(x_{i}^{2}+x_{i} x_{j}+x_{j}^{2}\right)-6\left(x_{i}+x_{j}\right)\right] . \tag{5.36}
\end{array}
$$

In spite of this complicated expression, the basis is treated below as orthonormal, as it is orthonormal at the Gauss approximation. The kinetic matrix elements are given at the Gauss approximation by scaling Eqs. (3.142) and (3.143). The Gauss quadrature is also not exact here as shown by (3.144).

Table 9: Lagrange-mesh calculations of the ground-state energy $E$ and mean radius $\langle r\rangle$ of the hydrogen atom confined in a sphere of radius $R=2$ with the shifted Legendre mesh regularized by $r(R-r)$ (left, upper lines), the $(\alpha, \beta)=(2,0)$ shifted Jacobi mesh regularized by $r$ (left, lower lines), the $(\alpha, \beta)=(2,2)$ shifted Jacobi mesh (right, upper lines) and the first sine mesh (right, lower lines). The exact mean radius comes from Ref. [127].

| Regularized Legendre Regularized Jacobi (2,0) |  |  | Jacobi (2,2) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $E$ | $\langle r\rangle$ | $N$ | $E$ | $\langle r\rangle$ |
| 4 | -0.125 061 | 0.8609 | 20 | -0.124 70 | 0.8595 |
|  | -0.124999906 | 0.859364 |  | -0.1184 | 0.8616 |
| 6 | -0.125000 0014 | 0.85935332 | 40 | -0.124977 | 0.85936 |
|  | -0.124 99999999935 | 0.8593531744 |  | $-0.1232$ | 0.8600 |
| 8 | -0.125000 00000003 | 0.8593531742681 | 60 | -0.1249950 | 0.859355 |
|  | -0.125000 00000018 | 0.8593531742670 |  | -0.12453 | 0.85963 |
| 10 | -0.125000 00000001 | 0.85935317426677 | 80 | -0.1249984 | 0.859354 |
|  | -0.124 99999999978 | 0.85935317426687 |  | -0.124 79 | 0.85951 |
| exact | -0.125 | 0.859353174266771 |  |  |  |

Results with this mesh are presented in the upper lines of the left-hand side of Table 9. The mean radius is calculated simply as

$$
\begin{equation*}
\langle r\rangle=R \sum_{j=1}^{N} x_{j} c_{j}^{2}, \tag{5.37}
\end{equation*}
$$

where the $c_{j}$ are the coefficients in expansion (2.25). With the Legendre mesh, the convergence of the energy and of the mean radius are extremely fast for a calculation without any evaluation of integral. Notice that the convergence is reached from below, in sharp contrast with a real variational calculation. With only 8 mesh points, the error on the energy is $10^{-14}$. Adding two points improves the wave functions and thus the mean radius.

It is interesting to compare basis (5.34) with another Lagrange basis, also vanishing at 0 and $R$, based on the $\alpha=\beta=2$ Jacobi polynomials. By scaling and shifting (3.155), one obtains

$$
\begin{equation*}
f_{i}(r)=(-1)^{i+N} \sqrt{\frac{(N+4)(N+3) x_{i}\left(1-x_{i}\right)}{2(N+2)(N+1) R^{3}}} r(R-r) \frac{P_{N}^{(2,2)}(2 r / R-1)}{r-R x_{i}} \tag{5.38}
\end{equation*}
$$

with mesh points given by (3.153),

$$
\begin{equation*}
P_{N}^{(2,2)}\left(2 x_{i}-1\right)=0 . \tag{5.39}
\end{equation*}
$$

Here the factor $r(R-r)$ is the square root of the weight function $w(r)$. This basis is exactly orthonormal. The bases (5.34) and (5.38) are equivalent since they both involve $N$ linearly independent polynomials of degree $N-1$ multiplied by the same factor $r(R-r)$. However, as shown below, this Jacobi $(2,2)$ mesh gives very poor results. For the kinetic matrix elements, the Gauss quadrature is here catastrophic as suggested by the asymmetry of expression (3.159) because the derivatives of the square root of the weight function $r(R-r)$ are not proportional to this weight function and thus introduce singularities at both 0 and $R$ incompatible with an accurate Gauss quadrature. Numerically exact values of the kinetic matrix elements are however easily obtained with a Gauss-Legendre numerical quadrature involving at least $N+1$ mesh points since the integrand is a polynomial of degree $2 N$. The integrand is the product $f_{i}^{\prime} f_{j}^{\prime}$ calculated by differentiating (5.38). An optimal accuracy is obtained with $N+2$ points.

With the (2, 2) Jacobi mesh, the calculation slowly converges from above (see the upper lines in right-hand side of Table 9). The accuracy on the energy for $N=80$ is $2 \times 10^{-6}$. Even with the numerically exact expressions for the kinetic matrix elements, the singularity at $r=0$ of the potential strongly hinders the accuracy. Notice that without potential, the accuracy of the hard-sphere energies is as good with this Jacobi mesh as with the regularized Legendre mesh. This confirms that the much slower convergence arises from the Coulomb singularity. Regularizing Coulomb singularities is often crucial.

This interpretation is confirmed with another Lagrange basis derived from Jacobi polynomials with $(\alpha, \beta)=(2,0)$ regularized by $r$,

$$
\begin{equation*}
f_{i}(r)=(-1)^{i+N} \sqrt{\frac{1-x_{i}}{2 x_{i} R^{3}}} r(R-r) \frac{P_{N}^{(2,0)}(2 r / R-1)}{r-R x_{i}} \tag{5.40}
\end{equation*}
$$

with the zeros

$$
\begin{equation*}
P_{N}^{(2,0)}\left(2 x_{i}-1\right)=0 . \tag{5.41}
\end{equation*}
$$

Here $r$ is thus the regularization factor and $(R-r)$ is the square root of the weight function $w(r)$. The basis (5.40) is equivalent to the other two bases. It is not orthonormal. The overlap is given by (3.25) and (3.146) as

$$
\begin{equation*}
\left\langle f_{i} \mid f_{j}\right\rangle=\delta_{i j}+\frac{(-1)^{i+j}}{4(2 N+3)} \sqrt{\frac{\left(1-x_{i}\right)\left(1-x_{j}\right)}{x_{i} x_{j}}} . \tag{5.42}
\end{equation*}
$$

Because of the regularizing factor, the Gauss quadrature is exact for the Coulomb term. Here also, exact expressions $T_{i j}$ are obtained by integrating the product $f_{i}^{\prime} f_{j}^{\prime}$ with a Gauss-Legendre numerical quadrature involving $N+2$ mesh points.

The results are presented below the Legendre results in Table 9. One observes an even faster convergence. With only four points, the accuracy of the energy is already $10^{-7}$ and the accuracy of the mean radius is $10^{-5}$. For $N=6$, these numbers become $10^{-12}$ and $2 \times 10^{-10}$, respectively. This can be understood by the fact that the Gauss-Jacobi quadrature associated with the mesh points is more accurate here since the polynomial multiplying the weight is of degree $2 N$, thus smaller than the degree $2 N+2$ for the Legendre functions (5.34). For $N=8$ and 10 however, the accuracy is less good because of the rounding errors in the numerical integration of the kinetic matrix elements. The Legendre mesh remains the most interesting choice because of its analytical simplicity.

Problems of slow convergence occur with other Lagrange meshes for which the Gauss quadrature is not accurate with the Coulomb singularity, like the first sine mesh (§3.7.2) as shown in the lower rows on the right-hand side of Table 9.

### 5.6 Hydrogen atom in a strong magnetic field

The hydrogen atom in a homogeneous magnetic field is a simple example of nonseparable system for which a two-dimensional Lagrange mesh is useful. An analytical solution is available which provides essentially exact results from low to very high fields in the infinite-proton-mass approximation [130, 131]. However, those calculations are not easy to perform and the corresponding wave functions are given in the form of series. For these reasons, accurate numerical approximations are still interesting [43, 132, 133, 134]. Among them, Lagrange-mesh approximate calculations [23, 43] are particularly simple. They provide accurate wave functions that can easily be used in more elaborate applications such as the determination of transition probabilities [42].

The non-relativistic Hamiltonian for the hydrogen atom in a magnetic field in the $z$ direction is given in atomic units by

$$
\begin{equation*}
H=-\frac{1}{2} \Delta-\frac{1}{r}+\frac{1}{2} \gamma L_{z}+\frac{1}{8} \gamma^{2} r_{\perp}^{2} . \tag{5.43}
\end{equation*}
$$

In Eq. (5.43), $\boldsymbol{r}$ is the electron coordinate, $z$ is its component along the field axis, $\boldsymbol{r}_{\perp}$ is its component perpendicular to the field axis, and $L_{z}$ is the $z$ component of the orbital angular momentum. The parameter $\gamma$ expresses the magnetic field $B$ in atomic units of $B_{0}=\hbar / a_{0}^{2} e \approx 2.35 \times 10^{5} \mathrm{~T}$. In the form (5.43) of $H$, the proton mass is assumed to
be infinite. This approximation becomes inaccurate at very high fields (see Ref. [135] and references therein). Since $L_{z}$ and the parity operator are constants of motion of $H$ in Eq. (5.43), the eigenstates belong to a subspace corresponding to a fixed eigenvalue $m$ of $L_{z}$ and a fixed $z$-parity $p$.

Several coordinates systems can be used to solve Eq. (5.43). They lead to different Lagrange-mesh treatments [43]. Although the use of semi-parabolic coordinates [23] seems optimal, I present here the Lagrange mesh in spherical coordinates as it is more instructive. In spherical coordinates $r, \theta, \varphi$, the wave function is factorized as

$$
\begin{equation*}
\Psi_{m}^{p}(\boldsymbol{r})=r^{-1} \psi_{m}^{p}(r, u) e^{i m \varphi} \tag{5.44}
\end{equation*}
$$

where $u=\cos \theta$ varies over $(-1,+1)$. The Schrödinger equation (5.43) becomes in this coordinate system,

$$
\begin{equation*}
\left[\frac{1}{2}\left(-\frac{d^{2}}{d r^{2}}+\frac{L_{m}^{2}}{r^{2}}\right)+V(r, u)+\frac{1}{2} m \gamma-E\right] \psi_{m}^{p}=0 \tag{5.45}
\end{equation*}
$$

where $L_{m}^{2}$ is given by (3.103) and the Coulomb and diamagnetic potential reads

$$
\begin{equation*}
V(r, u)=-\frac{1}{r}+\frac{1}{8} \gamma^{2}\left(1-u^{2}\right) r^{2} \tag{5.46}
\end{equation*}
$$

The volume element is $d r d u$.
The Laguerre zeros $x_{i}\left(i=1, \ldots, N_{r}\right)$ are given by (3.50) with $\alpha=0$. The LagrangeLaguerre functions $\hat{f}_{i}(x)$ are regularized as defined in Eq. (3.70). The regularization is necessary because of the $r^{-1}$ and $r^{-2}$ singularities in Eqs. (5.45) and (5.46). The $2 N_{u}$ Legendre mesh points are defined according to Eq. (3.105) but only the $N_{u}$ positive values are necessary, $0 \leq u_{j}<1$. Notice that this mesh depends on $m$. The $2 N_{u}$ associated Lagrange-Legendre functions $g_{j}(u)$ given by Eq. (3.107) are projected on $z$ parity $p= \pm 1$ [Eq. (2.52)] as

$$
\begin{equation*}
g_{j}^{p}(u)=2^{-1 / 2}\left[g_{j}(u)+p g_{-j}(u)\right] \tag{5.47}
\end{equation*}
$$

where index $j$ then varies from $1 / 2$ to $N_{u}-1 / 2$.
On the $N_{r} N_{u}$ mesh points $\left(h x_{i}, u_{j}\right)$, the wave function $\psi_{m}^{p}$ is expanded as

$$
\begin{equation*}
\psi_{m}^{p}(r, u)=h^{-1 / 2} \sum_{i=1}^{N_{r}} \sum_{j=1 / 2}^{N_{u}-1 / 2} C_{i j}^{p} \hat{f}_{i}(r / h) g_{j}^{p}(u) \tag{5.48}
\end{equation*}
$$

The Lagrange-mesh system of equations then reads

$$
\begin{equation*}
\sum_{i=1}^{N_{r}} \sum_{j=1 / 2}^{N_{u}-1 / 2}\left\{h^{-2} T_{i j, i^{\prime} j^{\prime}}^{p}+\left[V\left(h x_{i}, u_{j}\right)+\frac{1}{2} m \gamma-E\right] \delta_{i i^{\prime}} \delta_{j j^{\prime}}\right\} C_{i j}^{p}=0 . \tag{5.49}
\end{equation*}
$$

The kinetic-energy matrix elements are given by the Gauss-quadrature formula as

$$
\begin{equation*}
T_{i j, i^{\prime} j^{\prime}}^{p}=\frac{1}{2}\left[T_{i i^{\prime}}^{r G} \delta_{j j^{\prime}}+x_{i}^{-2}\left(T_{j j^{\prime}}^{u}+p T_{j-j^{\prime}}^{u}\right) \delta_{i i^{\prime}}\right] \tag{5.50}
\end{equation*}
$$

where $\hat{T}_{i i^{\prime}}^{r G}$ is given by (3.75) and (3.76) while $T_{j j^{\prime}}^{u}$ is given by (3.115) and (3.116). The present calculation is very similar to the one in Ref. [82] but simplified by compact
expressions for the kinetic energy. Other matrix elements are then easily calculated [43, 42].

Results are presented in Table 10 for $m=0,-1$ and -2 . Positive $m$ values lead to much higher energies because of the $\frac{1}{2} \gamma L_{z}$ term in (5.43). Two cases are presented: the field $\gamma=1$ where the magnetic and Coulomb effects have the same order of magnitude and the strong field $\gamma=1000$. The binding energies $E_{B}=\frac{1}{2}(|m|+m+1) \gamma-E$ are compared with accurate literature results [131, 132, 133, 134]. The corresponding r.m.s. radii and quadrupole moments are also given [43].

The size of the basis is $N_{r} N_{u}$. Very accurate results are obtained with sizes ranging from $300(m=0)$ or $672(m=-2)$ for $\gamma=1$, to $8000(m=0)$ or $12800(m=-2)$ for $\gamma=1000$. It is shown in Ref. [43] that the role of the regularization is not important for $m=-1$ and $m=-2$.

Table 10: Binding energies $E_{B}$, r.m.s. radii $\left\langle r^{2}\right\rangle^{1 / 2}$, and quadrupole moments $Q$ of the $m=0,-1$ and -2 states as a function of the magnetic field $\gamma($ a). Comparison with (b) energies of Ref. [131] and quadrupole moments of Ref. [136] and (c) energies of Refs. [132, 133, 134] (all digits not shown).

| $\gamma$ |  | $N_{r}$ | $2 N_{u}$ | $h$ | $E_{B}$ (Hartree) | $\left\langle r^{2}\right\rangle^{1 / 2}$ | $Q$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=0$ |  |  |  |  |  |  |  |
| 1 a |  | 20 | 30 | 0.2 | 0.8311688967332 | 1.347711846509 | 0.41765424494 |
|  |  |  |  |  | 0.831168896733 |  | 0.4155 |
|  |  |  |  |  | 0.831168896733158 |  |  |
| 1000 | a | 80 | 200 | 0.03 | 7.662423238 | 0.228181387 | 0.098159819 |
|  | b |  |  |  | 7.662423247755 |  | 0.0981 |
| $m=-1$ |  |  |  |  |  |  |  |
| 1 | a | 24 | 40 | 0.2 | 0.4565970584238 | 2.27080057923 | 0.4541991988 |
|  | b |  |  |  | 0.456597058424 |  |  |
|  | c |  |  |  | 0.456597058423752 |  |  |
| 1000 | a | 80 | 300 | 0.03 | 5.6384210846 | 0.277223496 | 0.141726625 |
|  | b |  |  |  | 5.63842108 |  |  |
|  | c |  |  |  | 5.638421079484214 |  |  |
| $m=-2$ |  |  |  |  |  |  |  |
| 1 b |  | 28 | 48 | 0.2 | 0.3530480251496 | 2.85852118861 | 0.1108612292 |
|  |  |  |  |  | 0.353048025149 |  |  |
| 1000 | a | 80 | 320 | 0.03 | 4.805110675 | 0.307979592 | 0.17172129 |
|  | b |  |  |  | 4.80511067 |  |  |

### 5.7 Lagrange-mesh method in momentum space

Numerical solutions of the Schrödinger equation in momentum space have been studied with the LMM by Semay and coworkers [137, 138]. The basic motivation of working in momentum space is the possibility of using kinetic operators $T\left(p^{2}\right)$ more complicated than the non-relativistic operator $T_{N R}\left(p^{2}\right)=p^{2} / 2 m$. For example, working in
momentum space [137, 138] allows a simpler treatment of the semirelativistic kinetic expression $T_{S R}\left(p^{2}\right)=\sqrt{p^{2} c^{2}+m_{1}^{2} c^{4}}+\sqrt{p^{2} c^{2}+m_{2}^{2} c^{4}}$, where $m_{1}$ and $m_{2}$ are the masses of the interacting particles, than in configuration space [139].

If the non-local potential $V_{l}\left(p, p^{\prime}\right)$ for partial wave $l$ in momentum space is known or if the Fourier transform of the potential $V(r)$ in configuration space is available, the Schrödinger equation reads

$$
\begin{equation*}
T\left(p^{2}\right) \psi_{l}(p)+\int_{0}^{\infty} p V_{l}\left(p, p^{\prime}\right) p^{\prime} \psi_{l}\left(p^{\prime}\right) d p^{\prime}=E \psi_{l}(p) \tag{5.51}
\end{equation*}
$$

where $T\left(p^{2}\right)$ can be $T_{N R}\left(p^{2}\right)$ or $T_{S R}\left(p^{2}\right)$. The solution $\psi_{l}(p)$ vanishes at the origin and is square integrable over $(0, \infty)$ for bound states. If $\psi_{l}(p)$ is expanded in regularized Lagrange-Laguerre functions (3.70) as

$$
\begin{equation*}
\psi_{l}(p)=h^{-1 / 2} \sum_{j=1}^{N} c_{j} \hat{f}_{j}(p / h), \tag{5.52}
\end{equation*}
$$

the Gauss quadrature with mesh points $h x_{i}$ leads to the mesh equations

$$
\begin{equation*}
\sum_{j=1}^{N}\left[T\left(h^{2} x_{i}^{2}\right) \delta_{i j}+h^{3} \sqrt{\lambda_{i} \lambda_{j}} x_{i} x_{j} V_{l}\left(h x_{i}, h x_{j}\right)\right] c_{j}=E c_{i} . \tag{5.53}
\end{equation*}
$$

The matrix appearing in this eigenvalue problem displays different properties from the configuration-space matrix. In $r$ space, the potential matrix is diagonal and the weights $\lambda_{j}$ do not appear. The weights are needed only if the wave function must be constructed. In $p$ space, the kinetic-energy matrix is diagonal and the weights appear in the potential matrix.

Another interesting case, not considered in Refs. [137, 138] but based on some of their results in §III.E, occurs when the Fourier transform of a potential $V(r)$ is not available. It is based on the expression $\boldsymbol{r}=i \nabla \boldsymbol{p}$. Then the matrix elements $\left\langle f_{i}\right| V(r)\left|f_{j}\right\rangle$ between scaled Lagrange functions in $p$ space can be obtained [138] from

$$
\begin{equation*}
\left(r^{2}\right)_{i j}=\left\langle\hat{f}_{i}\right|-\frac{d^{2}}{d p^{2}}+\frac{l(l+1)}{p^{2}}\left|\hat{f}_{j}\right\rangle_{G}=h^{-2}\left(T_{i j}^{G}+\frac{l(l+1)}{x_{i}^{2}} \delta_{i j}\right) \tag{5.54}
\end{equation*}
$$

where $T_{i j}^{G}$ is the Gauss approximation for the matrix element of $-d^{2} / d p^{2}$ which is derived in position space for $-d^{2} / d x^{2}$ in previous sections. For the regularized Laguerre mesh, the $T_{i j}^{G}$ are given by (3.75) and (3.76). If the positive definite symmetric matrix with elements $\left(r^{2}\right)_{i j}$ is diagonalized into a diagonal matrix $\boldsymbol{D}$ with diagonal elements $d_{k}$ by an orthogonal matrix $\boldsymbol{O}$, one obtains

$$
\begin{equation*}
\left\langle\hat{f}_{i}\right| V(r)\left|\hat{f}_{j}\right\rangle_{G}=\left[\boldsymbol{O} V(\sqrt{\boldsymbol{D}}) \boldsymbol{O}^{T}\right]_{i j} \tag{5.55}
\end{equation*}
$$

where $V(\sqrt{\boldsymbol{D}})$ is a diagonal matrix containing the diagonal elements $V\left(\sqrt{d_{k}}\right)$. The Schrödinger equation thus reads

$$
\begin{equation*}
\sum_{j=1}^{N}\left[T\left(h^{2} x_{i}^{2}\right) \delta_{i j}+\sum_{k=1}^{N} O_{i k} V\left(\sqrt{d_{k}}\right) O_{j k}\right] c_{j}=E c_{i} . \tag{5.56}
\end{equation*}
$$

The need for a Fourier transform is then avoided.

Like in Ref. [138], let us consider the simple non-relativistic example, with $T_{N R}\left(p^{2}\right)$, of a Gaussian interaction

$$
\begin{equation*}
V(r)=-g \exp \left(-r^{2}\right) \tag{5.57}
\end{equation*}
$$

in units $\hbar=2 m=a=1$ where $a$ is the range of the potential. The Fourier transform is also a Gaussian that leads for partial wave $l$ to

$$
\begin{equation*}
V_{l}\left(p, p^{\prime}\right)=-\frac{g}{2 \sqrt{\pi}} e^{-\left(p^{2}+p^{\prime 2}\right) / 4} i_{l}\left(p p^{\prime} / 2\right) \tag{5.58}
\end{equation*}
$$

where $i_{l}$ is a spherical Hankel function [22]. For example, the $s$-wave potential reads

$$
\begin{equation*}
V_{0}\left(p, p^{\prime}\right)=-\frac{g}{2 \sqrt{\pi p p^{\prime}}} e^{-\left(p-p^{\prime}\right)^{2} / 4}\left(1-e^{-p p^{\prime}}\right) \tag{5.59}
\end{equation*}
$$

In Table 11, the ground-state energy is obtained on regularized Laguerre meshes for the potential with $g=15$ as a function of the number $N$ of mesh points in three different ways: in $r$ space, in $p$ space with Eqs. (5.53) and (5.59), and in $p$ space with Eq. (5.56). The optimal scale factor takes the same value $h=0.4$ in both spaces. In $r$

Table 11: Ground-state energy of the Gaussian potential (5.57) with $g=15$ by three different methods on regularized Laguerre meshes with $h=0.4$ : in $r$ space, in $p$ space with Eqs. (5.53) and (5.59), and with Eq. (5.56).

| $N$ | $r$ space | $p$ space |  |
| ---: | :--- | :--- | :--- |
|  |  | Eq. $(5.53)$ | Eq. $(5.56)$ |
| 10 | -5.3898 | -5.37760213 | -5.377599166 |
| 20 | -5.377858 | -5.3775999070623 | -5.377599907034 |
| 40 | -5.3775998976 | -5.377599907068446 | -5.377599907068483 |
| 60 | -5.377599907206 | -5.377599907068436 | -5.377599907067966 |
| 80 | -5.377599907068667 | -5.377599907068435 | -5.377599907068306 |
| 100 | -5.377599907068927 | -5.377599907068442 | -5.377599907068586 |

space, a $10^{-8}$ accuracy is reached with $N=40$ and a $10^{-12}$ accuracy is reached with $N=80$. In $p$ space with the analytical potential, the convergence is much faster. The accuracy is already about $2 \times 10^{-6}$ with $N=10$. A $10^{-14}$ accuracy is reached with $N=40$. In $p$ space with approximation (5.56), the convergence is almost as fast but the results are less stable for high $N$. This is understandable since the calculation in Eq. (5.55) requires matrix multiplications which increase the role of rounding errors.

Let us now consider the other example of Ref. [138], the Yukawa potential

$$
\begin{equation*}
V(r)=-g \frac{e^{-r}}{r} \tag{5.60}
\end{equation*}
$$

with $g=10$. In Table 12, the ground-state energy is obtained on a regularized Laguerre mesh in $r$ space and with Eq. (5.56) to avoid the complicated expression of this potential in $p$ space [138]. The optimal scale factors now take different values. For this potential, the convergence in $r$ space is much faster. The optimal scale factor is close to $h=0.1$.

Table 12: Ground-state energy of the Yukawa potential (5.60) with $g=10$ on a regularized Laguerre mesh: in $r$ space $(h=0.1)$ and in $p$ space with Eq. (5.56) $(h=10)$.

| $N$ | $r$ space | $N$ | $p$ space <br> Eq. $(5.56)$ |
| ---: | :--- | ---: | :--- |
| 5 | -16.340425965 | 50 | -16.3370 |
| 10 | -16.34042556845964 | 100 | -16.340148 |
| 20 | -16.34042556845981 | 200 | -16.340365 |
| 30 | -16.34042556845952 | 300 | -16.340399 |
|  |  | 400 | -16.340410 |
|  |  | 500 | -16.340416 |

With only 5 points, the absolute accuracy is better than $10^{-6}$. With 10 points, it reaches $10^{-12}$. The calculations in $p$ space are performed with Eq. (5.56) (see Ref. [138] for a calculation with the analytical Fourier-transformed potential which involves a Legendre function of the second kind). The optimal $h$ is quite large. It is taken as $h=10$. The convergence is slow. Even with $N=500$, the accuracy is only $10^{-5}$. In Ref. [138], a slightly faster convergence is obtained with the analytical formula.

For the Schrödinger equations considered here, the treatment in momentum space is much more interesting for the fast-decreasing Gaussian potential than for the Yukawa potential. See Ref. [138] for applications involving more complicated kinetic energies $T_{S R}\left(p^{2}\right)$.

### 5.8 One-dimensional Dirac oscillator

In one dimension, the Dirac oscillator [140] can be written as a two-component problem. It provides a simple preliminary example of the Dirac equation [141]. Like the Dirac equation, it involves the use of first-order differential operators.

The two-component Dirac equation in one dimension is written with $\hbar=c=m=1$ as

$$
\begin{equation*}
H_{D} \phi=\left\{\alpha\left[p_{x}-i \beta V(x)\right]+\beta\right\} \phi=E \phi \tag{5.61}
\end{equation*}
$$

where $\alpha=\sigma_{y}$ and $\beta=\sigma_{z}$ are $2 \times 2$ Pauli matrices and

$$
\begin{equation*}
V(x)=\omega x . \tag{5.62}
\end{equation*}
$$

Let us write $\phi(x)$ as

$$
\begin{equation*}
\phi(x)=\binom{P(x)}{Q(x)} . \tag{5.63}
\end{equation*}
$$

The coupled Dirac equations become in matrix form

$$
\left(\begin{array}{cc}
1 & -\frac{d}{d x}+V(x)  \tag{5.64}\\
\frac{d}{d x}+V(x) & -1
\end{array}\right)\binom{P(x)}{Q(x)}=E\binom{P(x)}{Q(x)} .
$$

The exact eigenvalues of the Dirac oscillator are [140, 141]

$$
\begin{equation*}
E_{n}= \pm \sqrt{1+2|n| \omega}, \quad n=0, \pm 1, \pm 2, \ldots \tag{5.65}
\end{equation*}
$$

Hence the squares of the energies have the simple form $1+2|n| \omega$. The energies appear in opposite pairs except for $n=0$.

The components $P(x)$ and $Q(x)$ are expanded in Lagrange functions as

$$
\begin{equation*}
\binom{P(x)}{Q(x)}=h^{-1 / 2}\binom{\sum_{j=1}^{N} p_{j} f_{j}(x / h)}{\sum_{j=1}^{N} q_{j} f_{j}(x / h)} \tag{5.66}
\end{equation*}
$$

with the mesh points $h u_{i}$. A projection on the Lagrange functions leads to the $2 N \times 2 N$ algebraic system of equations

$$
\left(\begin{array}{cc}
I & H^{(1,2)}  \tag{5.67}\\
H^{(2,1)} & -I
\end{array}\right)\binom{\left(p_{1}, p_{2}, \ldots, p_{N}\right)^{T}}{\left(q_{1}, q_{2}, \ldots, q_{N}\right)^{T}}=E\binom{\left(p_{1}, p_{2}, \ldots, p_{N}\right)^{T}}{\left(q_{1}, q_{2}, \ldots, q_{N}\right)^{T}}
$$

with

$$
\begin{equation*}
H_{i j}^{(1,2)}=H_{j i}^{(2,1)}=-\frac{1}{h} D_{i j}+V\left(h u_{i}\right) \delta_{i j} . \tag{5.68}
\end{equation*}
$$

The matrix elements $D_{i j}$ for the Hermite mesh are given by (3.37) and (3.38) where the Gauss quadrature is exact, and those of the sinc mesh by (3.291). Notice that the trace of the Hamiltonian matrix is zero.

The $P_{n}$ and $Q_{n}$ components of the wave function corresponding to energy $E_{n}$ are respectively proportional to oscillator wave functions $H_{|n|}(x) \exp \left(-x^{2} / 2\right)$ and $H_{|n|-1}(x) \exp \left(-x^{2} / 2\right)$ (except $Q_{0}=0$ ). For the Hermite mesh, the Lagrange-mesh equations are exact variational equations for any $N$ since the matrix elements of both the potential and the first derivative are exactly given by the Gauss quadrature. According to (5.4), both components can be expressed exactly by a sufficiently large expansion in Lagrange-Hermite functions. Hence the energies and wave functions must be exact for the Hermite mesh, up to rounding errors.

Numerical values for the squares of the eigenvalues obtained for $\omega=1$ with the Hermite and sinc meshes are presented in Table 13. The Hermite results are optimal with $h=1 / \sqrt{\omega}$ and are in this case all exact. This is confirmed by the results obtained with $N=5$. Nine of the $2 N=10$ eigenvalues correspond to the exact energies and wave functions for quantum numbers $n=-4$ to 4 . The tenth eigenvalue (indicated by a star) is equal to 1 as expected from the fact that the trace of the matrix vanishes. It corresponds to an eigenvector with $p_{i}=0$ and $q_{j}=(-1)^{j}$. For $h=1 / \sqrt{\omega}$, this exact but unphysical solution is due to the exactness of the matrix elements (3.37) and (3.38) and to the Stieltjes sum rule [142]

$$
\begin{equation*}
\sum_{j \neq k}^{N} \frac{1}{x_{j}-x_{k}}=x_{k}, \quad k=1, \ldots, N \tag{5.69}
\end{equation*}
$$

The mean square radii are also shown in the table. They are exact for $|n| \leq 3$ but not for $|n|=4$ because the degree of the polynomial is one unit too high. With $N=6$, one obtains $23 / 6$ for $n=-4$ and $25 / 6$ for $n=+4$. The radius for the non-physical eigenvalue is meaningless and is just given for information.

The sinc mesh gives accurate but non-exact results after $h$ has been roughly optimized to $h=10 / N \sqrt{\omega}$. With $N=20$ points, good results are obtained for low $|n|$ values. The accuracy decreases when $|n|$ increases. The mean square radii are also accurate. For $|n|=4$ the accuracy is still better than $10^{-5}$. An unphysical eigenvalue very close to 1 also appears, as expected from the trace of the matrix. The $p_{i}$ components of the corresponding eigenvector are small and the absolute values of the $q_{i}$ components do not vary much. Some relation similar to an approximate Stieltjes sum rule is also at work here.

Table 13: Squared energies and mean square radii of the $n=-4$ to 4 states of the Dirac oscillator with $\omega=1$ calculated with the Hermite mesh $(N=5, h=1)$ and sinc mesh ( $N=20, h=0.5$ ). The row indicated by a star and the numbers in parentheses have no physical meaning (see text).

| $n$ | Hermite |  | sinc |  |
| ---: | :--- | :--- | :--- | :--- |
|  | $E_{n}^{2}$ | $\left\langle x^{2}\right\rangle$ | $E_{n}^{2}$ | $\left\langle x^{2}\right\rangle$ |
| -4 | 9.000000000000005 | $(3.0000000000009)$ | 9.000000977 | 3.833322 |
| -3 | 7.000000000000003 | 2.8110177634957 | 7.0000000046 | 2.811017685 |
| -2 | 5.000000000000004 | 1.7763932022505 | 5.0000000046 | 1.776393150 |
| -1 | 3.000000000000003 | 0.7113248654053 | 3.0000000000033 | 0.71132486533 |
| $*$ | 0.999999999999999 | $(2.0000000000001)$ | 1.0000000000033 | $(9.30027802160)$ |
| 0 | 1.000000000000002 | 0.5000000000001 | 1.0000000000033 | 0.4999999996 |
| 1 | 3.000000000000001 | 1.2886751345953 | 3.0000000000033 | 1.28867513445 |
| 2 | 4.999999999999993 | 2.2236067977505 | 5.0000000046 | 2.223606741 |
| 3 | 7.000000000000005 | 3.1889822365057 | 7.0000000046 | 3.188982134 |
| 4 | 8.999999999999995 | $(2.5000000000009)$ | 9.000000977 | 4.166656 |

### 5.9 Dirac equation for hydrogenic atoms

Until now, most published Lagrange-mesh calculations are non-relativistic. A semirelativistic approach based on the Salpeter equation has been developed by Semay and coworkers $[139,143,144]$. The difference with the Schrödinger equation lies in a relativistic kinetic energy $\sqrt{p^{2} c^{2}+m^{2} c^{4}}$ whose matrix elements can be obtained by diagonalizing the matrix representing $p^{2}$. The Dirac equation allows a simpler Lagrangemesh treatment. In the case of hydrogenic atoms, it can even provide numerically exact energies and wave functions, with very low numbers of mesh points [145].

In atomic units, the Dirac Hamiltonian reads

$$
\begin{equation*}
H_{D}=c \boldsymbol{\alpha} \cdot \boldsymbol{p}+\beta c^{2}+V(r), \tag{5.70}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ and $\beta$ are the traditional Dirac matrices and the speed of light $c=1 / \alpha$ is the inverse of the fine-structure constant. Its eigenenergies are denoted $c^{2}+E$. The Dirac spinors are written as

$$
\begin{equation*}
\phi_{\kappa m}(\boldsymbol{r})=\frac{1}{r}\binom{P_{\kappa}(r) \chi_{\kappa m}}{i Q_{\kappa}(r) \chi_{-\kappa m}} \tag{5.71}
\end{equation*}
$$

as a function of the large and small radial components $P_{\kappa}(r)$ and $Q_{\kappa}(r)$. The spinors $\chi_{\kappa m}$ are eigenstates of $\boldsymbol{L}^{2}, \boldsymbol{S}^{2}, \boldsymbol{J}^{2}$ and $J_{z}$ with respective eigenvalues $l(l+1), 3 / 4$, $j(j+1)$ and $m$ where

$$
\begin{equation*}
j=|\kappa|-\frac{1}{2}, \quad l=j+\frac{1}{2} \operatorname{sgn} \kappa . \tag{5.72}
\end{equation*}
$$

The coupled radial Dirac equations read in matrix form

$$
H_{\kappa}\binom{P_{\kappa}(r)}{Q_{\kappa}(r)}=\left(\begin{array}{cc}
V(r) & c\left(-\frac{d}{d r}+\frac{\kappa}{r}\right)  \tag{5.73}\\
c\left(\frac{d}{d r}+\frac{\kappa}{r}\right) & V(r)-2 c^{2}
\end{array}\right)\binom{P_{\kappa}(r)}{Q_{\kappa}(r)}=E\binom{P_{\kappa}(r)}{Q_{\kappa}(r)} .
$$

The Dirac spinors (5.71) are normed if

$$
\begin{equation*}
\int_{0}^{\infty}\left\{\left[P_{\kappa}(r)\right]^{2}+\left[Q_{\kappa}(r)\right]^{2}\right\} d r=1 \tag{5.74}
\end{equation*}
$$

The radial functions $P_{\kappa}(r)$ and $Q_{\kappa}(r)$ are expanded in regularized Lagrange functions (3.70) as

$$
\begin{equation*}
\binom{P_{\kappa}(r)}{Q_{\kappa}(r)}=h^{-1 / 2}\binom{\sum_{j=1}^{N} p_{j} \hat{f}_{j}^{\left(\alpha^{\prime}\right)}(r / h)}{\sum_{j=1}^{N} q_{j} \hat{f}_{j}^{\left(\alpha^{\prime}\right)}(r / h)} \tag{5.75}
\end{equation*}
$$

The superscript added to the Lagrange functions corresponds to the superscript of the generalized Laguerre polynomials in Eq. (3.70). It is denoted here $\alpha^{\prime}$ to avoid confusion with the fine-structure constant. A projection on the Lagrange functions leads to the $2 N \times 2 N$ algebraic system of equations

$$
\left(\begin{array}{ll}
H^{(1,1)} & H^{(1,2)}  \tag{5.76}\\
H^{(2,1)} & H^{(2,2)}
\end{array}\right)\binom{\boldsymbol{p}}{\boldsymbol{q}}=E\binom{\boldsymbol{p}}{\boldsymbol{q}}
$$

with $\boldsymbol{p}^{T}=\left(p_{1}, p_{2}, \ldots, p_{N}\right), \boldsymbol{q}^{T}=\left(q_{1}, q_{2}, \ldots, q_{N}\right)$. The diagonal blocks have elements

$$
\begin{equation*}
H_{i j}^{(1,1)}=V\left(h x_{i}\right) \delta_{i j}, \quad H_{i j}^{(2,2)}=\left(V\left(h x_{i}\right)-2 c^{2}\right) \delta_{i j} . \tag{5.77}
\end{equation*}
$$

For the non-diagonal blocks, the matrix representing the term $c \kappa / r$ is exactly given by the Gauss quadrature and is diagonal. For the matrix elements of the first derivative $d / d r$, several options are possible. One can use the exact expressions (3.73) since they are available, or use the Gauss approximation. In the spirit of the LMM, I use the Gauss quadrature for the $(2,1)$ block and define the $(1,2)$ block by symmetry, i.e.,

$$
\begin{equation*}
H_{i j}^{(1,2)}=H_{j i}^{(2,1)}=\frac{c}{h}\left(-D_{i j}^{G}+\frac{\kappa}{x_{i}} \delta_{i j}\right) \tag{5.78}
\end{equation*}
$$

where $D_{i j}^{G}$ is given by (3.72). It is also possible to use the Gauss quadrature for $H_{i j}^{(2,1)}$ and symmetrize. This leads to another matrix [145]. One can show that half the eigenvalues of the Hamiltonian matrix are large and negative. The lowest slightly negative ones approximate bound-state energies. The corresponding eigenvectors normalized according to

$$
\begin{equation*}
\sum_{i=1}^{N}\left(p_{i}^{2}+q_{i}^{2}\right)=1 \tag{5.79}
\end{equation*}
$$

which corresponds to a Gauss quadrature of (5.74), provide the normed wave functions. In the hydrogenic cases, Eq. (5.79) is numerically exact.

For a relativistic hydrogenic atom, the potential is

$$
\begin{equation*}
V(r)=-\frac{Z}{r} \tag{5.80}
\end{equation*}
$$

As a function of the principal quantum number $n$, the energies are given analytically as [146]

$$
\begin{equation*}
E_{n \kappa}=c^{2}\left\{\left[1+\frac{\alpha^{2} Z^{2}}{(n-|\kappa|+\gamma)^{2}}\right]^{-1 / 2}-1\right\} \tag{5.81}
\end{equation*}
$$

with the parameter $\gamma$ defined by

$$
\begin{equation*}
\gamma=\sqrt{\kappa^{2}-\alpha^{2} Z^{2}} \tag{5.82}
\end{equation*}
$$

They can be written in a form minimizing rounding errors as

$$
\begin{equation*}
E_{n \kappa}=-\frac{Z^{2}}{\mathcal{N}(\mathcal{N}+n-|\kappa|+\gamma)} \tag{5.83}
\end{equation*}
$$

with the effective principal quantum number

$$
\begin{equation*}
\mathcal{N}=\left[(n-|\kappa|+\gamma)^{2}+\alpha^{2} Z^{2}\right]^{1 / 2} \tag{5.84}
\end{equation*}
$$

This number is equal to $n$ when $|\kappa|=n$. Otherwise, it is not an integer.
Before choosing the LMM basis, it is important to first analyze the behaviour of the wave functions near the origin. It is well known [146] that the radial functions behave near the origin as

$$
\begin{equation*}
P_{n \kappa}(r), Q_{n \kappa}(r) \underset{r \rightarrow 0}{\rightarrow} r^{\gamma}, \tag{5.85}
\end{equation*}
$$

i.e. the wave functions $\phi_{n \kappa m}$ are singular for $|\kappa|=1$. This singularity is weak for the hydrogen atom but can be important for hydrogenic ions with high charges $Z$. The Lagrange functions (3.70) behave as

$$
\begin{equation*}
\hat{f}_{j}^{\left(\alpha^{\prime}\right)}(x) \underset{x \rightarrow 0}{\rightarrow} x^{1+\alpha^{\prime} / 2} \tag{5.86}
\end{equation*}
$$

Hence rather than choosing $\alpha^{\prime}=0$ like in the non-relativistic case ( $\S 5.4$ ), it is convenient to choose

$$
\begin{equation*}
\alpha^{\prime}=2(\gamma-1) \tag{5.87}
\end{equation*}
$$

The choice $\alpha^{\prime}=2(\gamma-|\kappa|)$ can also be convenient [125]. The radial functions $P_{n \kappa}$ and $Q_{n \kappa}$ are polynomials multiplied by $r^{\gamma}$ and the exponential $\exp (-Z r / 2 \mathcal{N})$. With $\alpha^{\prime}$ given by (5.87) and

$$
\begin{equation*}
h=\mathcal{N} / 2 Z \tag{5.88}
\end{equation*}
$$

the LMM is thus able to reproduce the exact $n \kappa$ eigenfunctions if $N>n$. This remains true even when the approximate expressions $D_{i j}^{G}$ are used. Indeed, like in §5.4.2, one
can show that vectors $\boldsymbol{p}_{n \kappa}$ and $\boldsymbol{q}_{n \kappa}$ corresponding to the exact eigenvalue $E_{n \kappa}$ are orthogonal to the vector $\boldsymbol{v}$ defined by (5.23). Since the matrix with elements (3.73) can be rewritten as

$$
\begin{equation*}
\boldsymbol{D}^{G}=\boldsymbol{D}+\frac{1}{2} \boldsymbol{v} \boldsymbol{v}^{T} \tag{5.89}
\end{equation*}
$$

the use of the Gauss approximation in any of the non-diagonal blocks does not affect the eigenvector corresponding to the exact eigenvalue.

The trace of the Hamiltonian matrix in (5.76), and thus the sum of all eigenvalues, is

$$
\begin{equation*}
-2 N c^{2}-2 \sum_{i=1}^{N} \frac{Z}{h x_{i}}=-2 N\left[c^{2}+\frac{Z}{h\left(\alpha^{\prime}+1\right)}\right] \tag{5.90}
\end{equation*}
$$

and supports the fact that half the eigenvalues are large and negative.
Exact energies for principal quantum number $n$ can be obtained with $N=n+1$. For example, $N=2$ provides the exact ground-state eigenvalue and eigenfunction (see Appendix Appendix D:).

Table 14: Regularized Lagrange-Laguerre mesh calculations of $n \leq 3$ energies of the relativistic $Z=1$ hydrogen atom and $Z=100$ hydrogenic ion for given $N$ and $h$ ( $c=137.035999074$ [147]).

| $n l j$ | $\kappa$ | $h$ | $N$ | $E_{n \kappa}\left(\alpha^{\prime}=2 \gamma-2\right)$ | $N$ | $E_{n \kappa}\left(\alpha^{\prime}=0\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |
| $Z=1$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| $1 s 1 / 2$ | -1 | 0.5 | 3 | -0.500006656596554 | 3 | -0.500006656715 |
| $2 s 1 / 2$ | -1 | 1 | 5 | -0.125002080189192 | 5 | -0.125002080208 |
| $2 p 1 / 2$ | +1 | 1 | 4 | -0.125002080189192 | 4 | -0.1250020801929 |
| $2 p 3 / 2$ | -2 | 1 | 4 | -0.125000416028976 | 4 | -0.1250004160299 |
| $3 s 1 / 2$ | -1 | 1 | 7 | -0.055556295176422 | 7 | -0.055556295183 |
| $3 p 1 / 2$ | +1 | 1.5 | 5 | -0.055556295176422 | 5 | -0.055556295195 |
| $3 p 3 / 2$ | -2 | 1.5 | 5 | -0.055555802091367 | 5 | -0.055555802096 |
| $3 d 3 / 2$ | +2 | 1.5 | 5 | -0.055555802091367 | 5 | -0.055555802091398 |
| $3 d 5 / 2$ | -3 | 1.5 | 5 | -0.055555637733815 | 5 | -0.055555637733829 |

$Z=100$

$$
\begin{array}{lllllll}
1 s 1 / 2 & -1 & 0.005 & 3 & -5939.195192426652 & 100 & -5932.765 \\
2 s 1 / 2 & -1 & 0.009175 & 5 & -1548.656111829165 & 100 & -1545.707 \\
& & 0.010 & 6 & -1548.656126 & 100 & -1545.359 \\
2 p 1 / 2 & +1 & 0.009175 & 4 & -1548.656111829167 & 100 & -1548.567 \\
& & 0.010 & 5 & -1548.656670 & 100 & -1548.556 \\
2 p 3 / 2 & -2 & 0.010 & 4 & -1294.626149195190 & 100 & -1294.626143 \\
3 s 1 / 2 & -1 & 0.013906 & 7 & -657.9451995216589 & 100 & -656.436 \\
& & 0.015 & 8 & -657.945199577 & 100 & -656.284 \\
3 p 1 / 2 & +1 & 0.013906 & 5 & -657.9451995216588 & 100 & -657.890 \\
& & 0.015 & 6 & -657.946487 & 100 & -657.883 \\
3 p 3 / 2 & -2 & 0.014768 & 5 & -582.1390468401418 & 100 & -582.139036 \\
& & 0.015 & 6 & -582.139046840163 & 100 & -582.139036 \\
3 d 3 / 2 & +2 & 0.014768 & 5 & -582.1390468401419 & 100 & -582.139046829 \\
& & 0.015 & 6 & -582.139046840143 & 100 & -582.139046828 \\
3 d 5 / 2 & -3 & 0.015 & 5 & -564.0258534858450 & 100 & -564.025853485675 \\
\hline \hline
\end{array}
$$

The energies of hydrogenic atoms obtained with different calculations are displayed in Table 14 for $n \leq 3$ in the cases $Z=1$ and $Z=100$. The calculations are performed with $N=n+2$, except for $s$ states $(n>1)$ where a slightly larger value is used to move spurious eigenvalues to higher energies. The choice $N=n+2$ leads below to a number of accurate mean radii. The first $E_{n \kappa}$ column contains energies obtained with the optimal $\alpha^{\prime}$ defined in Eq. (5.87). These energies coincide with the exact ones (5.83) except possibly for one or two units on the last displayed digit. For $Z=1$, the energies are shown as obtained with $h=n / 2 Z$ but calculations with the optimal value (5.88) lead to exactly the same displayed digits because the difference between the $h$ values is smaller than $10^{-5}$. As in most other cases, the results are not very sensitive to the precise choice of $h$. Nevertheless, at some higher accuracy level, calculations with more digits should be made with (5.88) to provide the exact values. For $Z=100$, results are displayed for both choices of $h$. All digits of $h$ need not be specified. Since the difference between both $h$ values decreases when $n-|\kappa|$ increases, the difference between energies is more important for the $3 s 1 / 2$ state than for the other displayed states. The relative error with the non-relativistic value $h=n / 2 Z$ is about $10^{-10}$.

The last column presents calculations with standard Laguerre polynomials ( $\alpha^{\prime}=0$ ). For $Z=1$, the difference with the fourth column is tiny when the same number of mesh points is kept. It decreases when $|\kappa|$ increases. For $Z=100$, with the same $N$, the results are very bad. Even with the much larger $N=100$ value, the accuracy remains poor except when $|\kappa|$ is close to $n$.

These results are obtained with $h$ values varying from shell to shell and sometimes from level to level. At least three numerically exact eigenvalues can be obtained simultaneously with only $N=20$ mesh points in some average range of scaling parameters [145].

The obtained wave functions and the corresponding Gauss quadrature lead to the exact mean values for the operators $r^{-2}, r^{-1}, r, r^{2}$ and $r^{3}$ with

$$
\begin{equation*}
\left\langle\phi_{n \kappa m}\right| r^{k}\left|\phi_{n \kappa m}\right\rangle=h^{k} \sum_{j=1}^{N}\left(p_{n \kappa j}^{2}+q_{n \kappa j}^{2}\right) x_{j}^{k} . \tag{5.91}
\end{equation*}
$$

The exact mean values of higher positive integer powers of $r$ can also be obtained but with increasing numbers $N$ of mesh points. These values are displayed Table 15. The numerical results agree with the analytical expressions from Table 3.2 of Ref. [146] for $k=-1,1$ and 2 or from Ref. [148] for $k=-2$.

The calculation of dipole polarizabilities is more instructive. As now shown, while some partial polarizabilities (C.7) or (C.10) of the hydrogenic atoms are exact like in the non-relativistic case, others are not when $\left|\kappa^{\prime}\right| \neq|\kappa|$. The exact polarizability for the ground state is calculated in $[149,150]$. The $\kappa^{\prime}=+1$ partial polarizability (C.7) is simply given by [150]

$$
\begin{equation*}
\alpha_{1}^{(1 s,-1,+1)}=\frac{1}{36 Z^{4}} \gamma(\gamma+1)(2 \gamma+1)(4 \gamma+5) . \tag{5.92}
\end{equation*}
$$

The expression of the $\kappa^{\prime}=-2$ partial polarizability is very complicated; it involves ${ }_{3} F_{2}$ hypergeometric functions. Not surprisingly, the LMM only gives the exact value for $\kappa^{\prime}=1$.

In order to use the LMM, I first analyze Eq. (C.9) for $\left|\kappa^{\prime}\right|=|\kappa|$. The components $P_{n \kappa}$ and $Q_{n \kappa}$ in the right-hand side contain an exponential multiplied by $r^{\gamma}$ and by

Table 15: Lagrange-mesh calculations of the mean values $\left\langle r^{k}\right\rangle(k=-2,-1,1$ et 2) for the Dirac hydrogen atom with $N=6$ and $N=8$ mesh points. Exact values are obtained from analytical expressions of Refs. [146, 148].

| $k \quad N$ | 1s1/2 | $2 s 1 / 2$ | $2 p 1 / 2$ | 2p3/2 |
| :---: | :---: | :---: | :---: | :---: |
| -2 6 | 2.00015976611741 | 0.25002829226908 | 0.08334202438825 | 333462765644 |
| 8 | 2.00015976611535 | 0.25002829226907 | 0.08334202438825 | 0.08333462765658 |
| [148] | 2.00015976611623 | 0.25002829226907 | 0.08334202438825 | 0.08333462765658 |
| -1 6 | 1.00002662674100 | 0.25000832087309 | 0.25000832087308 | 0.25000166412128 |
| 8 | 1.00002662674053 | 0.25000832087309 | 0.25000832087308 | 0.25000166412146 |
| [146] | 1.00002662674070 | 0.25000832087309 | 0.25000832087309 | 0.25000166412144 |
| 16 | 1.49997337396793 | 5.99988351152098 | 4.99988351152105 | 4.99997337423524 |
| 8 | 1.49997337396837 | 5.99988351152102 | 4.99988351152102 | 4.99997337423382 |
| [146] | 1.49997337396826 | 5.99988351152101 | 4.99988351152101 | 4.99997337423412 |
| 26 | 2.99990680959700 | 41.9984956473290 | 29.9987352808177 | 29.9997071172884 |
| 8 | 2.99990680959803 | 41.9984956473293 | 29.9987352808174 | 29.9997071172821 |
| [146] | 2.99990680959787 | 41.9984956473292 | 29.9987352808173 | 29.9997071172842 |

polynomials. The singularity in the l.h.s. is the same. The functions $P_{n \kappa \kappa^{\prime}}^{(1)}$ and $Q_{n \kappa \kappa^{\prime}}^{(1)}$ are thus also polynomials multiplied by the same exponential and the same power $r^{\gamma}$. Hence the LMM can solve exactly Eq. (C.9) and the equivalent polarizabilities (C.10) and (C.7) are both exact. This is not true for $\kappa^{\prime}=-2$ because the factors $r^{\gamma}$ and $r^{\gamma^{\prime}}$ are now different. The scale factor in the exponential is still given by (5.88) but there is no simple polynomial factor any more. The matrix element in (C.7) is given by

$$
\begin{equation*}
\int_{0}^{\infty}\left[P_{n^{\prime} \kappa^{\prime}}(r) P_{n \kappa}(r)+Q_{n^{\prime} \kappa^{\prime}}(r) Q_{n \kappa}(r)\right] r^{\lambda} d r=h^{\lambda} \sum_{j=1}^{N}\left[p_{n^{\prime} \kappa^{\prime} j} p_{n \kappa j}+q_{n^{\prime} \kappa^{\prime} j} q_{n \kappa j}\right] x_{j}^{\lambda} . \tag{5.93}
\end{equation*}
$$

The relative errors on partial ground-state polarizabilities are displayed in Fig. 19 for $Z=1$ and $Z=100$ as a function of the number $N$ of mesh points. The exact values are either given by Eq. (5.92) or by subtraction from the accurate numerical results of Ref. [151]. For $\kappa^{\prime}=1$, the calculation is exact and the errors at all displayed $N$ values are close to the computer accuracy for both $Z$ values ( $Z=1$ is not shown). The errors of course depend on the code writing and machine implementation. Due to rounding errors, the accuracy slightly deteriorates when $N$ increases. For $\kappa^{\prime}=-2$, the calculation of the partial polarizability is not exact. Since the values of $\gamma$ and $\gamma^{\prime}$ are very close for $Z=1$, the calculation converges extremely fast. One observes that the error is slightly larger for $N=4$ than for $N=6-20$. For $Z=100$, the results are poor for low $N$ values. The error progressively decreases and reaches $4 \times 10^{-9}$ at $N=80$. These results can be significantly improved by using different meshes for the initial and final states and an adapted Gauss quadrature [125]. Such calculations however require explicit evaluations of the Lagrange functions (3.70).


Figure 19: Relative errors $\epsilon$ on the partial ground-state polarizabilities for $Z=1$ (crosses: $\kappa^{\prime}=-2$ ) and $Z=100$ (diamonds: $\kappa^{\prime}=1$; squares: $\kappa^{\prime}=-2$ ).

## 6 Two-body continuum

## 6.1 $R$-matrix method on a Lagrange mesh

The physical information about collisions is contained in the collision matrix $\boldsymbol{S}$ or, in single-channel cases, in the phase shifts. There exist many different techniques of calculation of the phase shifts. It is impossible to quote them all (see also §6.6). Here I focus on the $R$-matrix method. To simplify the presentation, I first consider a single channel. The multichannel case ( $\S 6.4$ ) is a straightforward extension described in detail in Refs. [45, 14].

The $R$ matrix (or reaction matrix) was introduced by Wigner and Eisenbud with the goal of obtaining parametrizations of resonances [152]. It became soon an efficient tool to parametrize cross sections not only at resonances but also between them [153, 14]. Later it was progressively realized that it also provides an accurate technique of solution of the Schrödinger equation for collisions (see references in [14]). When combined with the LMM [154], it becomes quite simple. It can be very accurate and allows a treatment of bound states and resonances $[154,44,45,28,14]$ and of the effective-range expansion [155] (§6.2). It is very economical in the sense that a good accuracy can be obtained with a small number of evaluations of the potential when the conditions of validity of the LMM are met. This property remains true for non-local potentials if they are short-ranged [28]. It makes the Lagrange-mesh $R$-matrix method particularly useful for microscopic models of nuclear collisions where the evaluation of the values of the local and non-local potentials takes a very long time [156, 157].

The radial Schrödinger equation is

$$
\begin{equation*}
H_{l} \psi_{l}=E \psi_{l} \tag{6.1}
\end{equation*}
$$

with the action of the Hamiltonian on partial wave $l$,

$$
\begin{equation*}
H_{l} \psi_{l}=\left[-\frac{\hbar^{2}}{2 \mu}\left(\frac{d^{2}}{d r^{2}}-\frac{l(l+1)}{r^{2}}\right)+V(r)\right] \psi_{l}(r)+\int_{0}^{\infty} W\left(r, r^{\prime}\right) \psi_{l}\left(r^{\prime}\right) d r^{\prime} \tag{6.2}
\end{equation*}
$$

where $\mu$ is the reduced mass of colliding nuclei with charges $Z_{1} e$ and $Z_{2} e$. In the Hamiltonian appears a non-local potential with a symmetric kernel $W\left(r, r^{\prime}\right)$. The local potential is assumed to have the asymptotic form

$$
\begin{equation*}
V(r) \underset{r \rightarrow \infty}{\longrightarrow} \frac{Z_{1} Z_{2} e^{2}}{r} \tag{6.3}
\end{equation*}
$$

i.e. it vanishes for large $r$, except for a possible Coulomb interaction. The non-local potential $W\left(r, r^{\prime}\right)$ is assumed to be short-ranged. Also for the sake of simplicity, these potentials are assumed here to be independent of the spins of the nuclei.

The collision matrix $S_{l}(E)$ in partial wave $l$ is obtained from the asymptotic behaviour of a bounded solution at energy $E$ vanishing at the origin,

$$
\begin{equation*}
\psi_{l}(r)_{r \rightarrow \infty}^{\rightarrow} I_{l}(\eta, k r)-S_{l}(E) O_{l}(\eta, k r) . \tag{6.4}
\end{equation*}
$$

In this equation, $k=\sqrt{2 \mu E / \hbar^{2}}$ is the wavenumber of the relative motion between the particles and $I_{l}$ and $O_{l}$ are incoming and outgoing Coulomb functions

$$
\begin{equation*}
I_{l}(\eta, x)=G_{l}(\eta, x)-i F_{l}(\eta, x), \quad O_{l}(\eta, x)=G_{l}(\eta, x)+i F_{l}(\eta, x) \tag{6.5}
\end{equation*}
$$

where $F_{l}(\eta, x)$ and $G_{l}(\eta, x)$ are the regular and irregular Coulomb functions, respectively [22]. They depend on the Sommerfeld parameter $\eta=Z_{1} Z_{2} e^{2} / \hbar v$ where $v=\hbar k / \mu$ is the relative velocity between the colliding nuclei. For a single-channel collision, the collision matrix $S_{l}$ reduces to a single complex number. It is related to the scattering phase shift $\delta_{l}$ by

$$
\begin{equation*}
S_{l}(E)=e^{2 i \delta_{l}(E)} \tag{6.6}
\end{equation*}
$$

The phase shift is real if $V(r)$ and $W\left(r, r^{\prime}\right)$ are real.
The principle of the $R$ matrix is a division of the configuration space into two regions at the channel radius $a$. The Schrödinger equation is solved with some approximate method in the internal region $r<a$. In the external region $r>a$, the solution is approximated by its asymptotic form (6.4). The channel radius must be large enough so that the potential $V$ has reached its asymptotic form (6.3) with a good approximation and the non-local potential $W$ has become negligible. In microscopic models [158, 28], this second condition is equivalent to requiring that antisymmetrization effects are negligible. The reader is sent to Refs. [153, 14] and to the references therein for details and for proofs.

By introducing the Bloch operator generalizing (3.127)

$$
\begin{equation*}
\mathcal{L}(L)=\frac{\hbar^{2}}{2 \mu} \delta(r-a)\left(\frac{d}{d r}-\frac{L}{r}\right) \tag{6.7}
\end{equation*}
$$

in the Schrödinger equation (6.1), one obtains the Bloch-Schrödinger equation

$$
\begin{equation*}
\left(H_{l}+\mathcal{L}(L)-E\right) \psi_{l}^{\mathrm{int}}(r)=\mathcal{L}(L) \psi_{l}^{\mathrm{ext}}(r) \tag{6.8}
\end{equation*}
$$

where the operator $H_{l}+\mathcal{L}(0)$ is Hermitian in the internal region. The results are independent of the choice of parameter $L$ which can be chosen as zero [14]. This parameter is however useful for the study of bound states [14] (see also §6.5). In the
r.h.s. of Eq. (6.8), $\psi_{l}^{\text {ext }}$ is approximated by the asymptotic expression (6.4). In the internal region, one introduces an expansion in shifted Lagrange-Legendre functions (3.122) regularized by $x$ and scaled to $(0, a)$,

$$
\begin{equation*}
\psi_{l}^{\mathrm{int}}(r)=a^{-1 / 2} \sum_{j=1}^{N} c_{j} \hat{f}_{j}(r / a) . \tag{6.9}
\end{equation*}
$$

The mesh points $a x_{i}$ are based on the zeros $x_{i}$ of $P_{N}(2 x-1)$ [Eq. (3.120)]. Here also, the Lagrange basis is treated as if it were orthonormal.

Notice that the logarithmic derivatives of the basis functions $\hat{f}_{j}(r / a)$ at $r=a$ do not take a fixed value but, on the contrary, take a large variety of values. Contrary to a common belief in the literature, the use of a fixed value for the logarithmic derivative has unfavourable effects on the accuracy of the calculations as explained in Refs. [44, 14]. The origin of this problem takes place in a misinterpretation of the seminal paper of Wigner and Eisenbud [152]. In that work, the $R$ matrix is derived analytically as an infinite series with a basis of functions having all the same logarithmic derivative. A discontinuity appears in the derivative of the wave function at the channel radius but it plays no role in the derivation of the correct $R$ matrix. In numerical calculations using a finite basis with a common logarithmic derivative, this discontinuity prevents a uniform convergence of the calculation. With the present choice of basis, the continuity of the logarithmic derivative of the wave function is ensured by the Bloch operator thanks to the variety of behaviours of the basis functions $\hat{f}_{j}[44]$. The method can thus lead to very accurate results.

The matrix elements $C_{i j}$ of the operator $H_{l}+\mathcal{L}(0)$ between the Lagrange functions $\hat{f}_{i}$ and $\hat{f}_{j}$ defined in Eq. (3.122) become with the Gauss-quadrature approximation,

$$
\begin{equation*}
C_{i j}=\left\langle\hat{f}_{i}\right| T+\mathcal{L}(0)\left|\hat{f}_{j}\right\rangle+\left[\frac{\hbar^{2} l(l+1)}{2 \mu a^{2} x_{i}^{2}}+V\left(a x_{i}\right)\right] \delta_{i j}+\left(\lambda_{i} \lambda_{j}\right)^{1 / 2} a W\left(a x_{i}, a x_{j}\right), \tag{6.10}
\end{equation*}
$$

where the matrix elements $\left\langle f_{i}\right| T+\mathcal{L}(0)\left|\hat{f}_{j}\right\rangle$ are given by the symmetric expressions (3.128) and (3.129) multiplied by $\hbar^{2} / 2 \mu a^{2}$. Notice that the weights $\lambda_{i}$ appear in the non-local term of this expression. The $R$ matrix at energy $E$ is defined under the form $[45,14]$

$$
\begin{equation*}
R_{l}(E, a)=\frac{\hbar^{2}}{2 \mu a} \sum_{i, j=1}^{N} \hat{f}_{i}(1)(\boldsymbol{C}-E \boldsymbol{I})_{i j}^{-1} \hat{f}_{j}(1) \tag{6.11}
\end{equation*}
$$

with, from Eq. (3.122),

$$
\begin{equation*}
\hat{f}_{j}(1)=(-1)^{N-j} \frac{1}{\sqrt{x_{j}\left(1-x_{j}\right)}} \tag{6.12}
\end{equation*}
$$

The $R$ matrix depends on $a$. The collision matrix is given by

$$
\begin{equation*}
S_{l}(E)=\frac{I_{l}(\eta, k a)-k a R_{l}(E, a) I_{l}^{\prime}(\eta, k a)}{O_{l}(\eta, k a)-k a R_{l}(E, a) O_{l}^{\prime}(\eta, k a)} \tag{6.13}
\end{equation*}
$$

This approximate collision matrix is automatically unitary if $V$ and $W$ are real. Physically, it should be independent of $a$, if $a$ is large enough. In practice, the independence with respect to $a$ is an important test of the accuracy.

The determination of phase shifts with the $R$-matrix method requires the inversion of matrix $\boldsymbol{C}-E \boldsymbol{I}$. This inversion must be performed at each energy. When the matrix can be diagonalized in a reasonable time, it is thus preferable to invert $\boldsymbol{C}-E \boldsymbol{I}$ with its spectral decomposition which must be performed only once. However, for large numbers of channels, the diagonalization may become impractical while inversion remains possible.

The techniques described above are illustrated with the Yamaguchi potential [159]. This purely non-local potential $(V=0)$ reads

$$
\begin{equation*}
W\left(r, r^{\prime}\right)=-\frac{\hbar^{2}}{2 \mu} 2 \beta(\alpha+\beta)^{2} e^{-\beta\left(r+r^{\prime}\right)} \tag{6.14}
\end{equation*}
$$

where $\alpha$ and $\beta$ are positive parameters. With this separable potential, the Schrödinger equation (6.1) can be solved analytically. The $s$-wave phase shift is given by [159]

$$
\begin{equation*}
k \cot \delta_{0}=-\frac{\alpha \beta(\alpha+2 \beta)}{2(\alpha+\beta)^{2}}+\frac{\alpha^{2}+2 \alpha \beta+3 \beta^{2}}{2 \beta(\alpha+\beta)^{2}} k^{2}+\frac{1}{2 \beta(\alpha+\beta)^{2}} k^{4} . \tag{6.15}
\end{equation*}
$$

The values $\alpha=0.2316053 \mathrm{fm}^{-1}, \beta=1.3918324 \mathrm{fm}^{-1}$ and $\hbar^{2} / 2 \mu=41.472 \mathrm{MeV}$ $\mathrm{fm}^{2}$ reproduce the bound-state energy -2.2246 MeV of the deuteron and the neutronproton triplet scattering length 5.423 fm (§6.2). With a Lagrange-Laguerre basis (3.70) with $\alpha=0$ regularized by $x$ and a scale factor of 0.8 fm , the deuteron energy is obtained with an accuracy of $4 \times 10^{-7} \mathrm{MeV}$ with only 10 mesh points. With $N=20$, the error on the energy decreases to $10^{-13} \mathrm{MeV}$.

In Table 16 are displayed results for the $s$-wave phase shift obtained by a regularized Lagrange-Legendre calculation with the $R$-matrix method at two energies, $E=0.1$ and 10 MeV . The last line in the table corresponds to the exact value of the phase shift. When the channel radius $a$ is equal to 8 fm , a Legendre mesh of only 10 points provides the phase shift with a small error of a few times $10^{-3}$ degrees. Without changing $a$, an increase of the number of mesh points does not improve the accuracy, as shown by the calculation with $a=8 \mathrm{fm}$ and $N=15$. With 15 mesh points, the error on the phase shift becomes smaller than $10^{-3}$ and $10^{-5}$ degrees when $a$ is increased to 10 fm and 15 fm , respectively. For $a=15 \mathrm{fm}$, an accuracy better than $10^{-6}$ degrees is obtained with $N=20$.

Let me briefly comment on other methods. A method based on the Jost functions has recently been adapted to the Lagrange-mesh technique [160]. Its originality is to contain first-order derivatives only. For the Laguerre mesh, it makes use of the expressions (3.72) for $\alpha=0$. An excellent accuracy is also obtained in various tests.

The method of Siegert pseudostates has strong similarities with the $R$-matrix method [161, 162]. Siegert states (or Gamow states in a nuclear context) are solutions of the Schrödinger equation at complex energies with a purely outgoing asymptotic behaviour. Since these states are not easy to use, a boundary radius $a$ is introduced in practice like in the $R$-matrix approach. In Refs. [161, 162], Siegert pseudostates are constructed with an expansion in Legendre polynomials in the spirit of the DVR (§4.2). The resulting equations have a strong similarity with the present ones. In fact, it is shown in Ref. [50] that this method is strictly equivalent to the $R$-matrix method on a Lagrange mesh except for the fact that the kinetic terms are simpler and more compact with the Lagrange mesh. Moreover the Siegert basis can be considered as orthogonal without loss of accuracy.

Table 16: s-wave scattering phase shift $\delta_{0}$ (in degrees) at energy $E$ and scattering length $a_{0}($ in fm$)$ for the Yamaguchi potential (6.14), obtained by the $R$-matrix method with channel radius $a$ on a regularized Lagrange-Legendre mesh with $N$ points.

| $a$ | $N$ | $E=0.1 \mathrm{MeV}$ | $E=10 \mathrm{MeV}$ | $a_{0}$ |
| ---: | :--- | :--- | :--- | :--- |
| 8 | 10 | -15.07662 | 85.63712 | 5.42226 |
|  | 15 | -15.07666 | 85.63706 | 5.42227 |
| 10 | 15 | -15.07849 | 85.63442 | 5.42293 |
|  | 20 | -15.07849 | 85.63442 | 5.42293 |
| 15 | 15 | -15.0786877 | 85.6345620 | 5.4229993 |
|  | 20 | -15.0786889 | 85.6345602 | 5.4229997 |
| Exact | -15.078689581 | 85.634560008 | 5.422999858 |  |

### 6.2 Effective-range expansion

The effective-range expansion is a Taylor expansion in powers of $k^{2}$ of an analytic function based on the phase shift. In the case of a collision involving a neutral particle, for partial wave $l$, this function is $k^{2 l+1} \cot \delta_{l}$ and the effective-range expansion reads

$$
\begin{equation*}
k^{2 l+1} \cot \delta_{l}=-\frac{1}{a_{l}}+\frac{1}{2} r_{l} k^{2}+\ldots \tag{6.16}
\end{equation*}
$$

where $a_{l}$ is the scattering length and $r_{l}$ is the effective range. It is more complicated for charged particles (see references in Ref. [155]). The $R$ matrix gives an easy access to the parameters of the effective-range expansion [155]. In the neutral case, the scattering length of partial wave $l$ reads

$$
\begin{equation*}
a_{l}=\frac{(2 l+1) a^{2 l+1}}{(2 l+1)!!^{2}} \frac{1-(l+1) R_{l}(0, a)}{1+l R_{l}(0, a)}, \tag{6.17}
\end{equation*}
$$

where $R_{l}(0, a)$ is the $R$ matrix (6.11) at zero energy. The scattering length of the $l$ th partial wave for a collision between charged particles is given by

$$
\begin{equation*}
a_{l}=\frac{1}{4} l l^{2} a_{N}^{2 l+1} \frac{\left[2-R_{l}(0, a)\right] I_{2 l+1}(x)-x R_{l}(0, a) I_{2 l+1}^{\prime}(x)}{\left[2-R_{l}(0, a)\right] K_{2 l+1}(x)-x R_{l}(0, a) K_{2 l+1}^{\prime}(x)}, \tag{6.18}
\end{equation*}
$$

where $I_{n}$ and $K_{n}$ are modified Bessel functions [22], $x$ is the dimensionless quantity

$$
\begin{equation*}
x=2\left(2 a / a_{N}\right)^{1 / 2} \tag{6.19}
\end{equation*}
$$

and $a_{N}$ is the nuclear Bohr radius

$$
\begin{equation*}
a_{N}=\hbar^{2} / \mu Z_{1} Z_{2} e^{2} . \tag{6.20}
\end{equation*}
$$

The effective range and higher coefficients of the effective-range expansion can be obtained as explained in Refs. [155, 163].

For the Yamaguchi potential (6.14), expression (6.15) has the form of an effectiverange expansion with a limited number of terms. The scattering length is thus $2(\alpha+$
$\beta)^{2} / \alpha \beta(\alpha+2 \beta)$. Formula (6.17) based on the Lagrange-mesh expressions (6.10) and (6.11) is illustrated for potential (6.14) by the last column in Table 16. The convergence as a function of $N$ and $a$ follows the same pattern as for the low energy $E=0.1 \mathrm{MeV}$. The scattering length is obtained with 3,4 and about 7 correct digits with $a=8,10$ and 15 , respectively.

## 6.3 $R$ matrix at high orbital momenta

High orbital momenta are encountered in various types of coupled-channel calculations, as, for example, in recent applications of the continuum-discretized coupled-channel method (CDCC) [13, 164]. When using the $R$ matrix, for high $l$ values, the Legendre mesh has a drawback: many points near $x=0$ are useless because of the high centrifugal barrier. A mesh over the interval $(0,1)$ where the mesh points are less numerous around 0 than around 1 would be more economical. This problem is not academic. In coupled-channel calculations with many channels, even a limited reduction of the number of mesh points may usefully reduce the computer times.

Such a mesh can be obtained with the zeros given by (3.162) and the shifted Lagrange functions $\tilde{f}_{j}$ defined by (3.163) based on the shifted Jacobi polynomials $P_{N}^{(0, \beta)}$ with $\beta=2 l+2$ [40]. The basis then simulates the $r^{l+1}$ behaviour of the solutions $\psi_{l}(r)$ near the origin. The kinetic-energy operator is given by (3.63) with $\alpha$ replaced by $2 l+2$ and the matrix elements of $T_{2 l+2}+\mathcal{L}(0)$ are given by (3.171) and (3.172). This mesh is thus valid for a single $l$ value. If used with a higher value $l^{\prime}>l$, the matrix element of the rest of the centrifugal term must be calculated with the Gauss quadrature,

$$
\begin{equation*}
\left\langle\tilde{f}_{i}\right| T_{2 l^{\prime}+2}+\mathcal{L}(0)\left|\tilde{f}_{j}\right\rangle=\left\langle\tilde{f}_{i}\right| T_{2 l+2}+\mathcal{L}(0)\left|\tilde{f}_{j}\right\rangle+\frac{\hbar^{2}}{2 \mu a^{2}} \frac{l^{\prime}\left(l^{\prime}+1\right)-l(l+1)}{x_{i}^{2}} \delta_{i j} \tag{6.21}
\end{equation*}
$$

The singularity renders this quadrature less accurate for small $l$ values but not any more when $l$ is high enough because the integrand is damped by a factor $r^{2 l+2}$ near the singularity.

Lagrange functions regularized by $x$ are easier to use since the Gauss approximation remains exact for the centrifugal term. In this case, the mesh is still given by Eq. (3.162) but the Lagrange functions are defined by (3.173) with $\beta=2 l$. The matrix elements of $T_{0}+\mathcal{L}(0)$ are given by (3.178) and (3.179). Here the kinetic-energy term must be introduced explicitly. The matrix elements of $1 / x$ and $1 / x^{2}$ are exact.

As a simple example, let us consider a high partial wave of the $\alpha+\alpha$ nuclear plus Coulomb potential [165]

$$
\begin{equation*}
V(r)=-122.6225 e^{-(r / 2.132)^{2}}+4 e^{2} \frac{\operatorname{erf}(0.75 r)}{r} \tag{6.22}
\end{equation*}
$$

in MeV where $r$ is in $\mathrm{fm}, \hbar^{2} / 2 \mu=10.368 \mathrm{MeV} \mathrm{fm}{ }^{2}$ and $e^{2}=1.44 \mathrm{MeV} \mathrm{fm}$. The phase shift at $E=500 \mathrm{MeV}$ calculated in different ways for $l=20$ is presented in degrees in Table 17 for increasing numbers of mesh points. The channel radius is fixed at $a=8$ fm . With this value the $R$-matrix method can reach an accuracy of $10^{-6}$ degrees.

The first calculation is performed with the Legendre mesh as explained in subsection 6.1. The convergence is good. The absolute accuracy in degrees on the phase shift is better than 0.1 for $N=30$. It reaches $10^{-6}$ at $N=38$. Higher accuracies would require

Table 17: $l=20 \alpha+\alpha$ phase shift (in degrees) at 500 MeV for potential (6.22) obtained by the $R$-matrix method on various Lagrange meshes as a function of $N$ for $a=8 \mathrm{fm}$ : regularized Legendre mesh, Jacobi mesh with $\beta=42$ and 34, regularized Jacobi mesh with $\beta=40$ and 32 .

| $N$ | Legendre |  | Jacobi |  | Regularized Jacobi |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | $\beta=0$ | $\beta=42$ | $\beta=34$ | $\beta=40$ | $\beta=32$ |  |
| 16 |  | 9.55 | 10.74 | 9.77 | 7.07 |  |
| 18 |  | 13.929 | 13.856 | 13.801 | 13.432 |  |
| 20 |  | 14.034 | 14.0299 | 14.0278 | 14.001 |  |
| 22 |  | 14.036103 | 14.036081 | 14.036071 | 14.03486 |  |
| 24 |  | 14.036209 | 14.036211 | 14.036210 | 14.036175 |  |
| 26 | 10.90 | 14.036213 | 14.036213 | 14.036213 | 14.036212 |  |
| 28 | 13.662 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 30 | 13.998 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 32 | 14.0326 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 34 | 14.03596 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 36 | 14.036200 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 38 | 14.036212 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |
| 40 | 14.036213 | 14.036213 | 14.036213 | 14.036213 | 14.036213 |  |

increasing $a$. However, an even faster convergence is obtained with the Jacobi mesh. The value $\beta=42$ simulates the $r^{21}$ behaviour of the wave function near the origin. The 0.1 and $10^{-6}$ accuracies are obtained with $N=18$ and 26 , respectively, i.e. a gain of more than $30 \%$. The most interesting point is that the loss of accuracy with the nonoptimal value $\beta=34$ is small in spite of the singularity of the centrifugal correction in (6.21). The same accuracies are obtained with the regularized Jacobi mesh with $\beta=40$ which leads to the same low $r$ behaviour. Here also, the loss of accuracy with $\beta=32$ is small. This means that, for a total angular momentum $J=18$, the various orbital momenta $l=16$ to 20 coupled by a channel spin $I=2$ can be treated simultaneously with fewer mesh points than with the Legendre mesh. Although it does not improve the accuracy, the regularized Jacobi mesh has the advantage over the non-regularized Jacobi mesh that the same formula can be used for several $l$ values.

The $R$-matrix method can be used to solve the CDCC equations [13]. A preliminary calculation making use of the regularized Jacobi mesh indicates that the number of mesh points in the internal region can be usefully reduced with respect to the regularized Legendre mesh without loss of accuracy.

### 6.4 Multichannel $R$ matrix

The multichannel extension of the $R$-matrix method on a Lagrange mesh has been performed in Ref. [45] (see also Ref. [14]). The principle remains similar. The $R$ matrix really becomes a matrix, the size of which is equal to the number $M$ of channels $c$ (open or closed) included in the calculation. For channels $c=1$ to $M$, it is obtained from a
matrix $\boldsymbol{C}$ given for diagonal and coupling local potentials $V_{c c^{\prime}}(r)$ by

$$
\begin{equation*}
C_{c i, c^{\prime} i^{\prime}}=\left\langle\hat{f_{i}}\right| T+\mathcal{L}(0)\left|\hat{f}_{i^{\prime}}\right\rangle \delta_{c c^{\prime}}+\left[\frac{\hbar^{2} l_{c}\left(l_{c}+1\right)}{2 \mu_{c} a^{2} x_{i}^{2}}+E_{c}\right] \delta_{c c^{\prime}}+V_{c c^{\prime}}\left(a x_{i}\right) \delta_{i i^{\prime}} \tag{6.23}
\end{equation*}
$$

where $E_{c}$ is the threshold energy of channel $c$ with orbital momentum $l_{c}$ and reduced mass $\mu_{c}$. The size of this matrix becomes $N M \times N M$. A diagonalization may then take a too long time. To calculate the $M \times M R$ matrix, it is then faster to invert matrix $\boldsymbol{C}-E \boldsymbol{I}$ at each energy,

$$
\begin{equation*}
R_{c c^{\prime}}(E, a)=\frac{\hbar^{2}}{2 \sqrt{\mu_{c} \mu_{c^{\prime}}} a} \sum_{i, i^{\prime}=1}^{N} \hat{f}_{i}(1)\left[(\boldsymbol{C}-E \boldsymbol{I})^{-1}\right]_{c i, c^{\prime} i^{\prime}} \hat{f}_{i^{\prime}}(1) . \tag{6.24}
\end{equation*}
$$

See Refs. [45, 14] for the expression of the collision matrix as a function of the $R$ matrix.
As an example, let us consider the solvable two-channel potential of Ref. [166],

$$
V(r)=\frac{2\left(\kappa_{2}-\kappa_{1}\right)}{\cosh ^{2} y}\left(\begin{array}{cc}
\kappa_{1} & \sqrt{\kappa_{1} \kappa_{2}} \sinh y  \tag{6.25}\\
\sqrt{\kappa_{1} \kappa_{2}} \sinh y & -\kappa_{2}
\end{array}\right)
$$

with

$$
\begin{equation*}
y=\left(\kappa_{2}-\kappa_{1}\right) r-\operatorname{arccosh} \sqrt{\kappa_{1} \kappa_{2} / \beta^{2}} \tag{6.26}
\end{equation*}
$$

and $\hbar=2 \mu_{1}=2 \mu_{2}=1$. The first channel has threshold energy zero and the second channel has threshold energy $\Delta$. This potential possesses a Feshbach resonance at energy $E_{R}<\Delta$ with width $\Gamma$, if the parameters are defined as

$$
\begin{align*}
& 2 \kappa_{1,2}^{2}=\sqrt{E_{\mathrm{R}}^{2}+\Gamma^{2} / 4}+\sqrt{\left(E_{\mathrm{R}}-\Delta\right)^{2}+\Gamma^{2} / 4} \mp \Delta  \tag{6.27}\\
& 4 \beta^{4}=\left(E_{\mathrm{R}}+\sqrt{E_{\mathrm{R}}^{2}+\Gamma^{2} / 4}\right)\left(E_{\mathrm{R}}-\Delta+\sqrt{\left(E_{\mathrm{R}}-\Delta\right)^{2}+\Gamma^{2} / 4}\right) \tag{6.28}
\end{align*}
$$

The complex collision matrix is given by Eqs. (5) and (17) of Ref. [166]. It can be diagonalized with an orthogonal matrix as

$$
\begin{equation*}
\boldsymbol{S}=\boldsymbol{O} \operatorname{diag}\left(e^{i \delta_{1}}, e^{i \delta_{2}}\right) \boldsymbol{O}^{T} \tag{6.29}
\end{equation*}
$$

where $\delta_{1}$ and $\delta_{2}$ are the eigenphase shifts and $\boldsymbol{O}$ is a rotation matrix depending on the mixing parameter $\epsilon$.

For $\Delta=10, E_{R}=7$ and $\Gamma=1$, the $R$ matrix results are compared with the exact results in Table 18. The potential is shown in Fig. 1 of Ref. [166]. It is smaller than $10^{-5}$ at $r=5$ and about $10^{-8}$ at $r=7$. At $E=50$, fair results are already obtained with $a=5$ and 25 points. With $N=30$, the accuracy reaches 6 digits. To improve it, one has to increase $a$ and hence also $N$. With $a=7$ and $N=50$, one obtains 9 exact digits. At $E=100$, the convergence of the mixing parameter requires $a=7$. With $N=50$, the accuracy is not far from $10^{-5}$. The phase shifts obtained with this potential are displayed in Figs. 2 of Refs. [166] and [167].

This method has been used in the Lagrange-mesh version of CDCC [13]. The pseudostates or bins describing the discretized continuum of the projectile are also treated with the LMM. The large spatial extension of some pseudostates leads to longrange couplings which require a large channel radius. In this case, it is convenient to use

Table 18: Eigenphase shifts $\delta_{1}$ and $\delta_{2}$ (in rad) and mixing parameter $\epsilon$ for the twochannel potential (6.23) ( $\hbar=2 \mu_{1}=2 \mu_{2} 1$ ) at two energies $E$, obtained with the multichannel $R$ matrix with a channel radius $a$ and $N$ mesh points.

| $E$ | $a$ | $N$ | $\delta_{1}$ | $\delta_{2}$ | $\epsilon$ |
| ---: | ---: | ---: | :--- | :--- | :--- |
| 50 | 5 | 20 | 0.728 | -0.152 | -0.116 |
|  |  | 25 | 0.74041 | -0.04791 | -0.125797 |
|  |  | 30 | 0.740538 | -0.0478540 | -0.1257822 |
|  | 6 | 30 | 0.740562 | -0.047867 | -0.12578427 |
|  |  | 40 | 0.74054085 | -0.04785426 | -0.12578282 |
|  | 7 | 40 | 0.74054135 | -0.04785428 | -0.1185 |
|  |  | 50 | 0.74054091 | -0.04785426 | -0.12578280 |
|  | exact | 0.74054091 | -0.04785427 | -0.12578280 |  |
| 100 | 5 | 30 | 0.50882 | -0.0414 | -0.1197 |
|  | 6 | 40 | 0.50886 | -0.0327 | -0.1099 |
|  |  | 50 | 0.50886 | -0.0327 | -0.1099 |
|  | 7 | 40 | 0.50811 | -0.049 | -0.1185 |
|  | 50 | 0.5099482 | -0.033892 | -0.121194 |  |
|  | exact | 0.50994523 | -0.03387778 | -0.12115568 |  |

propagation methods, i.e. to divide the internal region into subregions and to propagate the $R$ matrix between these subregions [168]. The propagation is particularly simple with Lagrange meshes since the potential remains diagonal in all subregions. The subregion containing the origin is treated as explained above. In the other subregions, the shifted Legendre mesh must not be regularized (see Refs. [14, 164]).

Because the method is accurate with rather few mesh points, it is particularly useful to study problems where the calculation of the potential matrix elements is very much time-consuming. This is the case for three-body scattering in hyperspherical coordinates as defined in $\S 7.6$ [12]. See the references in $\S 7.6$ for details and applications. Ab initio studies of nuclear reactions make also use of this technique [156, 157]. It is also employed to study reactions involving the antiprotonic helium ions [169].

### 6.5 Strength functions

A strength function measures the response of a system to an excitation into the continuum. In particular, the electric dipole strength is the response to an E1 excitation. It plays an important role in the study of weakly bound exotic nuclei [170].

In a two-body model based on a potential $V$, the dipole strength is defined as

$$
\begin{equation*}
\left.\frac{d B(\mathrm{E} 1)}{d E}=\frac{1}{\hbar v} \sum_{m \mu}\left|\left\langle\phi_{k l m}\right| \mathcal{M}_{1 \mu}\right| \phi_{0}\right\rangle\left.\right|^{2} \tag{6.30}
\end{equation*}
$$

where $\mathcal{M}_{1 \mu}=\operatorname{er} Y_{1 \mu}(\Omega)$ is the dipole operator. The initial bound state is assumed for simplicity to be an $s$ state with wave function $\phi_{0}(\boldsymbol{r})=r^{-1} Y_{00}(\Omega) \psi_{0}(r)$. The final scattering wave functions $\phi_{k l m}(\boldsymbol{r})=r^{-1} Y_{l m}(\Omega) \psi_{l}(k, r)$ with orbital momentum $l$ and wavenumber $k$ are normalized according to $\left\langle\phi_{k l m} \mid \phi_{k^{\prime} l m}\right\rangle=\delta\left(k-k^{\prime}\right)$. After integration
over the angular variables, the final orbital momentum is $l=1$ and the expression of the E1 strength becomes

$$
\begin{equation*}
\frac{d B(\mathrm{E} 1)}{d E}=\frac{3 e^{2}}{4 \pi \hbar v}\left|\int_{0}^{\infty} \psi_{1}(k, r) r \psi_{0}(r) d r\right|^{2} \tag{6.31}
\end{equation*}
$$

where $\psi_{1}(k, r)$ is the radial scattering wave function of the $p$ wave at energy $E=$ $\hbar^{2} k^{2} / 2 \mu$.

In previous sections, we have seen that bound and scattering states are easily calculated with the LMM. However, the simplest calculations involve different Lagrange meshes for the bound and scattering states, i.e. Laguerre and Legendre, respectively. The calculation of the integral in Eq. (6.31) can thus not be done simply and elegantly. This drawback can be circumvented by using the $R$ matrix also for the bound state. Here I prefer to apply a general method [171] that leads to a simple Lagrange-mesh adaptation.

Let $\phi_{\mu}^{(1)}(\boldsymbol{r})$ be the unique solution of the driven Schrödinger equation [172]

$$
\begin{equation*}
(H-E) \phi_{\mu}^{(1)}=-\mathcal{M}_{1 \mu} \phi_{0} \tag{6.32}
\end{equation*}
$$

with an outgoing asymptotic behaviour. The strength (6.30) can be rewritten as

$$
\begin{equation*}
\frac{d B(\mathrm{E} 1)}{d E}=\frac{1}{\pi} \operatorname{Im}\left\langle\phi_{\mu}^{(1)}\right| \mathcal{M}_{1 \mu}\left|\phi_{0}\right\rangle . \tag{6.33}
\end{equation*}
$$

The radial functions are determined over the internal region $(0, a)$ on a LagrangeLegendre mesh with the help of the Bloch operator (6.8), where $a$ is the radius of the internal region and $L$ is some complex constant. The regularized Lagrange-Legendre mesh involves $N$ points $a x_{j}$. The initial $0 s$ radial function is expanded as in Eq. (6.9). Its variational energy and coefficients are given by the mesh equations

$$
\begin{equation*}
\sum_{j=1}^{N}\left[\left\langle\hat{f}_{i}\right| T_{0}+\mathcal{L}(0)\left|\hat{f}_{j}\right\rangle+V\left(a x_{i}\right) \delta_{i j}\right] c_{j}=E_{0} c_{i} \tag{6.34}
\end{equation*}
$$

provided that $a$ is large enough. The matrix elements of $T_{0}+\mathcal{L}(0)$ at the Gauss approximation are given by (3.128) and (3.129).

In order to calculate the E1 strength, equation (6.32) is solved with $\phi_{\mu}^{(1)}=(4 \pi)^{-1 / 2}$ $e r^{-1} Y_{1 \mu}(\Omega) \psi^{(1)}(r)$ where $\psi^{(1)}(r)$ is the solution of

$$
\begin{equation*}
\left(H_{1}-E\right) \psi^{(1)}=-r \psi_{0} \tag{6.35}
\end{equation*}
$$

with the outgoing asymptotic behaviour $\psi^{(1)}(r) \underset{r \rightarrow \infty}{ } e^{i k r}$. In Eq. (6.35), $H_{1}$ is the $p$-wave radial Hamiltonian (5.2). Equation (6.35) can be rewritten in an essentially equivalent way as

$$
\begin{equation*}
\left(H_{1}+\mathcal{L}(i k)-E\right) \psi^{(1)}=-r \psi_{0} \tag{6.36}
\end{equation*}
$$

since (6.7) shows that $\mathcal{L}(i k) \psi^{(1)}=0$. This equation is solved on a mesh with an expansion similar to Eq. (6.9) with coefficients $c_{j}^{(1)}$. Eq. (6.36) becomes

$$
\begin{equation*}
\sum_{j=1}^{N}\left[\left\langle\hat{f}_{i}\right| T_{0}+\mathcal{L}(i k)\left|\hat{f}_{j}\right\rangle+\left(\frac{\hbar^{2} l(l+1)}{2 \mu a^{2}}+V\left(a x_{i}\right)-E\right) \delta_{i j}\right] c_{j}^{(1)}=-a x_{i} c_{i} \tag{6.37}
\end{equation*}
$$

with $l=1$. This complex system can be solved by inverting a real matrix as shown in Appendix Appendix E: where $A_{i j}$ is the real part of the square brackets in (6.37), $b_{i}=a x_{i} c_{i}, \alpha=\hbar^{2} k / 2 \mu a$ and $v_{j}=\hat{f}_{j}(1)$ [Eq. (6.12)]. If $a$ is large enough, the external part of the integral in the E1 matrix elements (6.33) becomes negligible because of the exponential decrease of $\psi_{0}$. The remaining internal part is given at the Gauss approximation by

$$
\begin{equation*}
\left\langle\psi^{(1)}\right| r\left|\psi_{0}\right\rangle \approx a \sum_{i=1}^{N} x_{i} c_{i} c_{i}^{(1)} \tag{6.38}
\end{equation*}
$$

The strength function (6.33) simply reads

$$
\begin{equation*}
\frac{d B(\mathrm{E} 1)}{d E}=-\frac{e^{2} a}{4 \pi^{2}} \sum_{i} x_{i} c_{i} \operatorname{Im} c_{i}^{(1)} \tag{6.39}
\end{equation*}
$$

Like in Ref. [173], the strength function for the test potential [174]

$$
\begin{equation*}
V(r)=-8 e^{-0.16 r^{2}}+4 e^{-0.04 r^{2}} \tag{6.40}
\end{equation*}
$$

with $\hbar=m=e=1$ is presented in Fig. 20. Results with $N=30$ and $a=12$ are presented as a full line. They have a $10^{-4}$ relative accuracy. Results with $a=10$ would hardly differ at the scale of the figure. For $a=9$ (dotted line), the difference becomes visible.


Figure 20: E1 strength for potential (6.40) obtained with Eq. (6.39) for $N=30$ and $a=12$ (full line) or $a=9$ (dotted line). Results obtained with the complex scaling equation (6.52) on a Lagrange-Laguerre mesh with $N=30, h=0.3$ and $\theta=10^{\circ}$ or $20^{\circ}$ (§6.6) are indistinguishable from the full line.

### 6.6 Complex scaling

The complex-scaling method consists in replacing a coordinate $\boldsymbol{r}$ by a scaled or 'rotated' coordinate $\boldsymbol{r} \exp (i \theta)$ where $\theta$ is a real parameter $[175,176]$. The momentum $\boldsymbol{p}$ transforms into $\boldsymbol{p} \exp (-i \theta)$. An eigenstate behaving as an outgoing exponential $\exp (i k r)$
with a complex $k$ value $(\operatorname{Re} k>0)$ becomes $\exp \left[i r \operatorname{Re}\left(k e^{i \theta}\right)\right] \exp \left[-r \operatorname{Im}\left(k e^{i \theta}\right)\right]$. It can be transformed into a square-integrable function, if $\theta$ is large enough. The complexscaling method is thus particularly useful to study resonances with a square-integrable basis, and in particular with a Lagrange basis.

The Schrödinger equation becomes

$$
\begin{equation*}
H(\theta) \psi(\theta)=E(\theta) \psi(\theta) \tag{6.41}
\end{equation*}
$$

with the scaled Hamiltonian

$$
\begin{equation*}
H(\theta)=e^{-2 i \theta} T+V\left(r e^{i \theta}\right) \tag{6.42}
\end{equation*}
$$

The energies $E(\theta)$ are complex.
Let us consider an $\alpha=0$ Laguerre mesh with $N$ points scaled as $h x_{j}$ where $h$ is a real scaling parameter. The wave functions are expanded in regularized Lagrange-Laguerre functions (3.70) as

$$
\begin{equation*}
\psi(\theta)=h^{-1 / 2} \sum_{j=1}^{N} d_{j}(\theta) \hat{f}_{j}(r / h) . \tag{6.43}
\end{equation*}
$$

The Schrödinger equation on a Lagrange mesh reads

$$
\begin{equation*}
\sum_{j=1}^{N}\left\{\frac{\hbar^{2}}{2 \mu h^{2}} e^{-2 i \theta}\left[\hat{T}_{i j}^{G}+\frac{l(l+1)}{x_{i}^{2}} \delta_{i j}\right]+V\left(h x_{i} e^{i \theta}\right) \delta_{i j}\right\} d_{j}(\theta)=E(\theta) d_{i}(\theta) \tag{6.44}
\end{equation*}
$$

where the kinetic-energy matrix elements are given by (3.75) and (3.76) for $\alpha=0$. The wave functions are normalized according to

$$
\begin{equation*}
\int_{0}^{\infty} \psi(\theta)^{2} d r \approx \sum_{j=1}^{N} d_{j}(\theta)^{2}=1 \tag{6.45}
\end{equation*}
$$

Notice the absence of complex conjugation.
The real eigenvalues $E_{j}(\theta)$ of Eq. (6.44) provide the bound-state energies. The stable complex eigenvalues give the energies $E_{\text {res }, j}$ and widths $\Gamma_{j}$ of resonances,

$$
\begin{equation*}
E_{j}(\theta)=E_{\mathrm{res}, j}-\frac{1}{2} i \Gamma_{j}, \tag{6.46}
\end{equation*}
$$

provided $\theta$ is large enough to transform the resonance into a square integrable state, i.e.

$$
\begin{equation*}
\tan 2 \theta>\frac{\Gamma_{j}}{2 E_{\text {res }, j}} . \tag{6.47}
\end{equation*}
$$

In Table 19 are presented bound-state and resonance energies for potential (6.40). The calculation is performed for various values of $N$ and $\theta$ and compared with the results of Ref. [173]. The roughly optimized value 0.3 is taken for the scale factor $h$. The real and complex energies converge rather fast. A 4-digit accuracy is already obtained with $N=20$ and an about 6 -digit accuracy is reached for $N=40$. For $\theta=10^{\circ}$, the complex energy of the narrow first resonance is obtained. A second, broader, resonance appears for $\theta=20^{\circ}$.

Table 19: Bound-state and resonance energies for the $p$ wave of potential (6.40) ( $\hbar=$ $m=1$ ) obtained by the complex-scaling method on a Lagrange-Laguerre mesh for various $N$ and $\theta$ values ( $h=0.3$ ).

| $\theta$ | $N$ | $E_{B}$ | $E_{r 1}$ | $E_{r 2}$ |
| ---: | ---: | :--- | :--- | :--- |
| 10 | 10 | -0.6766 | $1.191-i 0.0016$ |  |
| 10 | 20 | -0.674661 | $1.170983-i 0.004807$ |  |
| 10 | 30 | -0.674654 | $1.171042-i 0.004864$ |  |
| 20 | 30 | -0.674658 | $1.170963-i 0.004867$ | $2.017589-i 0.486121$ |
| 10 | 40 | -0.674655 | $1.171041-i 0.004864$ |  |
| 20 | 40 | -0.674655 | $1.171042-i 0.004864$ | $2.017500-i 0.486304$ |
| 10 | 50 | -0.674654 | $1.171041-i 0.004864$ |  |
| 20 | 50 | -0.674654 | $1.171041-i 0.004864$ | $2.017498-i 0.486300$ |
| Ref. [173] |  | -0.67 | $1.1710-i 0.049$ | $2.0175-i 0.4863$ |

The complex-scaling method on a Lagrange mesh has been used to study resonances of the hydrogen atom in a strong magnetic field in Ref. [177]. The convergence would have been even faster if a real scale parameter $h$ had been introduced in the mesh calculation. The same method under the DVR name has been used in Ref. [178] to calculate photoionization cross sections of the hydrogen, lithium and sodium atoms.

The complex-scaling method has been extended to other applications such as the calculation of phase shifts [173]. As explained in Ref. [173], the phase shift $\delta(E)$ is related to the continuum level density $\Delta(E)$ by

$$
\begin{equation*}
\Delta(E)=\frac{1}{\pi} \frac{d \delta(E)}{d E} \tag{6.48}
\end{equation*}
$$

The continuum level density is given by the LMM as

$$
\begin{equation*}
\Delta(E)=\sum_{j=1, \mathcal{E}_{R j}^{\theta}>0}^{N} \frac{\mathcal{E}_{I j}^{\theta}}{\left(E-\mathcal{E}_{R j}^{\theta}\right)^{2}+\left(\mathcal{E}_{I j}^{\theta}\right)^{2}}-\sum_{j=1}^{N} \frac{\mathcal{E}_{0 I j}^{\theta}}{\left(E-\mathcal{E}_{0 R j}^{\theta}\right)^{2}+\left(\mathcal{E}_{0 I j}^{\theta}\right)^{2}} \tag{6.49}
\end{equation*}
$$

where $E_{j}^{\theta}=\mathcal{E}_{R j}^{\theta}+i \mathcal{E}_{I j}^{\theta}$ are the energies obtained from Eq. (6.47) and $E_{0 j} e^{2 i \theta}=\mathcal{E}_{0 R j}^{\theta}+$ $i \mathcal{E}_{0 I j}^{\theta}$ are the corresponding energies of the unscaled problem multiplied by $e^{2 i \theta}$. The bound states are eliminated from the first term. Hence, an integration of (6.48) from zero to $E$ leads to the phase shift

$$
\begin{align*}
\delta(E)= & \sum_{j=1, \mathcal{E}_{R j}^{\theta}>0}^{N}\left[\arctan \frac{E-\mathcal{E}_{R j}^{\theta}}{\mathcal{E}_{I j}^{\theta}}+\arctan \frac{\mathcal{E}_{R j}^{\theta}}{\mathcal{E}_{I j}^{\theta}}\right] \\
& -\sum_{j=1}^{N}\left[\arctan \frac{E-\mathcal{E}_{0 R j}^{\theta}}{\mathcal{E}_{0 I j}^{\theta}}+\arctan \frac{\mathcal{E}_{0 R j}^{\theta}}{\mathcal{E}_{0 I j}^{\theta}}\right] . \tag{6.50}
\end{align*}
$$

The $p$-wave phase shift of the potential (6.40) obtained with this method is depicted in Fig. 21. It starts from $180^{\circ}$ because of the bound state (see Table 19). The narrow and broad resonances are also visible.


Figure 21: $p$-wave phase shift of the potential (6.40) obtained with the complex-scaling method on a Lagrange mesh. The $R$-matrix results are superimposed.

Table 20: $p$-wave scattering phase shifts (in degrees) at energies $E$ for potential (6.40) obtained by the complex-scaling method on a Lagrange-Laguerre mesh for various $N$ and $\theta$ values $(h=0.3)$. The results are compared with the accurate phase shifts from the $R$-matrix method on a Lagrange-Legendre mesh (§6.1) with $a=25$ and $N=50$.

| $\theta$ | $N$ | $E=1$ | $E=2$ | $E=3$ |
| ---: | ---: | :--- | :--- | :--- |
| 10 | 40 | -253.43 | -95.12 | -44.97 |
| 10 | 60 | -253.71 | -95.59 | -45.80 |
| 5 | 80 | -253.69 | -95.54 | -45.73 |
| 10 | 80 | -253.80 | -95.75 | -46.05 |
| 20 | 80 | -253.86 | -95.86 | -46.22 |
| $R$ matrix | -253.924135 | -95.981653 | -46.402841 |  |

The accuracy of the phase shifts and their sensitivity to the parameters are tested in Table 20 by comparison with accurate $R$-matrix results ( $\S 6.1$ ). A typical accuracy is 0.1 degree for $N=80$. The results do not depend much on $\theta$. They are significantly less accurate than with the $R$ matrix for comparable numbers of mesh points.

Strength functions can also be obtained with complex scaling [176]. The initial $0 s$ ground-state scaled radial function is expanded over a Lagrange-Laguerre basis as in Eq. (6.43) with coefficients $c_{j}(\theta)$. These coefficients are obtained with a system similar to (6.44). The E1 matrix elements read

$$
\begin{equation*}
\left(\phi_{f}^{\theta}\left|r e^{i \theta}\right| \phi_{i}^{\theta}\right) \approx h e^{i \theta} \sum_{j=1}^{N} d_{j}(\theta) x_{j} c_{j}(\theta) \tag{6.51}
\end{equation*}
$$

where $\phi_{f}^{\theta}$ is not conjugated. The strength function is approximated as

$$
\begin{equation*}
\frac{d B(\mathrm{E} 1)}{d E}=-\frac{e^{2}}{\pi} \operatorname{Im} \sum_{f=1}^{N} \frac{\left(\phi_{f}^{\theta}\left|r e^{i \theta}\right| \phi_{i}^{\theta}\right)^{2}}{E-E_{f}^{\theta}} \tag{6.52}
\end{equation*}
$$

For potential (6.40), the strength functions (6.52) obtained with $N=30, h=0.3$ and $\theta=10$ or 20 degrees are indistinguishable from the full line in Fig. 20.

It is interesting to compare the complex-scaling method with the $R$-matrix method. Complex scaling is based on a single Laguerre mesh but requires complex arithmetics in the code. The $R$-matrix treatment is purely real but the LMM is used only in the internal region. While resonance properties can be obtained with the $R$ matrix [50, 14], their treatment is simpler with complex scaling. With similar mesh sizes, phase shifts are much more accurate with the $R$ matrix. The $R$ matrix allows a generalization to large coupled-channel problems. The evaluation of strength functions which requires a simultaneous treatment of bound and scattering states (including resonances) has similar advantages in both approaches.

## $7 \quad$ Three-body bound states

### 7.1 Choice of coordinate system

The Hamiltonian of three particles $i=1,2,3$ with masses $m_{i}$, charges $Z_{i} e$ and coordinates $\boldsymbol{r}_{i}$ reads

$$
\begin{equation*}
H=\sum_{i=1}^{3} T_{i}+\sum_{i>j=1}^{3} V_{i j}+V_{123}-T_{\text {c.m. }} \tag{7.1}
\end{equation*}
$$

In this expression, $T_{i}=p_{i}^{2} / 2 m_{i}$ is the kinetic-energy operator of particle $i, V_{i j}$ is the interaction between particles $i$ and $j, V_{123}$ is a possible three-body force and $T_{\text {c.m. }}$ is the kinetic energy of the centre of mass. To calculate approximate eigenvalues and eigenfunctions of this Hamiltonian, a coordinate system must be chosen [179]. The choice of this system depends on the types of potential and in particular on their singularities.

As we have seen, a single singularity is not a problem as it can easily be regularized. But in systems of three charged particles such as atoms and molecules, several singularities occur, one for each pair of charged particles. Since potentials present a singularity for $\boldsymbol{r}_{i}=\boldsymbol{r}_{j}(i \neq j=1,2,3)$, a regularization is necessary. This is easy in the system of perimetric coordinates [180, 181, 182]. As we shall see (§7.2), the regularization of the Coulomb singularities is automatic in this system and the problem can be solved on a three-dimensional Lagrange mesh $[8,179](\S 2.8)$. The perimetric system is of course valid for many other potentials, including non-singular potentials [183].

The perimetric coordinates are expressed as three Euler angles defining the orientation of the triangle formed by the three particles, and three internal coordinates describing the shape of this triangle [181]. Each of these coordinates is the sum of two of the side lengths of the triangle minus the third one. They have the advantage of varying from zero to infinity. This system is optimal for three-body atoms and molecules with the LMM.

The perimetric coordinates are however not convenient for interactions which depend on the angular momentum, as it is the case in many nuclear-physics problems concerning three nucleons or three clusters of nucleons. In this case, a system of hyperspherical coordinates ( $\S 7.6$ ) is well adapted [184, 185]. The advantage of this system is that forces depending on the angular momentum can easily be incorporated.

The hyperspherical coordinates are defined from one of the three possible systems of Jacobi coordinates. Four angles describe the orientations of the two chosen Jacobi coordinates. The dimensionless hyperangle $\alpha$ is related to the ratio of their lengths. The only dimensioned coordinate is the hyperradius $\rho$ which gives information on the extension of the three-body system. The dependences on the various angles, including the hyperangle, are treated analytically. The LMM is applied to the resulting system of coupled differential equations depending on the hyperradius $\rho$. Only a singularity at $\rho=0$ can be regularized. Singularities at special values of $\alpha$ can in principle be treated analytically. This coordinate system is less convenient for Lagrange-mesh calculations involving the Coulomb potential (7.14).

The type of application dictates the choices of coordinate system and of Lagrange mesh. The two systems of coordinates only compete for non-singular angular-momentum independent forces. In this case, the LMM can also be accurate with other coordinate systems [179]. Let me mention that a system based on a transformation of the Hylleraas coordinates also allows a regularization of potentials with a Coulomb-like singularity but in a more complicated way [179].

### 7.2 Lagrange-mesh method in perimetric coordinates

The system of perimetric coordinates $[180,181]$ is defined by the three Euler angles $\psi, \theta, \phi$ and the three coordinates

$$
\begin{align*}
& x=r_{12}-r_{23}+r_{31}, \\
& y=r_{12}+r_{23}-r_{31},  \tag{7.2}\\
& z=-r_{12}+r_{23}+r_{31}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{r}_{i j}=\boldsymbol{r}_{i}-\boldsymbol{r}_{j} . \tag{7.3}
\end{equation*}
$$

The coordinates $x, y$ and $z$ vary in the interval $(0, \infty)$. They thus present the advantage over other coordinate systems that they vary over a fixed interval. Fixed intervals are crucial for the LMM. The kinetic energy for $S$ states is given, e.g., in Ref. [182]. The general expression for arbitrary states can be found in Ref. [186]. The volume element reads $[8,187]$

$$
\begin{equation*}
d V=(x+y)(y+z)(z+x) \sin \theta d \psi d \theta d \phi d x d y d z \tag{7.4}
\end{equation*}
$$

The kinetic matrix elements are automatically regularized by this volume element [ $8,187,186]$, i.e. no singular term appears when these matrix elements are calculated with the Gauss quadrature. The potential matrix is diagonal and involves values of the total potential $V(x, y, z)=\sum_{i>j} V_{i j}+V_{123}$ at the three-dimensional mesh points. Coulomb potentials and other singular potentials such as the Yukawa potentials encountered for charged particles in a Debye plasma [188] (see §7.3) are also automatically regularized. A multidimensional basis involving non-regularized Lagrange-Laguerre functions ( $\S 3.3 .2$ ) is thus convenient since coordinates $x, y, z$ vary from zero to infinity.

Let me describe the LMM in the important case where two particles are identical, say 1 and 2 . The wave function with total orbital momentum $L$, parity $\pi$, and spatial
symmetry $\sigma$ of the identical particles is expanded as [186]

$$
\begin{equation*}
\Psi_{M}^{\left(L^{\pi}\right) \sigma}=\sum_{K=0}^{L} \mathcal{D}_{M K}^{L \pi}(\psi, \theta, \phi) \Phi_{K}^{\left(L^{\pi}\right) \sigma}(x, y, z) \tag{7.5}
\end{equation*}
$$

In some cases ( $\S 7.4$ and $\S 7.5$ ), for $L>0$, the sum can be truncated with excellent accuracy at some value $K_{\max }$. The normalized angular functions $\mathcal{D}_{M K}^{L \pi}(\psi, \theta, \phi)$ are defined for $K \geq 0$ by

$$
\begin{align*}
\mathcal{D}_{M K}^{L \pi}(\psi, \theta, \phi)= & \frac{\sqrt{2 L+1}}{4 \pi}\left(1+\delta_{K 0}\right)^{-1 / 2}\left[D_{M K}^{L}(\psi, \theta, \phi)\right. \\
& \left.+\pi(-1)^{L+K} D_{M-K}^{L}(\psi, \theta, \phi)\right] \tag{7.6}
\end{align*}
$$

where $D_{M K}^{L}(\psi, \theta, \phi)$ represents a Wigner matrix element. They have parity $\pi$ and change as $\pi(-1)^{K}$ under permutation of the identical particles.

The 3D Lagrange functions analog to (2.74) associated with the mesh $\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right)$ similar to (2.75) are regularized as

$$
\begin{equation*}
F_{i j k}^{K}(x, y, z)=\mathcal{N}_{K i j k}^{-1 / 2} \mathcal{R}_{K}(x, y, z) f_{i}\left(x / h_{x}\right) f_{j}\left(y / h_{y}\right) f_{k}\left(z / h_{z}\right), \tag{7.7}
\end{equation*}
$$

where $f_{i}\left(x / h_{x}\right), f_{j}\left(y / h_{y}\right), f_{k}\left(z / h_{z}\right)$ are Lagrange-Laguerre functions (3.52) for $\alpha=0$ with respective numbers of mesh points $N_{x}, N_{y}, N_{z}$ and respective scaling factors $h_{x}$, $h_{y}, h_{z}$. The basis formed of products of Lagrange functions is equivalent to the basis of products of Laguerre polynomials employed in Ref. [189]. The function $\mathcal{R}_{K}(x, y, z)$ is a regularization factor introduced because of the presence of singularities in the kineticenergy part of the Hamiltonian operator when $L$ differs from zero (see Refs. [187, 186] for details). It is equal to 1 when $K=0$ and to $\sqrt{x y z(x+y+z)}$ otherwise. The normalization factor $\mathcal{N}_{\text {Kijk }}$ is defined as

$$
\begin{equation*}
\mathcal{N}_{K i j k}=h_{x} h_{y} h_{z}\left(h_{x} u_{i}+h_{y} v_{j}\right)\left(h_{x} u_{i}+h_{z} w_{k}\right)\left(h_{y} v_{j}+h_{z} w_{k}\right) \mathcal{R}_{K i j k}^{2} \tag{7.8}
\end{equation*}
$$

where $\mathcal{R}_{K i j k}=\mathcal{R}_{K}\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right)$. The $\Phi_{K}^{\left(L^{\pi}\right) \sigma}(x, y, z)$ functions in Eq. (7.5) are expanded in the Lagrange basis as

$$
\begin{align*}
\Phi_{K}^{\left(L^{\pi}\right) \sigma}(x, y, z)= & \sum_{i=1}^{N} \sum_{j=1}^{i-\delta_{K}} \sum_{k=1}^{N_{z}} C_{K i j k}^{\left(L^{\pi}\right) \sigma}\left[2\left(1+\delta_{i j}\right)\right]^{-1 / 2} \\
& \times\left[F_{i j k}^{K}(x, y, z)+\sigma \pi(-1)^{K} F_{j i k}^{K}(x, y, z)\right] \tag{7.9}
\end{align*}
$$

where the same number $N=N_{x}=N_{y}$ of mesh points and the same scale factor $h=h_{x}=h_{y}$ are used for the two perimetric coordinates $x$ and $y$ in order to take advantage of the Lagrange conditions (2.76) when the two coordinates are exchanged, and $\delta_{K}$ is equal to 0 when $(-1)^{K}=\sigma \pi$ and 1 when $(-1)^{K}=-\sigma \pi$. The variational calculation then reduces to the mesh equations

$$
\begin{align*}
& \sum_{K i j k}\left\{\left(1+\delta_{i j}\right)^{-1 / 2}\left(1+\delta_{i^{\prime} j^{\prime}}\right)^{-1 / 2}\left[\left\langle F_{i^{\prime} j^{\prime} k^{\prime}}^{K^{\prime}}\right| T_{K^{\prime} K}^{L^{\prime}}\left|F_{i j k}^{K}\right\rangle_{G}+\sigma \pi(-1)^{K}\left\langle F_{i^{\prime} j^{\prime} k^{\prime}}^{K^{\prime}}\right| T_{K^{\prime} K}^{L^{\prime}}\left|F_{j i k}^{K}\right\rangle_{G}\right]\right. \\
& \left.+\left[V\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right)-E\right] \delta_{K K^{\prime}} \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}}\right\} C_{K i j k}^{\left(L^{\pi}\right) \sigma}=0 \tag{7.10}
\end{align*}
$$

where $T_{K^{\prime} K}^{L^{\pi}}$ is the matrix element of the kinetic-energy operator $\sum_{i} T_{i}-T_{\text {c.m. }}$. between functions $\mathcal{D}_{M K^{\prime}}^{L \pi}$ and $\mathcal{D}_{M K}^{L \pi}$. The expression of the kinetic-energy part calculated with a three-dimensional Gauss quadrature is rather long but not very complicated to compute. It is given in the appendix of Ref. [186]. It only involves Laguerre zeros and weights, and values (3.54) and (3.55) of the first derivatives of the Lagrange functions at mesh points. The time-consuming part of the calculation consists in the determination of a few low eigenvalues of the Hamiltonian matrix when it is large. Note however that this matrix is sparse. It has a structure a little more complicated than Eq. (2.80).

The wave functions are normed according to

$$
\begin{equation*}
\sum_{K i j k}\left(C_{K i j k}^{\left(L^{\pi}\right) \sigma}\right)^{2}=1 \tag{7.11}
\end{equation*}
$$

Several mean values are easily obtained at the Gauss approximation by using Eq. (2.86). For example, the mean distance between particles 1 and 2 is given by

$$
\begin{equation*}
\left\langle r_{12}\right\rangle=\frac{1}{2} h \sum_{K i j k}\left(C_{K i j k}^{\left(L^{\pi}\right) \sigma}\right)^{2}\left(u_{i}+u_{j}\right) \tag{7.12}
\end{equation*}
$$

and the mean distance between particle 1 or 2 and particle 3 reads

$$
\begin{equation*}
\left\langle r_{13}\right\rangle=\left\langle r_{23}\right\rangle=\frac{1}{2} \sum_{K i j k}\left(C_{K i j k}^{\left(L^{\pi}\right) \sigma}\right)^{2}\left(h u_{i}+h_{z} w_{k}\right) . \tag{7.13}
\end{equation*}
$$

### 7.3 Unconfined and confined helium atom

The most typical three-body system is the non-relativistic helium atom with only Coulomb forces. The ground-state eigenvalue of the Hamiltonian is now known with an extraordinary accuracy of about 30 or more digits [190, 191], far beyond the physical needs. These benchmark values are usually obtained with an infinite mass for the helium nucleus to avoid the problems related with the experimental uncertainties on this mass. The LMM is in principle able to reach such accuracies but with very large matrices and an eigenvalue search in multiple precision. The LMM rather easily provides a 13-digit accuracy together with tractable wave functions. This is also true for a realistic helium mass. More interestingly, replacing the Coulomb potential in the code by other continuous potentials such as some forms of confinement potentials is extremely easy since only values at mesh points are needed.

In the absence of external fields, the Coulomb potentials read

$$
\begin{equation*}
V_{C}=\frac{Z_{1} Z_{2} e^{2}}{r_{12}}+\frac{Z_{2} Z_{3} e^{2}}{r_{23}}+\frac{Z_{3} Z_{1} e^{2}}{r_{31}} \tag{7.14}
\end{equation*}
$$

In atomic units, it becomes in perimetric coordinates,

$$
\begin{equation*}
V_{C}=\frac{2 Z_{1} Z_{2}}{x+y}+\frac{2 Z_{2} Z_{3}}{y+z}+\frac{2 Z_{3} Z_{1}}{z+x} \tag{7.15}
\end{equation*}
$$

As already mentioned, it is automatically regularized by the Jacobian in the volume element (7.4), i.e. no singular term appears in the potential matrix elements.

Let us start with the $L=0$ ground state of the helium atom [8]. Particle 3 represents an infinite-mass helium nucleus $\left(Z_{3}=2, m_{3}=\infty\right)$ and particles 1 and 2 are
the electrons $\left(Z_{1}=Z_{2}=-1, m_{1}=m_{2}=1\right)$. The spatial wave function is symmetrized in $x$ and $y$. An important improvement with respect to Ref. [8] is the use of a faster search of the lowest eigenvalues with the computer code JADAMILU based on the Jacobi-Davidson algorithm [75]. A search of a stability plateau has been performed with $N=30$ and $N_{z}=20$. For $h=0.25-0.3$ and $h_{z}=0.35-0.4$, the stability reaches $2 \times 10^{-13}$. I thus choose $h=0.3$ and $h_{z}=0.4$ like in Refs. [ 8,187$]$. The convergence obtained with these parameters is displayed in Table 21. The basis size is denoted as $N_{T}$. One already obtains 11 digits with $N=N_{z}=20$. The accuracy reaches $10^{-14}$ for $N=40$ and $N_{z}=30$. Further increasing the mesh size shows the apparition of rounding errors which may then reduce the accuracy.

The convergence of energies is accompanied by a convergence of the wave functions. These functions accurately satisfy the cusp and virial conditions (see Ref. [8]). The mean interelectron distances $\left\langle r_{e e}\right\rangle$ and the mean electron-nucleus distance $\left\langle r_{\alpha e}\right\rangle$ calculated with (7.12) and (7.13) are displayed in Table 21. They also converge with a 12-digit accuracy.

Table 21: Ground-state energy $E\left({ }^{\infty} \mathrm{He}\right)$ and mean distances $\left\langle r_{e e}\right\rangle$ and $\left\langle r_{\alpha e}\right\rangle$ in atomic units of the infinite-mass helium atom as a function of the numbers $N$ and $N_{z}$ of mesh points and the mesh size $N_{T}$. The last line displays rounded energies of Refs. [190, 191] and radii of Ref. [192]

| $N$ | $N_{z}$ | $N_{T}$ | $E\left({ }^{\infty} \mathrm{He}\right)$ | $\left\langle r_{e e}\right\rangle$ | $\left\langle r_{\alpha e}\right\rangle$ |
| :--- | :--- | ---: | :--- | :--- | :--- |
| 20 | 20 | 4200 | -2.90372437703183 | 1.4220702555306 | 0.9294722948556 |
| 30 | 20 | 9300 | -2.90372437703642 | 1.4220702555633 | 0.9294722948721 |
| 30 | 30 | 13950 | -2.90372437703397 | 1.4220702555659 | 0.9294722948737 |
| 40 | 30 | 24600 | -2.90372437703421 | 1.4220702555658 | 0.9294722948736 |
| 40 | 40 | 32800 | -2.90372437703414 | 1.4220702555659 | 0.9294722948737 |
| 50 | 30 | 38250 | -2.90372437703424 | 1.4220702555656 | 0.9294722948735 |
| $[190,191,192]$ | -2.9037243770341196 | 1.422070255566 | 0.929472294874 |  |  |

As already mentioned, an important advantage of the LMM is that one can easily perform calculations with other potentials by changing only a few lines in the code. Two examples illustrate this flexibility: the helium atom with a Gaussian confinement and the helium atom in a Debye plasma. These examples also clarify the optimal choice of the scale parameters.

A potential with a penetrable confinement is taken as [193]

$$
\begin{equation*}
V=V_{C}+V_{0}\left[2-e^{-\left(r_{13} / R_{c}\right)^{2}}-e^{-\left(r_{23} / R_{c}\right)^{2}}\right] \tag{7.16}
\end{equation*}
$$

where $V_{C}$ is the Coulomb potential defined by (7.15) and $V_{0}$ and $R_{c}$ are parameters. This penetrable confinement is limited to the height $2 V_{0}$ and is mostly significant when the electrons are at a distance from the nucleus larger than $R_{c}$. Lagrange-mesh results are presented in Table 22 for $V_{0}=100$ and $R_{c}=4$. The ground-state energy becomes positive but the three-body system is nevertheless deeply bound with respect to the value $2 V_{0}$ of the confinement potential. Hence the wave function decreases rather fast. Good values of the scale factors are thus much smaller than for the free atom. Here

Table 22: Ground-state energy and mean interparticle distances (in atomic units) of a confined helium atom and a helium atom in a Debye plasma as a function of the numbers $N$ and $N_{z}$ of mesh points and the mesh size $N_{T}$. The results are compared with Refs. [193, 194, 195].

| $N$ | $N_{z}$ | $N_{T}$ | $E$ | $\left\langle r_{e e}\right\rangle$ | $\left\langle r_{\alpha e}\right\rangle$ |
| :--- | ---: | ---: | :--- | :--- | :--- |
| Confined helium with $V_{0}=100$ and $R_{c}=4\left(h=0.1, h_{z}=0.15\right)$ |  |  |  |  |  |
| 10 | 10 | 950 | 2.3895176 | 0.7172396 | 0.4870826 |
| 15 | 15 | 1800 | 2.389521083273 | 0.717240933789 | 0.487083296959 |
| 20 | 20 | 4200 | 2.38952108337012 | 0.71724093382111 | 0.48708329696606 |
| 25 | 25 | 8125 | 2.38952108337012 | 0.71724093382110 | 0.48708329696608 |
| $[193]$ | 2.389531 |  |  |  |  |
| 10 | 10 | 950 | -0.8182141785 | 1.809952 | 1.1761248 |
| 15 | 15 | 1800 | -0.818214182550 | 1.809989685 | 1.176144046 |
| 20 | 20 | 4200 | -0.818214182665 | 1.809989639447 | 1.176144022339 |
| 25 | 25 | 8125 | -0.818214182783 | 1.809989639897 | 1.176144022536 |
| 30 | 30 | 13950 | -0.818214182806 | 1.809989639808 | 1.176144022484 |
| $[194]$ |  | -0.81821418280 |  | 1.16018 |  |
| $[195]$ |  | -0.81704 | 1.78267 |  |  |

they are roughly optimized as $h=0.1, h_{z}=0.15$. The convergence is very fast. Very good results are already obtained with $N=N_{z}=10$. An accuracy of 11 or 12 digits is obtained with $N=N_{z}=20$ for the energy and for the mean distances. The mean distances are scaled down by about a factor of two with respect to the free atom but $\left\langle r_{e e}\right\rangle$ and $\left\langle r_{\alpha e}\right\rangle$ indicate that the shape does not seem to change.

Notice that the impenetrable confinement studied in Ref. [193], i.e. $r_{13}<R_{c}, r_{23}<$ $R_{c}$, is not accurately described within the Lagrange-mesh approximation in perimetric coordinates because of the discontinuity of a sharp confinement. In other coordinate systems, it may also be inaccurate because of the Coulomb singularities. Treating this case requires developing the LMM in a dedicated coordinate system [52].

Bound states of the helium atom in a Debye plasma are studied in Ref. [194]. The potential reads

$$
\begin{equation*}
V=\frac{Z_{1} Z_{2}}{r_{12}} e^{-r_{12} / D}+\frac{Z_{2} Z_{3}}{r_{13}} e^{-r_{13} / D}+\frac{Z_{3} Z_{1}}{r_{23}} e^{-r_{23} / D} \tag{7.17}
\end{equation*}
$$

where the Debye length $D$ is a parameter depending on the electron density and temperature of the plasma [194]. The Coulomb potential (7.14) is recovered for $D \rightarrow \infty$. Here, because of the finite range of the potential, the binding energy of the ground state is smaller and the wave function is more extended. Hence the scale parameters must be increased. For $D=1$, the optimal values are close to $h=0.53$ and $h_{z}=0.5$. The energies for $D=1$ are presented in Table 22. An excellent energy is already obtained with $N=N_{z}=10$ but the convergence is slower than in the confined case. With $N=N_{z}=30$, one has at least 11 correct digits for the energy and radii. The energy is in excellent agreement with Ref. [194]. The mean radii improve those of Ref. [195]. As
expected from the reduction of energy with respect to the free case, the atom is larger by more than $25 \%$.

The examples discussed here concern the ${ }^{1} S$ ground state of helium. Good results can also be obtained for excited $S$ states. However, the accuracy for other $L$ values is less good. The accuracy for the ${ }^{1} P$ states of the free helium atom is only of about 8 digits with mesh sizes similar to those at the end of Table 21. This is not specific of the LMM but rather related to the basis choice. The convergence for $P$ states can be significantly accelerated by redefining the expanded wave functions [196, 197, 187]. This makes the method less simple. LMM calculations with a similar improvement of convergence are not available yet for $L>1$. Fortunately, for systems with two heavy particles and one light particle, this problem does not appear as shown in the next subsections.

### 7.4 Hydrogen molecular ion

The hydrogen molecular ion is treated as a three-body system without reference to the Born-Oppenheimer approximation. The calculations can be accurately performed on a Lagrange mesh in perimetric coordinates for any orbital momentum $L$ [8, 187, 186]. The Born-Oppenheimer approximation remains useful for studies of this ion and its isotopomers in strong magnetic fields [9, 46, 47, 48] for which the three-body treatment is still too heavy [198].

The $\mathrm{H}_{2}^{+}$hydrogen molecular ion and its $\mathrm{HD}^{+}$and $\mathrm{D}_{2}^{+}$isotopomers contain two heavy particles and one light particle, contrary to the helium atom. In this situation, the quantum number $K$ in Eq. (7.5) is much closer to a good quantum number. Small values of $K_{\max }$ can be used, which allows an excellent accuracy even for high $L$ values. Typical examples of energies obtained for $\mathrm{H}_{2}^{+}$with $N_{x}=N_{y}=40$ and $N_{z}=20$ are presented in Table 23 for $h_{x}=h_{y}=0.14$ and $h_{z}=0.4$. They are compared with accurate values of the literature. Three-body Lagrange-mesh treatments of $\mathrm{HD}^{+}$and $\mathrm{D}_{2}^{+}$can be found in Refs. [199, 200].

Table 23: Energies of the three lowest vibrational bound states in the $\Sigma_{g}$ rotational band of the $\mathrm{H}_{2}^{+}$molecular ion for some $L$ values. Each first line contains the Lagrangemesh energies. Each last line displays the results of Moss [201]. Other references are ${ }^{a}:[202],{ }^{b}:[203],{ }^{c}:[197],{ }^{d}:[204]$. The proton mass is taken as $m_{p}=1836.152701 m_{e}$.

| $L$ | $v=0$ | $v=1$ | $v=2$ |
| :---: | :--- | :--- | :--- |
| 0 | -0.5971390631233 | -0.587155679207 | -0.57775190449 |
|  | $-0.597139063123405^{a, b}$ | $-0.587155679212747^{b}$ | $-0.57775190459547^{c}$ |
|  | -0.59713906312341 | -0.58715567921276 | -0.57775190459547 |
| 10 | -0.5835082064144 | -0.574252249872 | -0.56555213303 |
|  | $-0.58350820641457^{d}$ | -0.57425224985 | -0.56555213310 |
| 20 | -0.5530118632588 | -0.545468326311 | -0.53843900116 |
|  | -0.55301186322 | -0.54546832630 | -0.53843900120 |
| 30 | -0.5183623959369 | -0.513052130786 | -0.50826343821 |
|  | -0.51836239587 | -0.51305213073 | -0.50826343818 |

An important advantage of the LMM is that the approximate wave functions are both precise and easy to use, specially for matrix elements calculated with the associated Gauss quadrature. These wave functions have been used to calculate mean values [8, 187, 186], transition probabilities [205, 199, 200] and polarizabilities [188]. Let me again take the example of the polarizabilities. An equation similar to Eq. (C.4) becomes an algebraic system on a mesh and can still be solved in spite of the large basis size. Then the polarizabilities are obtained with a generalization of Eq. (C.5) [188].

Table 24: Average electric dipole polarizabilities $\alpha^{(L)}$ of some $v=0$ vibrational bound levels in the $\Sigma_{g}$ electronic configuration of the $\mathrm{H}_{2}^{+}$molecular ion.

| $L$ | $\alpha^{(L)}$ | Ref. [206] |
| ---: | ---: | ---: |
| 0 | 3.168725803 | 3.16872580267 |
| 10 | 3.721926908 |  |
| 20 | 5.670458508 |  |
| 30 | 11.277509727 |  |

Some polarizabilities $\alpha^{(L)}$ are given for the $v=0$ states in Table 24. Literature results only exist for $L=0$. The Lagrange-mesh polarizabilities are obtained with the wave functions corresponding to the energies of Table 23 with a 9 -digit accuracy. For $L=0$, it is confirmed by the most accurate literature result [206]. More results including quadrupole polarizabilities and dynamical dipole polarizabilities can be found in Ref. [188].

### 7.5 Antiprotonic helium atom

Experiments show that the antiproton can survive in helium for a few microseconds, i.e. an exceptionally long time in matter before annihilation [207]. This long lifetime is explained by the formation of metastable states of the antiprotonic helium atom $\bar{p} \mathrm{He}^{+}$, i.e. the $\mathrm{He}^{++}$nucleus (or $\alpha$ particle) + antiproton + electron system. This property allowed the observation and measurement of radiative transitions near $L=$ 35. This high value can be explained by the fact that the antiproton replaces an electron in its orbital. At the radius of the electron orbital, the antiproton lies in an excited hydrogenic orbital with $n \approx \sqrt{m_{\bar{p}} m_{\alpha} / m_{e}\left(m_{\bar{p}}+m_{\alpha}\right)} \approx 38$, where $m_{\bar{p}}$ is the antiproton mass and $m_{\alpha}$ is the mass of the helium nucleus. When the capture occurs in a circular orbit, the annihilation is strongly hindered. Combined with accurate theoretical calculations, measurements of transitions in the $\bar{p} \mathrm{He}^{+}$spectrum allowed the most precise determination of the antiproton mass [208, 209].

The model presented here is simplified in the fact that only Coulomb forces are considered. The nuclear interaction between the helium nucleus and the antiproton is neglected. This interaction should be complex to simulate the annihilation channel. The purely Coulombic approximation may not be very good for the ground and low excited states but the calculation of their energies provides interesting numerical information about the stability of Coulomb three-body systems.

Some properties of the $L=0$ ground state and the lowest excited states for $L=1$ and 2 of the purely Coulombic $\bar{p} \mathrm{He}^{+}$three-body system obtained with the LMM are
presented in Table 25. The masses are $m_{\alpha}=7294.299508$ and $m_{\bar{p}}=1836.1526675$. The results are obtained in perimetric coordinates with $N_{x}=N_{y}=N_{z}=20$ and $h_{x}=h_{y}=0.0005, h_{z}=0.4$. For the ground state, excellent results are already obtained with $N_{x}=N_{y}=12$ and $N_{z}=18$. The choice in Table 25 is a compromise for the lowest three levels.

Table 25: Energies and average distances for the ground state and low excited states of the antiprotonic helium atom (in atomic units) obtained with $N_{x}=N_{y}=N_{z}=20$ and $h_{x}=h_{y}=0.0005, h_{z}=0.4$.

| $L$ | $E$ | $E-E_{\text {app }}$ | $\left\langle r_{\alpha \bar{p}}\right\rangle$ | $\left\langle r_{\alpha e}\right\rangle$ | $\left\langle r_{\bar{p} e}\right\rangle$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | -2934.2971422250 | $-1.46 \times 10^{-7}$ | 0.0005112827845555 | 1.500163851 | 1.500163921 |
| 1 | -733.94924629 | $-1.84 \times 10^{-6}$ | 0.0017042759557 | 1.5001588 | 1.5001596 |
| 2 | -326.47742 | $\approx-10^{-5}$ | 0.003578977 | 1.50013 | 1.50014 |

The important difference with three-body molecular ions is that the heavy particles now attract each other. The binding energy of the $L=0$ ground state is thus very large. The energies of the low- $L$ states are very close to the approximation

$$
\begin{equation*}
E_{\mathrm{app}}=-\frac{2 m_{\bar{p}} m_{\alpha}}{(L+1)^{2}\left(m_{\bar{p}}+m_{\alpha}\right)}-\frac{m_{e}\left(m_{\bar{p}}+m_{\alpha}\right)}{2\left(m_{e}+m_{\bar{p}}+m_{\alpha}\right)} \tag{7.18}
\end{equation*}
$$

where the first term is the energy of the lowest state with orbital momentum $L$ of the $\bar{p} \mathrm{He}^{++}$hydrogenic ion and the second term is the energy of the $1 s$ ground state of an hydrogenic atom with a nucleus of charge $Z=1$ and mass $m_{\bar{p}}+m_{\alpha}$. The slightly negative differences $E-E_{\text {app }}$ is also displayed in Table 25 as well as mean radii. This property is well justified by the average distances between the particles. The $\alpha \bar{p}$ radius is very close to the hydrogenic value for a maximum orbital momentum,

$$
\begin{equation*}
\left\langle r_{\alpha \bar{p}}\right\rangle=\frac{\left(m_{\bar{p}}+m_{\alpha}\right)}{4 m_{\bar{p}} m_{\alpha}}(L+1)(2 L+3) . \tag{7.19}
\end{equation*}
$$

The $\alpha e$ and $\bar{p} e$ distances are very close to the hydrogen ground-state value. For $L=0$, the distance between the $\mathrm{He}^{++}$nucleus and the antiproton is so small that the electron 'sees' to a good approximation a point nucleus. Notice that this distance expressed in fm is quite large, i.e. about 27 fm . The nuclear correction and the disintegration width should be rather small. When $L$ increases, the mean distance $\left\langle r_{\alpha \bar{p}}\right\rangle$ rapidly increases according to (7.19) and the electron becomes affected by the presence of two separate charges with opposite signs.

Energies and radii are also presented for the lowest $L=1$ and $L=2$ levels. For $L=1$, using $K_{\max }=0$ in place of 1 in Eq. (7.5) introduces an error of about $10^{-7}$ but the results remain stable. For $L=2$, changing $K_{\max }$ leads to an instability around $10^{-5}$. This can be understood as follows. The three levels are bound by about 0.5 Hartree with respect to the emission of an $s$ electron. However, only the ground state of the purely Coulombic system is stable. The two excited states can dissociate by emitting a $p$ electron (or a $d$ electron for $L=2$ ). The implicit bound-state approximation
made when using a square-integrable basis remains a good approximation because the overlaps of the $\bar{p} \mathrm{He}^{++}$parts of the initial and final three-body wave functions are small. When $L$ becomes equal to 2 or larger than 2 , the emission of a $p$ electron becomes more and more probable and the energies can not any more be calculated to a good accuracy with the present approximation. The autoionization (or Auger electron emission) width becomes too large. But this ceases to be true at $L$ values around $L=30$ and higher.

Indeed, when $L$ reaches 28, the channels for the emission of $p$ and $d$ electrons are closed. The Auger electrons must progressively carry higher orbital momenta with much smaller emission widths. For the $L$ th partial wave, the threshold of the closest open channel can be expressed as

$$
\begin{equation*}
E_{\mathrm{thr}}=-\frac{2 m_{\bar{p}} m_{\alpha}}{(L+1-\Delta L)^{2}\left(m_{\bar{p}}+m_{\alpha}\right)} \tag{7.20}
\end{equation*}
$$

where $\Delta L$ is the orbital momentum carried by the Auger electron. For example, the $L=31$ energy given below in Table 26 is below the $\Delta L \leq 2$ thresholds and above the $\Delta L \geq 3$ thresholds. The open threshold with the smallest $\Delta L$ is the most important since the coupling is weaker for channels with larger $\Delta L$. For $\Delta L \geq 3$, the bound-state approximation improves and accurate energies can again be obtained. At these high orbital momenta, the nuclear interaction represents a very small correction [209] and the purely Coulombic model is valid. However, the narrow levels lie in the continuum and the bound-state approximation also provides many pseudostates, i.e. approximations of continuum states, with energies that can be close to the searched for physical energy. Pseudostates can easily be discriminated from physical states by their large mean radii of the electron with respect to the heavy particles. It is however useful to approximately know the location of the physical energy to speed up its determination. Its accuracy may slightly drop when the energy of a pseudostate is very close to the physical eigenvalue but this only occurs for some choices of the conditions of the calculation and can easily be avoided.

High- $L$ energies with parity $(-1)^{L}$ are presented in Table 26 and compared with the accurate results of Kamimura and coworkers [208, 209]. The selected levels correspond to $\Delta L \geq 4$ to minimize the role of their width. Preliminary results were given in Ref. [210]. The calculations are performed for $K_{\max }=3$ with $N=N_{x}=N_{y}=28$, $N_{z}=16$ and $h=h_{x}=h_{y}=0.025, h_{z}=0.4$ ( 50176 basis functions). The accuracy is estimated from comparisons with calculations involving ( $N-2, N_{z}-2$ ), ( $N, N_{z}-2$ ) and $\left(N-2, N_{z}\right)$ mesh points. The difference with energies calculated for $K_{\max }=2$ is of one or two units on the last displayed digit for $L \geq 32$. For $L=31$, it is an order of magnitude larger probably because the width of this level is larger. These energies have nine digits in common with the accurate results of Refs. [208, 209]. The distance between $\alpha$ and $\bar{p}$ increases with the centrifugal effect. Consistently, the distances between the electron and the heavy particles are reduced because the charge of the $\alpha$ particle is less screened by the antiproton. The electron is closer to the attracting $\alpha$ particle than to the repulsing antiproton.

These results should be improved by calculating widths. This can be performed with complex scaling (§6.6) but requires making an eigenvalue search of a large sparse complex matrix.

Table 26: Energies and average distances of high- $L$ levels of the antiprotonic helium atom in atomic units for $N_{x}=N_{y}=28, N_{z}=16$ and $h_{x}=h_{y}=0.025, h_{z}=0.4$.

| $L$ | $E$ | Refs. $[208,209]$ | $\left\langle r_{\alpha \bar{p}}\right\rangle$ | $\left\langle r_{\alpha e}\right\rangle$ | $\left\langle r_{\bar{p} e}\right\rangle$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 31 | -3.5076350336 | -3.507635035 | 0.372444233 | 1.2083011 | 1.3323799 |
| 32 | -3.3537578638 | -3.353757863 | 0.3999745604 | 1.179592373 | 1.319125694 |
| 33 | -3.2162442325 | -3.216244231 | 0.4294966121 | 1.150265157 | 1.307160237 |
| 34 | -3.0934669019 | -3.093466899 | 0.4613152554 | 1.120373761 | 1.296759963 |
| 35 | -2.98402095424 | -2.984020954 | 0.4958003099 | 1.090035860 | 1.288324993 |

### 7.6 Lagrange-mesh method in hyperspherical coordinates

Several definitions exist for the hyperspherical coordinates and in particular for the hyperradius. For $l$ dependent forces, it is convenient to use the system introduced by Delves [184]. Three sets of Jacobi coordinates can be defined as

$$
\begin{align*}
\boldsymbol{x}_{k} & =\sqrt{\frac{m_{i} m_{j}}{m_{0}\left(m_{i}+m_{j}\right)}}\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}\right),  \tag{7.21}\\
\boldsymbol{y}_{k} & =\sqrt{\frac{\left(m_{i}+m_{j}\right) m_{k}}{m_{0}\left(m_{i}+m_{j}+m_{k}\right)}}\left(\boldsymbol{r}_{k}-\frac{m_{i} \boldsymbol{r}_{i}+m_{j} \boldsymbol{r}_{j}}{m_{i}+m_{j}}\right), \tag{7.22}
\end{align*}
$$

where $(i, j, k)$ is an even permutation of $(1,2,3)$ and $m_{0}$ is some unit of mass. Equations (7.21) and (7.22) define six coordinates which are transformed to the hyperspherical coordinates as four angles, the hyperradius

$$
\begin{equation*}
\rho=\sqrt{x_{k}^{2}+y_{k}^{2}} \tag{7.23}
\end{equation*}
$$

and the hyperangle

$$
\begin{equation*}
\alpha_{k}=\arctan \frac{y_{k}}{x_{k}} . \tag{7.24}
\end{equation*}
$$

The hyperradius $\rho$ is independent of the choice $k$ of Jacobi coordinates. It varies from 0 to $\infty$. Other definitions of $\rho$ in the literature differ by a multiplicative factor. The hyperangle $\alpha_{k}$ varies between 0 and $\pi / 2$. It can also be defined as the complement of the present angle. With the angular variables $\Omega_{x_{k}}=\left(\theta_{x_{k}}, \varphi_{x_{k}}\right)$ and $\Omega_{y_{k}}=\left(\theta_{y_{k}}, \varphi_{y_{k}}\right)$, Eqs. (7.23) and (7.24) define a set of hyperspherical coordinates, depending on $k$. Let us denote the set of five angles as

$$
\begin{equation*}
\Omega_{5 k}=\left(\alpha_{k}, \Omega_{x_{k}}, \Omega_{y_{k}}\right) \tag{7.25}
\end{equation*}
$$

The kinetic energy reads

$$
\begin{equation*}
\sum_{i=1}^{3} T_{i}-T_{\text {c.m. }}=-\frac{\hbar^{2}}{2 m_{0}}\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{5}{\rho} \frac{\partial}{\partial \rho}-\frac{K^{2}\left(\Omega_{5 k}\right)}{\rho^{2}}\right) \tag{7.26}
\end{equation*}
$$

where $K^{2}$ is a five-dimensional generalization of the angular momentum [211, 185]. The eigenfunctions of $K^{2}$,

$$
\begin{equation*}
K^{2} \mathcal{Y}_{K L M_{L}}^{l_{x} l_{y}}\left(\Omega_{5}\right)=K(K+4) \mathcal{Y}_{K L M_{L}}^{l_{x} l_{y}}\left(\Omega_{5}\right), \tag{7.27}
\end{equation*}
$$

are the hyperspherical harmonics

$$
\begin{equation*}
\mathcal{Y}_{K L M_{L}}^{l_{x} l_{y}}\left(\Omega_{5}\right)=\phi_{K}^{l_{x} l_{y}}(\alpha)\left[Y_{l_{x}}\left(\Omega_{x}\right) \otimes Y_{l_{y}}\left(\Omega_{y}\right)\right]^{L M_{L}} \tag{7.28}
\end{equation*}
$$

The hypermomentum quantum number $K$ extends the concept of angular momentum to three-body systems [211]. The functions $\phi_{K}^{l_{x} l_{y}}(\alpha)$ are defined as a function of Jacobi polynomials (§3.5.1) by

$$
\begin{equation*}
\phi_{K}^{l_{x} l_{y}}(\alpha)=\mathcal{N}_{K}^{l_{x} l_{y}}(\cos \alpha)^{l_{x}}(\sin \alpha)^{l_{y}} P_{n}^{\left(l_{y}+\frac{1}{2}, l_{x}+\frac{1}{2}\right)}(\cos 2 \alpha), \tag{7.29}
\end{equation*}
$$

where $n$ is the positive integer $\left(K-l_{x}-l_{y}\right) / 2$ and the normalization factor $\mathcal{N}_{K}^{l_{x} l_{y}}$ is given by

$$
\begin{equation*}
\mathcal{N}_{K}^{l_{x} l_{y}}=\left[\frac{2 n!(K+2)\left(n+l_{x}+l_{y}+1\right)!}{\Gamma\left(n+l_{x}+\frac{3}{2}\right) \Gamma\left(n+l_{y}+\frac{3}{2}\right)}\right]^{\frac{1}{2}} \tag{7.30}
\end{equation*}
$$

Let $S$ be the total spin of the three particles. With the spinor $\chi^{S M_{S}}$, generalized hyperspherical harmonics with total angular momentum $J$ are defined as

$$
\begin{equation*}
\mathcal{Y}_{\gamma K}^{J M}\left(\Omega_{5}\right)=\left[\mathcal{Y}_{K L}^{l_{x L} l_{y}}\left(\Omega_{5}\right) \otimes \chi^{S}\right]^{J M} \tag{7.31}
\end{equation*}
$$

where index $\gamma$ stands for $\left(l_{x} l_{y} L S\right)$. The set of hyperspherical coordinates, i.e. the value of $k$ in Eq. (7.23), can be chosen freely.

A wave function with total angular momentum $J$, projection $M$ and parity $\pi$ is expanded as

$$
\begin{equation*}
\Psi^{J M \pi}\left(\rho, \Omega_{5}\right)=\rho^{-5 / 2} \sum_{\gamma K} \chi_{\gamma K}^{J \pi}(\rho) \mathcal{Y}_{\gamma K}^{J M}\left(\Omega_{5}\right) \tag{7.32}
\end{equation*}
$$

The factor $\rho^{-5 / 2}$ allows to obtain an infinite system of coupled equations under the self-adjoint form

$$
\begin{array}{r}
{\left[-\frac{\hbar^{2}}{2 m_{0}}\left(\frac{d^{2}}{d \rho^{2}}-\frac{(K+3 / 2)(K+5 / 2)}{\rho^{2}}\right)-E\right] \chi_{\gamma K}^{J \pi}(\rho)} \\
+\sum_{K^{\prime} \gamma^{\prime}} V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi}(\rho) \chi_{\gamma^{\prime} K^{\prime}}^{J \pi}(\rho)=0 . \tag{7.33}
\end{array}
$$

For two-body forces, the matrix elements of the potential term in Eq. (7.1) read

$$
\begin{equation*}
V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi}(\rho)=V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi(1)}(\rho)+V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi(2)}(\rho)+V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi(3)}(\rho) . \tag{7.34}
\end{equation*}
$$

A difficulty of the hyperspherical coordinates is that the three two-body terms of the potential in Eq. (7.1) depend respectively on the three coordinates $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}$ which belong to different sets of Jacobi coordinates. If set $k$ is chosen, the matrix element of the potential term depending on $\boldsymbol{r}_{i}-\boldsymbol{r}_{j}$ is directly given by

$$
\begin{equation*}
V_{K^{\prime} \gamma^{\prime}, K \gamma}^{J \pi(k)}(\rho)=\int \mathcal{Y}_{\gamma^{\prime} K^{\prime}}^{J M *}\left(\Omega_{5 k}\right) V_{i j}\left(\sqrt{\frac{m_{0}\left(m_{i}+m_{j}\right)}{m_{i} m_{j}}} \rho \cos \alpha_{k}\right) \mathcal{Y}_{\gamma K}^{J M}\left(\Omega_{5 k}\right) d \Omega_{5 k} \tag{7.35}
\end{equation*}
$$

The other potential terms depend on $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{j}$ and the integrals in their matrix elements are performed after the hyperspherical harmonics are transformed from coordinate system $k$ to coordinate system $j$, for example, according to

$$
\begin{equation*}
\mathcal{Y}_{K L M_{L}}^{l_{x} l_{y}}\left(\Omega_{5 k}\right)=\sum_{l_{x}^{\prime} l_{y}^{\prime}}\left\langle l_{x}^{\prime} l_{y}^{\prime} \mid l_{x} l_{y}\right\rangle_{K L} \mathcal{Y}_{K L M_{L}}^{\prime_{x}^{\prime} l_{y}^{\prime}}\left(\Omega_{5 j}\right) \tag{7.36}
\end{equation*}
$$

with the Raynal-Revai coefficients $\left\langle l_{x}^{\prime} l_{y}^{\prime} \mid l_{x} l_{y}\right\rangle_{K L}$ [185].
The three-body problem can be described with an analytical treatment of the five angles and a one-dimensional Lagrange mesh for $\rho$ [11]. The hyperradial functions are expanded in $N$ regularized Lagrange functions (3.78) as

$$
\begin{equation*}
\chi_{\gamma K}^{J \pi}(\rho)=h^{-1 / 2} \sum_{n=1}^{N} C_{\gamma K n}^{J \pi} \hat{f}_{n}(\rho / h), \tag{7.37}
\end{equation*}
$$

where $h$ is a scaling parameter. To take account of the centrifugal singularity in the system (7.33), the Lagrange functions must be regularized. Since a single choice must be made for all $K$ values, the $x^{3 / 2}$ regularization in (3.78) is optimal as it allows simulating all $\rho^{K+5 / 2}$ behaviours at the origin. Regularizing with $x^{5 / 2}$ does not lead to a symmetric matrix. The problem of regularization is discussed in detail on a simple example in the next subsection.

In summary, with the LMM, this coordinate system is mostly useful for non-singular interactions that can depend on the relative two-body angular momentum. However, the hypercentrifugal term involves a $\rho^{-2}$ factor and must be regularized. The following applications are limited to the study of bound states. When combined with the $R$ matrix, the Schrödinger equation in hyperspherical coordinates is also useful to study the continuum of three particles [12, 212].

### 7.7 Particles in a hyperradial potential

The treatment in hyperradial coordinates is made difficult by the presence of an infinite system of coupled equations. In order to have a simple example, I first consider a schematic problem with a hyperradial potential, i.e. a potential $V(\rho)$ depending only on the hyperradius. This corresponds to Eq.(7.1) with a three-body potential $V_{123} \equiv V(\rho)$ but with two-body potentials $V_{i j}=0$. An advantage of this model is that one can treat without additional difficulty an arbitrary number $P$ of particles.

With a hyperradial potential, Eqs. (7.33) are uncoupled. One can thus independently study each $K$ value. For $K=0$, the Schrödinger equation describing $P$ particles reads

$$
\begin{equation*}
\left[\frac{\hbar^{2}}{2 m_{0}} T_{3 P-4}+V(\rho)-E\right] \chi_{0}(\rho)=0 \tag{7.38}
\end{equation*}
$$

where the kinetic-energy operator (3.63) reads

$$
\begin{equation*}
T_{\alpha}=-\frac{d^{2}}{d \rho^{2}}+\frac{\alpha(\alpha-2)}{4 \rho^{2}} . \tag{7.39}
\end{equation*}
$$

For $P=3$, the $K=0$ equation in system (7.33) reduces to (7.38).

For a bounded potential or a potential less singular than $\rho^{-2}$ at the origin, $\rho=0$ is a regular singular point leading to the behaviour

$$
\begin{equation*}
\chi_{0}(\rho) \underset{\rho \rightarrow 0}{\longrightarrow} \rho^{(3 P-4) / 2} \tag{7.40}
\end{equation*}
$$

of the physical solutions. Various choices of Lagrange functions are compatible with (7.40). Let us choose the expansion

$$
\begin{equation*}
\chi_{0}(\rho)=h^{-1 / 2} \sum_{j=1}^{N} c_{j} f_{j}^{(\alpha)}(\rho / h) \tag{7.41}
\end{equation*}
$$

where the $f_{j}^{(\alpha)}(x)$ are the Lagrange-Laguerre functions (3.52) associated with the mesh (3.50) for some $\alpha$ value. In this case, the kinetic energy $T_{\alpha}$ defined in Eq. (7.39) should be used to avoid numerical problems with the singularity of the centrifugal term. Another choice is to use the Lagrange-Laguerre functions $\hat{f}_{j}^{(\alpha)}(x)$ regularized by $x$ defined in (3.70). Then one has more freedom in the choice of $\alpha$ and one can use the kinetic energy $T_{0}$. These various cases are tested below.

When using $T_{\alpha}$ with $\alpha=3 P-4$ to simulate the behaviour (7.40), one obtains the Lagrange-mesh equations

$$
\begin{equation*}
\sum_{j=1}^{N}\left\{\left\langle f_{i}^{(3 P-4)}\right| T_{3 P-4}\left|f_{j}^{(3 P-4)}\right\rangle+\left[V\left(h x_{i}\right)-E\right] \delta_{i j}\right\} c_{j}=0 \tag{7.42}
\end{equation*}
$$

When using $T_{0}$ with regularized Lagrange functions behaving as $x^{\alpha / 2+1}$ at the origin, one obtains

$$
\begin{equation*}
\sum_{j=1}^{N}\left\{\left\langle\hat{f}_{i}^{(\alpha)}\right| T_{0}\left|\hat{f}_{j}^{(\alpha)}\right\rangle+\left[\frac{\hbar^{2}}{2 m_{0}} \frac{(3 P-4)(3 P-6)}{4\left(h x_{i}\right)^{2}}+V\left(h x_{i}\right)-E\right] \delta_{i j}\right\} c_{j}=0 \tag{7.43}
\end{equation*}
$$

with various choices for $\alpha$.
Let us test these variants with $\hbar=m_{0}=1$ and the potential

$$
\begin{equation*}
V(\rho)=-P^{4 / 3} \exp \left[-(\rho / 3)^{2}\right] \tag{7.44}
\end{equation*}
$$

The coefficient has been devised in a way to provide energies within the same order of magnitude for various values of $P$. In Table 27, results for numbers $P=2$ to 5 of particles are compared with numerically exact results obtained with a higher number of mesh points $(N=50)$. The scale parameter is $h=0.2$.

Let us start with a kinetic-energy operator $T_{3 P-4}$ which includes the centrifugal term. Lagrange-Laguerre functions $f_{j}^{(\alpha)}$ with $\alpha=3 P-4$ have the right behaviour (7.40) at the origin. Since potential (7.44) is regular and since the matrix elements of $T_{3 P-4}$ are exactly given by Eqs. (3.65) and (3.67), this calculation can be expected to be good. Indeed, the absolute accuracy for $N=10$ varies between $10^{-9}$ for $P=2$ and $3 \times 10^{-6}$ for $P=4$. For $N=20$, these numbers respectively become $10^{-13}$ and $2 \times 10^{-11}$. When the kinetic energy $T_{0}$ is used, the singularity of the centrifugal term becomes a problem for the Gauss quadrature. This problem is illustrated by a calculation using non-regularized Lagrange functions with $\alpha=3 P-4$ shown in the second rows. For $P=2$, the accuracy remains good since the centrifugal term vanishes. The accuracy is only $2 \times 10^{-4}$ for $P=3$ with $N=10$ and $3 \times 10^{-7}$ for $P=4$ with $N=20$.

Table 27: Energies for numbers of particles $P=2$ to 5 in the hyperradial potential (7.44) on a Laguerre mesh with 10 and 20 points $(h=0.2)$. Calculations performed with non-regularized Lagrange functions $(\alpha=3 P-4)$ and kinetic energies $T_{3 P-4}$ and $T_{0}$, and with regularized (R) Lagrange functions ( $\alpha=0$ and $3 P-6$ ) and $T_{0}$.

| $\alpha$ | $T$ | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :---: | :---: | :--- | :--- | :--- | :--- |
| $N=10$ |  |  |  |  |  |
| $3 P-4$ | $T_{3 P-4}$ | -1.5051270792 | -1.739830796 | -1.7521415 | -1.57282758 |
| $3 P-4$ | $T_{0}$ | -1.5051270792 | -1.73998 | -1.7521496 | -1.5728257 |
| $0(\mathrm{R})$ | $T_{0}$ | -1.505127006 | -1.739830949 | -1.752221 | -1.57317 |
| $3 P-6(\mathrm{R})$ | $T_{0}$ | -1.505127006 | -1.73983126 | -1.7521484 | -1.572815 |
| $N=20$ |  |  |  |  |  |
| $3 P-4$ | $T_{3 P-4}$ | -1.5051270780692 | -1.739830938012 | -1.752144002085 | -1.57282773013 |
| $3 P-4$ | $T_{0}$ | -1.5051270780692 | -1.73984593853 | -1.75214428 | -1.572827745 |
| $0(\mathrm{R})$ | $T_{0}$ | -1.5051270780691 | -1.7398309351 | -1.75214400292 | -1.572827746 |
| $3 P-6(\mathrm{R})$ | $T_{0}$ | -1.5051270780691 | -1.739830938006 | -1.752144002050 | -1.5728277311 |
| Exact |  | -1.5051270780692 | -1.7398309380108 | -1.7521440020681 | -1.5728277303727 |

As expected, this problem is solved by a regularization. The third rows display a regularization by $\rho$ of the $\alpha=0$ Lagrange functions. They do not have the behaviour (7.40) at the origin but the results are better with accuracies varying between $2 \times 10^{-8}$ for $P=3$ and $3 \times 10^{-4}$ for $P=5$ with $N=10$ and between $3 \times 10^{-9}$ for $P=3$ and $2 \times 10^{-8}$ for $P=5$ with $N=20$. The fourth rows display results with regularized functions with the correct behaviour (7.40) obtained for $\alpha=3 P-6$. These results are better, very close to those of the first rows. These calculations present however the advantage over the calculations with $T_{3 P-4}$ that the results would remain good even for a potential with a Coulomb-like singularity at the origin. For arbitrary potentials, they also allow coupling different $K$ values without loss of accuracy.

### 7.8 Helium trimer

In order to study the binding energies of the helium trimer, a weakly bound system of three helium atoms, I first calculate the binding energies of the helium dimer. The Gaussian two-body potential of Refs. [213, 214],

$$
\begin{equation*}
V(r)=-1.227 e^{-(r / 10.03)^{2}} \mathrm{~K}, \tag{7.45}
\end{equation*}
$$

reproduces the binding energy and the effective-range expansion of two helium atoms. Here the lengths are expressed in Bohr radii $a_{0}$ and the energies in Kelvins (or more precisely in $k_{B} \mathrm{~K} \approx 3.1668 \times 10^{-6}$ a.u. where $k_{B}$ is the Boltzmann constant). The value $\hbar^{2} / m=43.281307 a_{0}^{2} \mathrm{~K}$ where $m$ is the mass of the helium atom is used like in Ref. [214]. The binding energy of this extended system is tiny. With the above constants, it can be obtained on a regularized Lagrange mesh ( $\alpha=0$ ) with $N=100$ mesh points and the large scaling parameter $h=8$ as -1.29589113343 mK . The corresponding mean radius is $98.489782159 a_{0}$.

With this potential, the trimer binding energy -150.4 mK is however too large (see the $W_{0}=0$ row in Table 28). Hence, the authors of Ref. [214] have introduced various
repulsive three-body interactions to simulate a realistic binding energy -126.4 mK for the trimer,

$$
\begin{equation*}
W(\rho)=W_{0} e^{-4\left(r_{12}^{2}+r_{23}^{2}+r_{31}^{2}\right) / 3 \rho_{0}^{2}} \tag{7.46}
\end{equation*}
$$

where $W_{0}$ and $\rho_{0}$ are parameters. For illustrating the properties of Lagrange meshes, I select the two extreme cases, i.e. the steepest and shallowest repulsive terms.

To test the approach in hyperspherical coordinates, the calculation is first performed in perimetric coordinates. In these coordinates, the hyperradius reads

$$
\begin{equation*}
\rho^{2}=\frac{2}{3}\left(r_{12}^{2}+r_{23}^{2}+r_{31}^{2}\right)=\frac{1}{3}\left(x^{2}+y^{2}+z^{2}+x y+y z+z x\right) . \tag{7.47}
\end{equation*}
$$

The same Laguerre mesh is used for the three coordinates. The full symmetry of the trimer is not exploited since expansion (7.9) is used. With $N=30$ and $h=8$ (13950 basis functions), one obtains in Table 28 an accuracy of about $10^{-7} \mathrm{mK}$ for the groundstate energy $E_{0}$ with only two-body forces (7.45), i.e. $W_{0}=0$. The average distance between the atoms is about 16.3. The excited state requires a larger $h=18$ to reach convergence since the average distance between atoms is as large as 147 . The estimated accuracy is below $10^{-4} \mathrm{mK}$. The result improves the value -2.467 of Ref. [214]. The introduction of a weak repulsion ( $W_{0}=0.279 \mathrm{~K}$ ) reduces a little the accuracy which remains much better than in Ref. [214]. The average distance increases to about 17.5 as a result of a larger extension of the wave function. The energy $E_{1}$ is close to the result -2.302 of Ref. [214]. With a steep repulsive term however ( $W_{0}=306.9 \mathrm{~K}$ ), the convergence is very slow and the accuracy drops to 0.1 mK for $E_{0}$ and 0.01 mK for $E_{1}$. The radius is a bit larger than with the smooth repulsion. The value of $E_{1}$ in Ref. [214] is -2.283 mK .

Table 28: Energies (in mK) of the ground and first excited levels and corresponding average distances $\left\langle r_{i j}\right\rangle$ (in a.u.) of the ${ }^{4} \mathrm{He}$ trimer for potentials (7.45) and (7.46) calculated on a Lagrange-Laguerre mesh with $N=30$ mesh points for each perimetric coordinate. The scaling parameter is $h=8$ for the ground state and $h=18$ for the excited state. The error should be at most of a few units on the last displayed digit.

| $W_{0}(\mathrm{~K})$ | $\rho_{0}\left(a_{0}\right)$ | $E_{0}(\mathrm{mK})$ | $\left\langle r_{i j}\right\rangle\left(a_{0}\right)$ | $E_{1}(\mathrm{mK})$ | $\left\langle r_{i j}\right\rangle\left(a_{0}\right)$ |
| :---: | ---: | :--- | :--- | :--- | :--- |
| 0 |  | -150.4260943 | 16.34562905 | -2.4683 | 147.1 |
| 0.279 | 16 | -126.38075 | 17.4707487 | -2.3035 | 157.0 |
| 306.9 | 4 | -126.5 | 17.67 | -2.28 | 158.5 |

In hyperradial coordinates, the system (7.33) truncated at $K=K_{\max }$ is solved on a Lagrange-Laguerre mesh regularized by $\rho^{3 / 2}$ (§3.3.5). Before comparing with the previous results, one needs to evaluate the convergence of the calculation with respect to the maximum hypermomentum $K_{\max }$. For $W_{0}=0$, the convergence is fast with respect to $N$ over a broad plateau of $h$ values. The number $N=30$ of mesh points ensures a good convergence for $h=1$. Results for some $K_{\max }$ values are presented in Table 29. The convergence is slow but rather uniform with respect to the choice of $W_{0}$. The accuracy should be about $2 \times 10^{-4} \mathrm{mK}$. When the repulsive potential is
introduced, the number of mesh points must be increased: $N=40$ for the shallow repulsion and $N=60$ for the steep one ( 4320 basis functions for $K_{\max }=30$ ). When compared with the results in perimetric coordinates, one observes a less good accuracy except when the repulsive term is steep. In this case, the energy seems to converge to -126.424 mK . For the excited state, the convergence is too slow to reach good results.

Table 29: Convergence of the energy of the ground state (in mK) of the ${ }^{4} \mathrm{He}$ trimer for potentials (7.45) and (7.46) as a function of the maximum hypermomentum $K_{\max }$. The calculation is performed on a Lagrange-Laguerre mesh regularized by $\rho^{3 / 2}$ with $N$ mesh points for the hyperradial coordinate and a scaling parameter $h=1$.

| $W_{0}(\mathrm{~K})$ | 0 | 0.279 | 306.9 |
| :---: | :---: | :---: | :---: |
| $\rho_{0}\left(a_{0}\right)$ | - | 16 | 4 |
| $N$ | 30 | 40 | 60 |
| $K_{\max }=20$ | -150.42106 | -126.37177 | -126.41418 |
| $K_{\max }=22$ | -150.42353 | -126.37602 | -126.41851 |
| $K_{\max }=24$ | -150.42492 | -126.37850 | -126.42103 |
| $K_{\max }=26$ | -150.42543 | -126.37945 | -126.42200 |
| $K_{\max }=28$ | -150.42574 | -126.38003 | -126.42259 |
| $K_{\max }=30$ | -150.42591 | -126.38038 | -126.42295 |
| perimetric | -150.42609 | -126.38075 | $\approx-126.5$ |

Both treatments have advantages and drawbacks. In perimetric coordinates, a high accuracy can be reached when the potential is smooth. A repulsive potential peak leads to convergence problems. This problem is less serious with the hyperspherical coordinates. The convergence with respect to $K_{\max }$ is slow but one can easily put more points in the Lagrange mesh to cope with the bump around the origin in hyperradius space. Notice that while the basis is much larger in perimetric coordinates than in hyperspherical coordinates, computer times are similar because of the lengthy calculation of the potential matrix elements in (7.34).

### 7.9 Two-neutron halo nuclei

The halo nuclei with two loosely bound neutrons such as ${ }^{6} \mathrm{He},{ }^{11} \mathrm{Li},{ }^{14} \mathrm{Be}$ can be described as three-body systems made of a core and two distant neutrons forming the halo. These nuclei have a much larger radius than the famous approximation $1.25 \mathrm{~A}^{1 / 3}$ fm . The core $\left({ }^{4} \mathrm{He},{ }^{9} \mathrm{Li},{ }^{12} \mathrm{Be}\right)$ is considered as close to a normal nucleus in its ground state and is described as one of the three particles. This model offers a good opportunity to compare the merits of different coordinate systems. Several coordinate systems (Jacobi coordinates, hyperspherical coordinates, ...) have been successfully used in studies of halo nuclei [215]. Only some of them allow an efficient treatment on a Lagrange mesh. Two of these systems have already been presented. Let me briefly introduce a third one to clarify its properties [216, 217, 218] and drawbacks [11].

Let $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ be the coordinates of two neutrons with respect to a core particle with mass $A_{c} m_{N}$ where $m_{N}$ is the nucleon mass, and let $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{2}$ be the corresponding
momenta. The Hamiltonian describing the relative motion of two nucleons with respect to a core in a halo nucleus of mass number $A=A_{c}+2$ is given by [219, 216]

$$
\begin{array}{r}
H=\frac{\boldsymbol{p}_{1}^{2}}{2 \mu}+\frac{\boldsymbol{p}_{2}^{2}}{2 \mu}+\frac{\boldsymbol{p}_{1} \cdot \boldsymbol{p}_{2}}{\left(A_{c}+1\right) \mu}+V_{\mathrm{cn}}\left(\boldsymbol{r}_{1}\right)+V_{\mathrm{cn}}\left(\boldsymbol{r}_{2}\right) \\
+V_{\mathrm{nn}}\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|\right)+\Lambda \sum_{\mathrm{FS}}\left|\psi_{\mathrm{FS}}\right\rangle\left\langle\psi_{\mathrm{FS}}\right|, \tag{7.48}
\end{array}
$$

where $\mu=A_{c} m_{N} /\left(A_{c}+1\right)$ is the core-neutron reduced mass. The core-neutron interaction is described by potential $V_{\mathrm{cn}}$ which may contain central and spin-orbit terms. The neutron-neutron interaction is represented by $V_{\mathrm{nn}}$. The eigenvalues of $H$ provide binding energies with respect to the decay into the core and two free neutrons. The potential $V_{\mathrm{cn}}$ often displays non-physical bound states called forbidden states (FS) whose role is to simulate the Pauli antisymmetrization principle between the nucleon and the core. The forbidden states $\left|\psi_{\mathrm{FS}}\right\rangle$ can be eliminated with a pseudopotential involving projectors [220] which increases their energies by a large quantity $\Lambda$ like in Eq. (7.48) or with a supersymmetric transformation [221] which removes them.

The wave function is expanded over coupled spherical harmonics. For $J=0$ and positive parity, it reads

$$
\begin{equation*}
\Psi\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)=\sum_{S l}\left[\left[Y_{l}\left(\Omega_{1}\right) \otimes Y_{l}\left(\Omega_{2}\right)\right]^{L} \otimes \chi^{S}\right]^{00} \psi_{S l}\left(r_{1}, r_{2}\right), \tag{7.49}
\end{equation*}
$$

where $\chi^{S}$ is a spin state. The total spin $S$ of the neutrons is 0 or 1 . When the nucleus has a total angular momentum $J=0$ and a positive parity, the total orbital momentum $L$ is equal to $S$. The positive parity then imposes a common orbital momentum $l$ for both neutrons. In practice, the sum over $l$ is limited by some value $l_{\text {max }}$.

The volume element is $d r_{1} d r_{2} d \Omega_{1} d \Omega_{2}$. The spin and angular parts in the matrix elements are treated analytically. This requires an expansion of the neutron-neutron potential in multipoles. The remaining problem involves the two radial coordinates $r_{1}$ and $r_{2}$. The radial part of (7.49) is expanded in Lagrange functions as

$$
\begin{equation*}
\psi_{S l}\left(r_{1}, r_{2}\right)=\sum_{i_{1} \geq i_{2}=1}^{N} C_{l i_{1} i_{2}}^{S} F_{i_{1} i_{2}}\left(r_{1}, r_{2}\right), \tag{7.50}
\end{equation*}
$$

where the $C_{l i_{1} i_{2}}^{S}$ are variational coefficients and $i_{1} \geq i_{2}$ because of the identity of the neutrons. The two-dimensional Lagrange functions are defined as

$$
\begin{equation*}
F_{i_{1} i_{2}}\left(r_{1}, r_{2}\right)=\left[2\left(1+\delta_{i_{1} i_{2}}\right)\right]^{-1 / 2} h^{-1}\left[\hat{f}_{i_{1}}\left(r_{1} / h\right) \hat{f}_{i_{2}}\left(r_{2} / h\right)+\hat{f}_{i_{2}}\left(r_{1} / h\right) \hat{f}_{i_{1}}\left(r_{2} / h\right)\right] . \tag{7.51}
\end{equation*}
$$

The functions $\hat{f}_{i}(x)$ are Lagrange-Laguerre functions (3.70) with $\alpha=0$ regularized by $x$. This allows a common treatment of all partial waves.

The ( $\boldsymbol{r}_{1}, \boldsymbol{r}_{2}$ ) system of coordinates leads to incorrect results when the core-neutron interaction depends on the orbital angular momentum [11], either because the interaction is different for the various partial waves or because the treatment of Pauli-forbidden states affects some partial waves. This is illustrated with an $\alpha+\mathrm{n}+\mathrm{n}$ description of the ${ }^{6} \mathrm{He}$ halo nucleus. The neutron-neutron interaction is the Minnesota potential defined below in Eq. (8.34) where the operator $P_{i j}^{M}$ can be replaced by its eigenvalue +1 and the operator $P_{i j}^{\sigma}$ can be replaced by its eigenvalue $(-1)^{S}$. As the form factor in the

Table 30: Comparison of Lagrange-mesh calculations of the ground-state energy of ${ }^{6} \mathrm{He}$ (in MeV ) in perimetric, core-neutron and hyperspherical coordinates. Potential 1 is given by Eq. (7.52). Potential 2 is given by (7.52) for even partial waves and vanishes for odd partial waves. The last column corresponds to the $\alpha$-n potential of Ref. [223].

| Perimetric coordinates |  |  |  |  |
| :---: | :---: | :--- | :---: | :---: |
| $N_{x}=N_{y}$ | $N_{z}$ | Pot. 1 |  |  |
| 20 | 16 | -0.929041 |  |  |
| 22 | 16 | -0.929049 |  |  |
| 22 | 18 | -0.929049 |  |  |
| 24 | 18 | -0.929050 |  |  |
| Core-neutron coordinates |  |  |  |  |
| $l_{\max }$ | $N$ | Pot. 1 | Pot. 2 | Pot. [223] |
| 16 | 20 | -0.9253 | -0.8516 | -0.7483 |
| 18 | 20 | -0.9262 | -0.8525 | -0.7499 |
|  | 24 | -0.9274 | -0.8539 | -0.7509 |
|  | 30 | -0.9277 | -0.8543 | -0.7510 |
| 20 | 20 | -0.9268 | -0.8531 | -0.7508 |
| Hyperspherical coordinates |  |  |  |  |
| $K_{\max }$ | $N$ | Pot. 1 | Pot. 2 | Pot. [223] |
| 26 | 20 | -0.9237 | -0.9010 | -0.4185 |
| 28 | 20 | -0.9250 | -0.9022 | -0.4209 |
| 30 | 20 | -0.9260 | -0.9032 | -0.4227 |
|  | 30 | -0.9262 | -0.9035 | -0.4231 |

Minnesota interaction is a linear combination of Gaussians [222], the expansion in multipoles can be performed analytically. The LMM is now discussed for various forms of $\alpha-\mathrm{n}$ interactions. The value of $\hbar^{2} / 2 m_{N}$ is $20.736 \mathrm{MeV} \mathrm{fm}{ }^{2}$.

Let me now compare the core-neutron coordinate system described above with other systems of coordinates within the LMM. A first $\alpha-\mathrm{n}$ interaction called 'Potential 1' does not depend on the angular momentum

$$
\begin{equation*}
V_{\alpha \mathrm{n}}(r)=-60 e^{-r^{2}} \tag{7.52}
\end{equation*}
$$

in MeV and fm . For $S=0$, it reproduces the order of magnitude of the two-neutron separation energy of ${ }^{6} \mathrm{He}, S_{2 n}=0.975 \mathrm{MeV}$. In perimetric coordinates, an accurate energy is obtained with $N_{x}=N_{y}=22, N_{z}=16$ and $h_{x}=h_{y}=h_{z}=0.75$. It serves as a benchmark for the other calculations. Table 30 shows that the other two systems of coordinates lead to similar energies within less than 3 keV from the exact value. The scaling parameter is $h=0.3$ in both cases. The convergences with respect to $l_{\max }$ and $K_{\text {max }}$ are rather slow. The convergence with respect to the number of mesh points is faster in hyperspherical coordinates.

Let us now consider $l$-dependent potentials. Such potentials can not be studied in a simple way in perimetric coordinates. Potential 2 is given by (7.52) for even $l$ and vanishes for odd $l$. One observes the same convergence properties as before but the two limits now differ by about 0.05 MeV , a value larger than the 3 keV convergence
uncertainty obtained with Potential 1 which should remain approximately valid here. With a parity-dependent phenomenological potential reproducing the properties of the $\alpha+\mathrm{n}$ phase shifts [223] and the elimination of the $l=0$ forbidden states with $\Lambda=5000$ MeV , the results are even more different, in particular because the elimination of the forbidden state by the pseudopotential [220] leads to a different treatment of the dominant $s$ wave. The elimination with the supersymmetric technique [221] would lead to similar effects. While both systems seem to be correct with Potential 1, a problem appears with the $l$-dependent potentials.

The problem encountered here is an error introduced by the $\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$ coordinate system when it is used with an $l$-dependent potential. This error is independent of the LMM. It can be explained as follows. The coordinates $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ do not form an orthogonal system. An $l$-dependent core-neutron potential can be written more precisely as

$$
\begin{equation*}
V_{c n}(r)=\sum_{l} V_{\mathrm{cn}}^{(l)}(r) P_{l} \tag{7.53}
\end{equation*}
$$

where $P_{l}$ is a projector on partial wave $l$. However, since the coordinate system is not orthogonal, the naive forms of projectors $P_{l_{1}}(1)$ and $P_{l_{2}}(2)$ consisting in using $V_{\mathrm{cn}}^{\left(l_{1}\right)}\left(r_{1}\right)$ in partial wave $l_{1}$ and $V_{\mathrm{cn}}^{\left(l_{2}\right)}\left(r_{2}\right)$ in partial wave $l_{2}$ are also not orthogonal. Correct projectors can in principle be established but would have such a complicated form that the simplicity of the LMM would be lost. This problem affects the quantitative results of all models using the core-nucleon coordinate system with $l$-dependent interactions such as in Refs. [216, 217, 218] as first observed in Ref. [11] but the error is small and scales as the inverse of the core mass. Hence, qualitative conclusions are not affected. In particular, the exponential decrease of the Lagrange-Laguerre functions allows a detailed analysis of the asymptotic properties of the halo of the ${ }^{6} \mathrm{He}$ nucleus [224].

## 8 Miscellaneous applications

### 8.1 Real and imaginary time propagation

The Lagrange-mesh method is useful for solving the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{d}{d t} \psi(t)=H(t) \psi(t) \tag{8.1}
\end{equation*}
$$

Many methods exist to solve this equation. Among them, propagation methods with a unitary operator are particularly interesting because they preserve the norm. The time evolution is approximated with a propagation over a time step $\Delta t$ by the evolution operator $U$,

$$
\begin{equation*}
\psi(t+\Delta t)=U(t+\Delta t, t) \psi(t) \tag{8.2}
\end{equation*}
$$

Tractable approximations of $U$ are obtained with the splitting methods where this operator is approximately factorized as a product of simpler unitary operators [225, 226, 227].

The time-dependent Hamiltonian can be written as

$$
\begin{equation*}
H(t)=H_{0}+V(t), \tag{8.3}
\end{equation*}
$$

where $H_{0}$ may include a time-independent part $V_{0}$ of the potential. In splitting methods, one is looking for approximations where $H_{0}$ and $V(t)$ are in separate exponentials. At second order, this can be achieved with the well-known expression

$$
\begin{equation*}
U=e^{-i \frac{1}{2} \Delta t V(t+\Delta t)} e^{-i \Delta t H_{0}} e^{-i \frac{1}{2} \Delta t V(t)}+O\left(\Delta t^{3}\right) . \tag{8.4}
\end{equation*}
$$

This expression has been generalized at fourth order in various ways [227, 228, 229]. The simplest variant reads [228]

$$
\begin{equation*}
U=e^{-i \frac{1}{6} \Delta t V(t+\Delta t)} e^{-i \frac{1}{2} \Delta t H_{0}} e^{-i \frac{2}{3} \Delta t \widetilde{V}\left(t+\frac{1}{2} \Delta t\right)} e^{-i \frac{1}{2} \Delta t H_{0}} e^{-i \frac{1}{6} \Delta t V(t)}+O\left(\Delta t^{5}\right), \tag{8.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{V}=V+\frac{\Delta t^{2}}{48}\left[V,\left[H_{0}, V\right]\right]=V-\frac{\Delta t^{2}}{48}(\nabla V)^{2} . \tag{8.6}
\end{equation*}
$$

It has also been extended at sixth and higher orders [227], i.e. with an error of order at least $O\left(\Delta t^{7}\right)$. Tests show that, except if very high accuracies are necessary, the fourth order should be optimal since it provides a good balance between accuracy and simplicity [230]. Higher-order algorithms are more accurate but their additional complication and computer-time cost do not make them optimal.

Very similar expressions appear in the imaginary-time method which provides a calculation of the energy of the lowest state of a given symmetry in a time-independent Hamiltonian $H$. Indeed, one easily checks that the ground-state wave function $\psi_{0}$ is given by

$$
\begin{equation*}
\psi_{0}=\lim _{\tau \rightarrow \infty} e^{-\tau H} \phi \tag{8.7}
\end{equation*}
$$

where $\phi$ is arbitrary except that it must contain a lowest-energy component with the studied symmetry. The equation can be solved by iteration with some imaginary-time step $\Delta \tau$

$$
\begin{equation*}
\psi(\tau+\Delta \tau)=e^{-\Delta \tau H} \psi(\tau) \tag{8.8}
\end{equation*}
$$

with $H=H_{0}+V$ and $\psi(0)=\phi$. The imaginary-time method has been made very efficient with the use of high-order factorizations of the exponential imaginary-time propagator $[225,219,228,227,229,230,231]$. As suggested in Ref. [231], the fourthorder algorithm

$$
\begin{equation*}
\psi(\tau+\Delta \tau)=e^{-\frac{1}{6} \Delta \tau V(\tau)} e^{-\frac{1}{2} \Delta \tau H_{0}} e^{-\frac{2}{3} \Delta \tau \widetilde{V}(\tau)} e^{-\frac{1}{2} \Delta \tau H_{0}} e^{-\frac{1}{6} \Delta \tau V(\tau)} \psi(\tau) \tag{8.9}
\end{equation*}
$$

where $\tilde{V}$ is given by (8.6) with $\Delta \tau$ replacing $\Delta t$, provides an error of order $\Delta \tau^{4}$ with reasonable computing times. The potential may depend on $\tau$ in self-consistent calculations (§8.3). In this algorithm, for simplicity, the potential is evaluated only at imaginary time $\tau$ (compare with Eq. (8.5)). Here, contrary to the real-time case, it is
crucial that all the coefficients in the exponentials are negative. Otherwise, the accuracy is strongly reduced by the exponential factors leading to an expansion of the wave function.

The splitting methods easily and efficiently combine with the LMM. The use of a Lagrange mesh leads to small sizes for the time-dependent matrices representing the evolution operator. This property is extremely important when there are several spatial dimensions. Let us first consider the case of one spatial dimension in a timedependent problem. The time-independent part of the Hamiltonian may contain a static potential $V_{0}(x)$ in addition to the kinetic energy $T$. A Lagrange basis is used for the space coordinate $x$,

$$
\begin{equation*}
\psi(x, t)=h^{-1 / 2} \sum_{j=1}^{N} c_{j}(t) f_{j}(x / h) . \tag{8.10}
\end{equation*}
$$

The coefficients $c_{j}(t)=\left(h \lambda_{j}\right)^{1 / 2} \psi\left(h u_{j}, t\right)$ [Eq. (2.26)] show the evolution of the wave function at the different locations $h u_{j}$. The exponentials of the different operators are represented by the exponentials of their Lagrange-mesh approximations. Let $H_{0}$ be represented by a matrix $\boldsymbol{H}_{0}$ with elements

$$
\begin{equation*}
H_{0 i j}=h^{-2} T_{i j}+V_{0}\left(h u_{i}\right) \delta_{i j} . \tag{8.11}
\end{equation*}
$$

The matrix representing $H_{0}$ can be diagonalized as

$$
\begin{equation*}
\boldsymbol{H}_{0}=\boldsymbol{O} \operatorname{diag}\left(E_{0}, E_{1}, \ldots, E_{N-1}\right) \boldsymbol{O}^{T} \tag{8.12}
\end{equation*}
$$

where the $E_{i}$ are the eigenvalues of $\boldsymbol{H}_{0}$ and the orthogonal matrix $\boldsymbol{O}$ contains its eigenvectors. The exponential of $H_{0}$ is a non-diagonal matrix but it is constant. The matrix representing $\exp \left(-i \Delta t H_{0}\right)$ can thus be obtained with a single diagonalization as

$$
\begin{equation*}
e^{-i \Delta t \boldsymbol{H}_{0}}=\boldsymbol{O} \operatorname{diag}\left(e^{-i \Delta t E_{0}}, e^{-i \Delta t E_{1}}, \ldots, e^{-i \Delta t E_{N-1}}\right) \boldsymbol{O}^{T} \tag{8.13}
\end{equation*}
$$

The matrix representing the operator $\exp (-i \Delta t V(t))$ is diagonal,

$$
\begin{equation*}
e^{-i \Delta t V(t)} \longrightarrow e^{-i \Delta t V\left(h u_{i}, t\right)} \delta_{i j} . \tag{8.14}
\end{equation*}
$$

Because of the small size of the Lagrange-mesh matrices, the propagation on the mesh is very fast.

In a three-dimensional propagation, the size of the complex vector $\boldsymbol{\Psi}(t)$ representing the wave function $\psi(t)$ takes the much larger value $N_{x} N_{y} N_{z}$. However, as long as $H_{0}$ is separable in Cartesian coordinates,

$$
\begin{equation*}
H_{0}=H_{0 x}+H_{0 y}+H_{0 z}, \tag{8.15}
\end{equation*}
$$

$\exp \left(-i \Delta t H_{0}\right)$ can be factorized as

$$
\begin{equation*}
e^{-i \Delta t H_{0}}=e^{-i \Delta t H_{0 x}} e^{-i \Delta t H_{0 y}} e^{-i \Delta t H_{0 z}} \tag{8.16}
\end{equation*}
$$

The decomposition (8.15) is always possible for at least the kinetic-energy operator (in this case, $\left.H_{0} \equiv T\right)$. Each operator $H_{0 x}, H_{0 y}, H_{0 z}$ acts on a single coordinate. The
action of each partial exponential matrix can be programmed simply. For example, the multiplication of vector $\boldsymbol{\Psi}(t)$ by the $N_{x} N_{y} N_{z} \times N_{x} N_{y} N_{z}$ matrix $\exp \left(-i \Delta t \boldsymbol{H}_{0 x}\right)$ only involves a non-trivial $N_{x} \times N_{x}$ block. It can thus be performed with $N_{x}^{2} N_{y} N_{z}$ multiplications of complex numbers. The matrix representing $\exp (-i \Delta t V(t))$ is diagonal,

$$
\begin{equation*}
e^{-i \Delta t V(x, y, z, t)} \longrightarrow e^{-i \Delta t V\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}, t\right)} \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} \tag{8.17}
\end{equation*}
$$

One never needs a multiplication by a large square matrix as long as the potential is local.

The same comments apply to the imaginary-time evolution on a Lagrange mesh. Some applications however involve a non-local potential $V(\tau)$ (§8.4). In three dimensions, they then require multiplications by $N_{x} N_{y} N_{z} \times N_{x} N_{y} N_{z}$ square matrices.

### 8.2 Forced harmonic oscillator

As a one-dimensional example of resolution of the time-dependent Schrödinger equation, let us consider the Hamiltonian of a forced oscillator [232, 233]

$$
\begin{equation*}
H(t)=-\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{1}{2} x^{2}-f(t) x \tag{8.18}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t)=\sin ^{2} \frac{\pi}{2} t \tag{8.19}
\end{equation*}
$$

like in Ref. [230]. This time-dependent term starts from zero at $t=0$ and vanishes again at $t=2$. At $t=0$, the system is in the oscillator ground state $\varphi_{0}(x)$. This problem has an exact analytical solution [232, 233]

$$
\begin{equation*}
\psi_{\mathrm{ex}}(x, t)=\varphi_{0}\left[x-x_{0}(t)\right] e^{i\left[p_{0}(t) x-\chi(t)\right]} \tag{8.20}
\end{equation*}
$$

See Ref. [230] for the expressions of $x_{0}(t), p_{0}(t)$ and $\chi(t)$ when $f(t)$ is given by (8.19), and for details.

In the present Lagrange-mesh approach, the first two terms of the Hamiltonian are interpreted as operator $H_{0}$. The last term is the time-dependent potential $V(t)$. Calculations with $H_{0}$ equal to the kinetic-energy term $T$ and $V(t)=\frac{1}{2} x^{2}-f(t) x$ lead to very similar results. Errors with respect to the exact solution are presented in Fig. 22 as a function of the time step $\Delta t$ for various calculations on a sinc mesh. This equalspacing mesh is well adapted to non-stationary problems since a motion of the wave function can be described with a uniform accuracy.

The calculations are performed with mesh points in the interval $\left(-x_{M},+x_{M}\right)$. They correspond to a scale parameter $h=2 x_{M} /(N-1)$. The accuracy is evaluated as

$$
\begin{equation*}
\epsilon=\left\|\psi_{\mathrm{ex}}(t)-\psi(t)\right\| \approx\left\{h \sum_{i=1}^{N} \lambda_{i}\left[\psi_{\mathrm{ex}}\left(h u_{i}, t\right)-\left(h \lambda_{i}\right)^{-1 / 2} c_{i}(t)\right]^{2}\right\}^{1 / 2} \tag{8.21}
\end{equation*}
$$

for $t=2$ (and $\lambda_{i}=1$ for the sinc mesh). With $x_{M}=8$, results are displayed in Fig. 22 for $N=21(h=0.8), 26(h=0.64), 33(h=0.5)$ and $41(h=0.4)$ mesh points. The results with $N=51(h=0.32)$ are indistinguishable from those with $N=41$.


Figure 22: Error $\epsilon$ on the wave function at $t=2$ for the time-dependent Hamiltonian (8.18) as a function of the time step $\Delta t$, calculated with Eq. (8.21) on a Lagrange-sinc mesh with $N=21,26,33$ and 41 mesh points.

One observes that the accuracy improves like $\Delta t^{4}$, as expected. To optimally reach a given accuracy, one needs enough Lagrange mesh points. With at least $N=41$, the $\Delta t^{4}$ accuracy is obtained down to $10^{-11}$. However, if the required accuracy is $10^{-5}$, $N=26$ points are enough. Similar results are obtained with the Hermite mesh since the motion of the wave function is not large at $t=2$.

### 8.3 Bose-Einstein condensates

The Gross-Pitaevskii equation describes the behaviour of a Bose-Einstein condensate at zero temperature within the mean-field approximation [234]. This non-linear Schrödinger equation involves an external trapping potential and a non-linear term due to the interactions between atoms. The atom-atom interaction within the dilute condensate is modeled only by its scattering length. The common individual wave function of each boson of the condensate is a self-consistent solution of this equation.

The imaginary-time method ( $\S 8.1$ ) is used in many subfields of quantum physics and in particular to solve the Gross-Pitaevskii equation [235, 231, 10]. The fourthorder factorization algorithm (8.9) of the imaginary-time propagator combined with the LMM is well adapted to find a fast and accurate solution of the Gross-Pitaevskii equation [231].

In the absence of interactions between the bosons, the wave function of a boson is an eigenfunction of the Hamiltonian

$$
\begin{equation*}
H_{0}=-\frac{1}{2} \Delta+V_{\text {conf }}(x, y, z), \tag{8.22}
\end{equation*}
$$

where $V_{\text {conf }}$ is the external confinement potential and $\hbar=m=1$. In most descriptions of experiments, this potential is well approximated by an oscillator trap

$$
\begin{equation*}
V_{\mathrm{conf}}(x, y, z)=\frac{1}{2}\left(\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}+\omega_{z}^{2} z^{2}\right) . \tag{8.23}
\end{equation*}
$$

The angular frequencies $\omega_{x}, \omega_{y}, \omega_{z}$ are expressed as a function of some additional unit $\omega=1$. Under the assumption of a dilute system, the behaviour of a condensate containing $n$ bosons is described by the wave function $\psi$ which is the normed groundstate solution of the Gross-Pitaevskii equation [234]

$$
\begin{equation*}
\left(H_{0}+\lambda|\psi(x, y, z)|^{2}\right) \psi(x, y, z)=\mu \psi(x, y, z) . \tag{8.24}
\end{equation*}
$$

The dimensionless parameter in the non-linear term is defined as

$$
\begin{equation*}
\lambda=4 \pi n a \sqrt{\frac{m \omega}{\hbar}} \tag{8.25}
\end{equation*}
$$

where $a$ is the scattering length. Parameter $\lambda$ can be positive or negative according to whether the interaction is repulsive or attractive.

The eigenvalue $\mu$ in Eq. (8.24) is the chemical potential,

$$
\begin{equation*}
\left.\mu=\left\langle H_{0}\right\rangle+\left.\lambda\langle | \psi\right|^{2}\right\rangle . \tag{8.26}
\end{equation*}
$$

This expression is useful when Eq. (8.24) is not solved directly. The energy per boson is given by

$$
\begin{equation*}
\left.E=\left\langle H_{0}\right\rangle+\left.\frac{1}{2} \lambda\langle | \psi\right|^{2}\right\rangle . \tag{8.27}
\end{equation*}
$$

The chemical potential, the energy per boson and the confinement potential satisfy a virial theorem,

$$
\begin{equation*}
E+\mu-4\left\langle V_{\text {conf }}\right\rangle=0 . \tag{8.28}
\end{equation*}
$$

It can serve as a test of the accuracy of numerical calculations.
Let us consider three sets of $N_{x}, N_{y}, N_{z}$ Lagrange functions $f_{i}^{p_{x}}\left(x / h_{x}\right), g_{j}^{p_{y}}\left(y / h_{y}\right)$, $h_{k}^{p_{z}}\left(z / h_{z}\right)$ with parities $p_{x}, p_{y}, p_{z}$ and the three-dimensional mesh $\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right)$ with the scaling parameters $h_{x}, h_{y}, h_{z}$. The corresponding weights are $\lambda_{i}, \mu_{j}, \nu_{k}$. Normed three-dimensional Lagrange functions (§2.8) can be defined as the products

$$
\begin{equation*}
F_{i j k}^{p_{x} p_{y} p_{z}}(x, y, z)=\left(h_{x} h_{y} h_{z}\right)^{-1 / 2} f_{i}^{p_{x}}\left(x / h_{x}\right) g_{j}^{p_{y}}\left(y / h_{y}\right) h_{k}^{p_{z}}\left(z / h_{z}\right) . \tag{8.29}
\end{equation*}
$$

The wave function of the condensate with parities $p_{x}, p_{y}, p_{z}$ is then approximated as

$$
\begin{equation*}
\psi^{p_{x} p_{y} p_{z}}(x, y, z)=\sum_{i=\frac{1}{2}}^{\frac{1}{2}\left(N_{x}-1\right)} \sum_{j=\frac{1}{2}}^{\frac{1}{2}\left(N_{y}-1\right)} \sum_{k=\frac{1}{2}}^{\frac{1}{2}\left(N_{z}-1\right)} c_{i j k} F_{i j k}^{p_{x} p_{y} p_{z}}(x, y, z) \tag{8.30}
\end{equation*}
$$

where $N_{x}, N_{y}, N_{z}$ are chosen even for simplicity (§2.6). The matrix elements of Hamiltonian (8.22) are given by

$$
\begin{align*}
H_{i j k, i^{\prime} j^{\prime} k^{\prime}}^{p_{x} p_{y} p_{2}}=\frac{1}{2} h_{x}^{-2} T_{i i^{\prime}}^{p_{x}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} & +\frac{1}{2} h_{y}^{-2} \delta_{i i^{\prime}} T_{j j^{\prime}}^{p_{y}} \delta_{k k^{\prime}}+\frac{1}{2} h_{z}^{-2} \delta_{i i^{\prime}} \delta_{j j^{\prime}} T_{k k^{\prime}}^{p_{z}} \\
& +V_{\text {conf }}\left(h_{x} u_{i}, h_{y} v_{j}, h_{z} w_{k}\right) \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}}, \tag{8.31}
\end{align*}
$$

where $T_{i i^{\prime}}^{p_{x}}, T_{j j^{\prime}}^{p_{y}}$, and $T_{k k^{\prime}}^{p_{z}}$ are given by (2.55), (3.40) and (3.41) for the Lagrange-Hermite mesh or by (3.297) and (3.298) for the Lagrange-sinc mesh. The matrix representing the confinement potential is diagonal. The non-linear term is also diagonal,

$$
\begin{equation*}
\left\langle F_{i j k}^{p_{x} p_{y} p_{z}}\right| \lambda\left(\psi^{p_{x} p_{y} p_{z}}\right)^{2}\left|F_{i^{\prime} j^{\prime} k^{\prime}}^{p_{x} p_{y} p_{z}}\right\rangle=\frac{\lambda c_{i j k}^{2}}{8 h_{x} h_{y} h_{z} \lambda_{i} \mu_{j} \nu_{k}} \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} . \tag{8.32}
\end{equation*}
$$

The simple structures of Eqs. (8.31) and (8.32) are the main causes of the simplicity of the numerical algorithm.

The confining potential is chosen as $\omega_{x}=\omega_{y}=\omega_{z}=1$. The calculation is performed with the Hermite and sinc meshes. The starting point of the iteration is the harmonicoscillator wave function for $\lambda \leq 10^{3}$ and the Thomas-Fermi approximation [234] for $\lambda>10^{3}[10]$. Three parameters must be chosen: the common number $N=N_{x}=N_{y}=$ $N_{z}$ of mesh points, the scaling parameter $h=h_{x}=h_{y}=h_{z}$ and the imaginary-time step $\Delta \tau$. Except for $h$ which is roughly optimized, the choice of the other parameters depends on the required accuracy. The convergence with respect to the number $N$ of mesh points is illustrated for $\lambda=1000$ in Fig. 23 with the Hermite mesh, $\Delta \tau=0.01$ and the optimal parameter $h=0.8$. The error $\epsilon=\left|\mu-\mu_{\text {exact }}\right|$ on the chemical potential, where the exact value $\mu_{\text {exact }}$ is approximated by a calculation with $N=50$, is depicted with squares as a function of $N$. The convergence is approximately exponential from $N=10$ to about $26-30$. Beyond $N=30$, the accuracy still improves but more slowly. The absolute value of the virial residue, i.e. the left-hand member of Eq. (8.28), is represented by triangles in the same figure. Its decrease is also slower beyond about $N=30$. Clearly, it can serve as a measure of the accuracy on the chemical potential.


Figure 23: Error $\epsilon=\left|\mu-\mu_{\text {exact }}\right|$ on the chemical potential (squares) and absolute value of the virial residue $\left|E+\mu-4\left\langle V_{\text {conf }}\right\rangle\right|$ (triangles) for the Hermite mesh at $\lambda=1000$ as a function of the number $N$ of mesh points with $h=0.8$ and $\Delta \tau=0.01$.

Calculations with reasonable numbers of mesh points for both Hermite and sinc meshes are compared in Table 31 as a function of positive values of parameter $\lambda$. The time step $\Delta \tau$ and the number $N_{\text {iter }}$ of iterations are indicated. For small $\lambda$ values, the convergence is faster with the Hermite mesh which is optimal for $\lambda=0$. The sinc mesh becomes more efficient at higher $\lambda$ values where the condensate wave functions flatten [10]. Hermite-mesh calculations do not converge for $\lambda>10^{5}$ with $N \leq 80$.

Table 31: Chemical potential $\mu$ and energy $E$ with optimal Hermite and sinc meshes for $\omega_{x}=\omega_{y}=\omega_{z}=1$ as a function of the number $N$ of mesh points, scale parameter $h$, time step $\Delta \tau$ and number $N_{\text {iter }}$ of iterations. The last column displays the virial expression.

| $\lambda$ | mesh | $N$ | $h$ | $\Delta \tau$ | $N_{\text {iter }}$ | $E$ | $\mu$ | virial |
| ---: | :--- | :--- | :--- | :--- | ---: | :--- | :--- | :--- |
| 1 | Her. | 20 | 0.9 | 0.05 | 206 | 1.530891280 | 1.560971500 | -0.000000001 |
|  | sinc | 20 | 0.5 | 0.05 | 265 | 1.530891280 | 1.560971499 | -0.000000023 |
| $10^{3}$ | Her. | 30 | 0.8 | 0.05 | 153 | 6.308834870 | 8.670315379 | -0.000000012 |
|  | sinc | 40 | 0.35 | 0.05 | 176 | 6.308834862 | 8.670315346 | 0.000000031 |
| $10^{6}$ | sinc | 70 | 0.5 | 0.005 | 570 | 96.3193038 | 134.82776 | 0.00012 |

### 8.4 Hartree-Fock calculations with a finite-range nuclear force

The Hartree-Fock method is important both in atomic and nuclear physics. At present, in atomic physics, the LMM can not be applied with accuracy because of the singularity of the Coulomb potential. The situation is different in nuclear physics where effective forces are employed [236]. Nuclear Hartree-Fock calculations are often performed with effective Skyrme forces. They have a zero-range two-body part and depend on the density. They are devised in a way which simplifies the potential terms in the HartreeFock equation. The resulting equation has some similarity with the Gross-Pitaevskii equation. Hartree-Fock calculations are also performed with finite-range forces but the equations become then much more complicated to solve. The Hartree-Fock equation is non-local but still remains rather simple on a Lagrange mesh though the matrix representing the potential is full.

In self-consistent calculations involving an $A \times A$ Slater determinant $\Phi$, the singleparticle energies $\epsilon_{m}$ and orbitals $\phi_{m}$ verify the Hartree-Fock equations [236]

$$
\begin{gather*}
-\frac{\hbar^{2}}{2 m_{N}} \Delta \phi_{m}(\boldsymbol{r})+\left(\sum_{m^{\prime}=1}^{A} \int d \boldsymbol{r}^{\prime} \phi_{m^{\prime}}^{*}\left(\boldsymbol{r}^{\prime}\right) V\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \phi_{m^{\prime}}\left(\boldsymbol{r}^{\prime}\right)\right) \phi_{m}(\boldsymbol{r}) \\
-\int d \boldsymbol{r}^{\prime}\left(\sum_{m^{\prime}=1}^{A} \phi_{m^{\prime}}^{*}\left(\boldsymbol{r}^{\prime}\right) V\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \phi_{m^{\prime}}(\boldsymbol{r})\right) \phi_{m}\left(\boldsymbol{r}^{\prime}\right)=\epsilon_{m} \phi_{m}(\boldsymbol{r}), \tag{8.33}
\end{gather*}
$$

where $V$ is a nucleon-nucleon potential independent of spin and isospin. This non-linear equation is solved by iteration.

The literature on nuclear Hartree-Fock calculations is enormous. Here I want to show a simple example with a spin- and isospin-dependent finite-range force. This example aims at illustrating the convergence of the method but not at giving realistic physical results. To this end, I consider the ${ }^{16} \mathrm{O}$ closed-shell nucleus with the Minnesota effective nucleon-nucleon interaction [222] and no Coulomb force. The Minnesota force involves a linear combination of Gaussians. In units of MeV and fm , its central part reads [222]

$$
\begin{equation*}
V=\left[V_{R}\left(r_{i j}\right)+\frac{1}{2}\left(1+P_{i j}^{\sigma}\right) V_{t}\left(r_{i j}\right)+\frac{1}{2}\left(1-P_{i j}^{\sigma}\right) V_{s}\left(r_{i j}\right)\right] \frac{1}{2}\left[u+(2-u) P_{i j}^{M}\right] \tag{8.34}
\end{equation*}
$$

where $\boldsymbol{r}_{i j}$ is the relative coordinate between nucleons $i$ and $j$, operator $P_{i j}^{\sigma}$ exchanges the spin coordinates of these nucleons and the Majorana operator $P_{i j}^{M}$ exchanges
their space coordinates $\boldsymbol{r}_{i}$ and $\boldsymbol{r}_{j}$. The repulsive-core, triplet and singlet parts of the interaction are $V_{R}(r)=200 \exp \left(-1.487 r^{2}\right), V_{t}(r)=-178 \exp \left(-0.639 r^{2}\right)$ and $V_{s}=$ $-91.85 \exp \left(-0.465 r^{2}\right)$, respectively.

Also, a simplified center-of-mass correction is used, i.e. only its one-body part. This simplification avoids the calculation of the two-body part of the correction. It amounts to multiply the kinetic-energy term by $15 / 16$. This example gives a typical order of magnitude of the accuracy in 3D calculations. This accuracy can be assessed by a simple one-dimensional Hartree-Fock calculation exploiting the spherical symmetry of the ${ }^{16} \mathrm{O}$ nucleus.

The spatial parts $\varphi_{m}(x, y, z)$ of the single-particle orbitals $\phi_{m}(\boldsymbol{r})$ forming the $16 \times 16$ Slater determinant $\Phi$ are expanded for each orbital $m=1$ to 4 (for $0 s, 0 p_{x}, 0 p_{y}$ and $0 p_{z}$ ) as

$$
\begin{equation*}
\varphi_{m}(x, y, z)=\sum_{i, j, k=1}^{N} C_{i j k}^{(m)} F_{i j k}(x, y, z) \tag{8.35}
\end{equation*}
$$

where $F_{i j k}$ is defined in Eq. (2.74) with $N=N_{x}=N_{y}=N_{z}$ points, and with the same Lagrange functions and scaling parameter $h$ in the directions $x, y$ and $z$ corresponding to the mesh $\left(h u_{i}, h u_{j}, h u_{k}\right)$. For the ${ }^{16} \mathrm{O}$ nucleus, the four orbitals are given by the $N^{3}$ equations

$$
\begin{align*}
& \sum_{i^{\prime}, j^{\prime}, k^{\prime}=1}^{N}\left\{\frac{15}{16} \frac{\hbar^{2}}{2 m_{N} h^{2}}\left(T_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}}+\delta_{i i^{\prime}} T_{j j^{\prime}} \delta_{k k^{\prime}}+\delta_{i i^{\prime}} \delta_{j j^{\prime}} T_{k k^{\prime}}\right)\right. \\
& +2 \delta_{i i^{\prime}} \delta_{j j^{\prime}} \delta_{k k^{\prime}} \sum_{m^{\prime}=1}^{4} \sum_{i^{\prime \prime}, j^{\prime \prime}, k^{\prime \prime}=1}^{N}\left[C_{i^{\prime \prime} j^{\prime \prime} k^{\prime \prime}}^{\left(m^{\prime}\right.}\right]^{2} \mathcal{V}^{D}\left[h\left(u_{i}-u_{i^{\prime \prime}}\right), h\left(u_{j}-u_{j^{\prime \prime}}\right), h\left(u_{k}-u_{k^{\prime \prime}}\right)\right] \\
& \left.+2 \sum_{m^{\prime}=1}^{4} C_{i j k}^{\left(m^{\prime}\right)} \sum_{i^{\prime}, j^{\prime}, k^{\prime}=1}^{N} C_{i^{\prime} j^{\prime} k^{\prime}}^{\left(m^{\prime}\right)} \mathcal{V}^{E}\left[h\left(u_{i}-u_{i^{\prime}}\right), h\left(u_{j}-u_{j^{\prime}}\right), h\left(u_{k}-u_{k^{\prime}}\right)\right]\right\} C_{i^{\prime} j^{\prime} k^{\prime}}^{(m)} \\
& =\epsilon_{m} C_{i j k}^{(m)} \tag{8.36}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{V}^{D}=(5 u-2) V_{R}+\left(\frac{9 u}{2}-3\right) V_{t}+\left(\frac{u}{2}+1\right) V_{s} \tag{8.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}^{E}=(5 u-8) V_{R}+\left(\frac{9 u}{2}-6\right) V_{t}+\left(\frac{u}{2}-2\right) V_{s} . \tag{8.38}
\end{equation*}
$$

The kinetic part is made of blocks like in Eq. (2.80). The direct part is diagonal but the exchange part is a full matrix. The four lowest eigenvalues of the matrix in Eq. (8.36) are the single-particle energies $\epsilon_{m}$ of the occupied levels. This process can be iterated. The corresponding eigenvectors provide the coefficients of the orbitals of these levels. The convergence and accuracy can be checked by comparing two expressions of the Hartree-Fock total energy [236]

$$
\begin{equation*}
E=\langle\Phi| H|\Phi\rangle=4 \sum_{m=1}^{4} \epsilon_{m}-\langle\Phi| V|\Phi\rangle . \tag{8.39}
\end{equation*}
$$

For the sake of comparison, a spherical Hartree-Fock calculation is first performed on a regularized $\alpha=0$ Laguerre mesh (3.50) with $N$ mesh points and a scaling parameter $h=0.12$. The exact expressions (3.77) are used for the matrix elements of $-d^{2} / d r^{2}$. The value of $\hbar^{2} / 2 m_{N}$ is $20.736 \mathrm{MeV} \mathrm{fm}{ }^{2}$. For simplicity, the exchange parameter is chosen as $u=1$. The calculations converge to a stable value for all displayed digits after 12 iterations independently of $N$, starting from harmonic-oscillator orbitals. The results are displayed in Table 32. With $h=0.12$, the convergence is very fast with respect to $N$. An accuracy of 2 keV is reached with only 12 points. Beyond $N=16$, the accuracy reaches a few eV. For $N=20$, the corresponding single-particle energies are $\epsilon_{0 s}=-92.600071 \mathrm{MeV}$ and $\epsilon_{0 p}=-47.443006 \mathrm{MeV}$. More realistic values of the single-particle and total energies of ${ }^{16} \mathrm{O}$ (given the neglect of the Coulomb force and of the two-body part of the centre-of-mass term) can be obtained with $u \approx 0.85$.

The 3D Hartree-Fock calculations are performed on Hermite meshes (3.33) and sinc meshes (3.286) with $N$ mesh points in each direction and a roughly adapted scaling parameter $h$. For the Hermite mesh, the exact expressions (3.42) are used for the matrix elements of $-\partial^{2} / \partial x^{2},-\partial^{2} / \partial y^{2}$ and $-\partial^{2} / \partial z^{2}$. For the sinc mesh, they are given by (3.292) and (3.293). Rather than using Eq. (8.36), it is convenient to perform a parity projection to reduce the size of the matrix. Each orbital is projected on parity along each of the $x, y$ and $z$ axes with parities $(+1,+1,+1)$ for $0 s,(-1,+1,+1)$ for $0 p_{x},(+1,-1,+1)$ for $0 p_{y}$ and $(+1,+1,-1)$ for $0 p_{z}$. This choice is consistent with the assumed spherical symmetry in the 1D calculation. This reduces the total number of mesh points to $\frac{1}{8} N^{3}$. Tests show that the same results are obtained with Eq. (8.36) but with much longer computing times.

Table 32: Comparison of energies $E$ of ${ }^{16} \mathrm{O}$ (in MeV ) obtained with a spherical HartreeFock calculation performed on a regularized Laguerre mesh $(\alpha=0)$ with $N$ mesh points and a scaling parameter $h=0.12$ and a 3D Hartree-Fock calculation performed on Hermite and sinc meshes with $N$ points and the same scaling parameter $h$ in the three directions. The total number of points in the projected 3D meshes is also given.

| $N$ | Laguerre (1D) <br> $E(h=0.12)$ | $\frac{1}{8} N^{3}$ | Hermite (3D) <br> $E(h=1)$ | $h$ | sinc (3D) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | -223.097319 | 125 | -223.031559 | 0.75 | -221.839707 |  |
| 12 | -223.140902 | 216 | -223.114082 | 0.70 | -222.826834 |  |
| 14 | -223.142725 | 343 | -223.139562 | 0.65 | -222.826834 |  |
| 16 | -223.142789 | 512 | -223.141273 | 0.65 | -223.116478 |  |
| 18 | -223.142791 | 729 | -223.142488 | 0.60 | -223.137265 |  |
| 20 | -223.142791 | 1000 | -223.142637 | 0.60 | -223.140950 |  |

The energies obtained with 3D calculations are also presented in Table 32 (see Ref. [37] for preliminary results). The matrix sizes of the projected case are given in the table. In all cases, the convergence on all the displayed digits is reached after about 16 iterations, starting from harmonic-oscillator wave functions. With the Hermite mesh, $h=1$ is optimal independently of $N$. An error of a few keV is obtained with $N=14$, i.e. with only seven points on each positive semi-axis. When $N$ increases to 20 , the accuracy is better than 0.2 keV . Notice that the three $0 p$ single-particle energies
converge to the same value, confirming the spherical symmetry. With the sinc mesh, the optimal choice for $h$ decreases when $N$ increases. The accuracy is always slightly less good than with the Hermite mesh. With $N=20$, it is better than 2 keV . This remains very good given the small number of 3D mesh points.

### 8.5 Translations and rotations on a Lagrange mesh

Translations and rotations are important to restore the symmetries of approximate wave functions, i.e. to eliminate spurious centre-of-mass components or to construct eigenstates with good angular momentum, respectively [237, 236]. Such symmetry operations can be accurately performed on a Lagrange mesh [4].

Let us consider a translation of a one-dimensional function $\psi(x)$ over a distance $a$ to the right. The resulting function is $\psi_{a}(x)=\psi(x-a)$. An obvious way of performing this translation over mesh points $x_{i}=h u_{i}$ is by an interpolation,

$$
\begin{equation*}
\psi_{a}(x) \approx \sum_{j=1}^{N} \lambda_{j}^{1 / 2} \psi\left(x_{j}\right) f_{j}[(x-a) / h] \tag{8.40}
\end{equation*}
$$

where (2.44) and (2.45) are used. This method can be accurate but may be slow. It requires the evaluation of the Lagrange functions for each $a$ value, i.e. a large number of calculations of orthogonal polynomials or trigonometric functions. The problem is even more serious on three-dimensional meshes.

Another approach is based on matrix representations of operators. With $\hbar=1$, the operator $\exp \left(-i a p_{x}\right)$ performs a translation over a distance $a$ along the $x$ axis of an arbitrary infinitely differentiable function $\psi(x)$. It can be approximately represented on a Lagrange mesh as

$$
\begin{equation*}
\exp \left(-i a p_{x}\right)=\exp \left(-a \frac{d}{d x}\right) \longrightarrow \exp (-a \boldsymbol{D} / h) \tag{8.41}
\end{equation*}
$$

where matrix $\boldsymbol{D}$ contains matrix elements (3.14) of the first derivative between Lagrange functions. This is an approximation since the matrix element of an exponential is replaced by the exponential of a matrix element. Let $\boldsymbol{O}$ be a matrix diagonalizing D,

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{O} \operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{N}\right) \boldsymbol{O}^{T} \tag{8.42}
\end{equation*}
$$

The approximate translation on the mesh is performed with the matrix

$$
\begin{equation*}
\exp (-a \boldsymbol{D} / h)=\boldsymbol{O} \operatorname{diag}\left(e^{-a d_{1} / h}, e^{-a d_{2} / h}, \ldots, e^{-a d_{N} / h}\right) \boldsymbol{O}^{T} \tag{8.43}
\end{equation*}
$$

The values of the translated function $\psi_{a}(x)$ at mesh points $x_{i}$ are given by

$$
\begin{equation*}
\lambda_{i}^{1 / 2} \psi_{a}\left(x_{i}\right) \approx \sum_{j=1}^{N}[\exp (-a \boldsymbol{D} / h)]_{i j} \lambda_{j}^{1 / 2} \psi\left(x_{j}\right) \tag{8.44}
\end{equation*}
$$

An important particular case is given by the Fourier mesh (§3.7.1), where translations with unit step can be exactly performed, except at boundaries. On this mesh,
the exponential operator is equivalent to an interpolation. Moreover, matrix $\boldsymbol{D}$ can be diagonalized analytically. Indeed, with $h=1$ for simplicity, the functions (3.230),

$$
\begin{equation*}
\varphi_{k}(x)=N^{-1 / 2} e^{i 2 \pi k x / N}=\sum_{j=1}^{N} \varphi_{k}\left(x_{j}\right) f_{j}(x) \tag{8.45}
\end{equation*}
$$

are exact eigenfunctions of $d / d x$ with eigenvalues $i 2 \pi k / N, k=-\frac{1}{2}(N-1), \ldots, \frac{1}{2}(N-1)$. Hence the orthogonal matrix $\boldsymbol{O}$ with elements $O_{i j}=\varphi_{j}\left(x_{i}\right)$ diagonalizes $\boldsymbol{D}$ and the eigenvalues of $\exp (-a \boldsymbol{D})$ are $\exp (-i 2 \pi k a / N)=\sqrt{N} \varphi_{k}(-a)$. One deduces with (3.233) and (2.16),

$$
\begin{equation*}
[\exp (-a \boldsymbol{D})]_{i j}=\sqrt{N} \sum_{k=1}^{N} \varphi_{k}\left(x_{i}\right) \varphi_{k}(-a) \varphi_{k}^{*}\left(x_{j}\right)=f_{j}\left(x_{i}-a\right) \tag{8.46}
\end{equation*}
$$

The action (8.44) of the translation operator on the mesh is

$$
\begin{equation*}
\psi_{a}\left(x_{i}\right) \approx \sum_{j=1}^{N} f_{j}\left(x_{i}-a\right) \psi\left(x_{j}\right) \tag{8.47}
\end{equation*}
$$

i.e. one recovers Eq. (8.40) at mesh points, since $\lambda_{j}=1$ and $h=1$. This property is related to Eq. (3.237). Repeated multiplications by matrix $\exp (-a \boldsymbol{D})$ can be rapidly and easily done and provide exactly the same results as a number of interpolations performed with the Lagrange-Fourier functions. This would not be true for other Lagrange meshes.


Figure 24: Mean-square error $\epsilon$ [Eq. (8.48)] with respect to the exact translation $\psi_{a}(x)$ of the function $\psi(x)=\pi^{-1 / 4} \exp \left(-\frac{1}{2} x^{2}\right)$ for various mesh approximations: interpolation on a sinc mesh (dashed line), approximate translation operator on a sinc mesh (dotted line) and on a Hermite mesh (dash-dotted line), and both methods on a Fourier mesh (full line). In all cases, $N=20$ and $h=1$ are used.

Different translation techniques on a mesh are tested in Fig. 24. The translated function is the normed Gaussian $\psi(x)=\pi^{-1 / 4} \exp \left(-\frac{1}{2} x^{2}\right)$. The error is expressed as

$$
\epsilon=\int\left[\psi_{a}(x)-\psi_{a}^{\text {approx }}(x)\right]^{2} d x
$$

$$
\begin{equation*}
\approx h \sum_{j=1}^{N} \lambda_{j}\left[\psi\left(x_{j}-a\right)-\psi_{a}^{\mathrm{approx}}\left(x_{j}\right)\right]^{2} \tag{8.48}
\end{equation*}
$$

where $\psi_{a}^{\text {approx }}$ is given either by (8.40) or by (8.44). The integration domain is $(-\infty,+\infty)$ except for the Fourier mesh where it is approximated by $\left(-\frac{1}{2} N, \frac{1}{2} N\right)$. For a Fourier mesh with $N=20$ mesh points and $h=1$, approximations (8.40) and (8.44) give identical results as explained above. The error is periodic and positive. It remains smaller than $3 \times 10^{-5}$. It is represented by a full line. As expected, $\epsilon$ vanishes at mesh points. It starts increasing rapidly for $a>7$ when the translated function hits the boundary $\frac{1}{2} N=10$ of the domain. For a sinc mesh with $N=20$ mesh points and $h=1$, the two approximations are different but almost indistinguishable (dashed and dotted lines). The error is quasi (but not exactly) periodic and slightly smaller than for the Fourier mesh. It also starts to increase beyond 8 when there are no more mesh points (see Fig. 16 in §3.7.5). For a Hermite mesh with $N=20$ mesh points and $h=1$, approximation (8.44) is extremely precise for $a<3\left(\epsilon<10^{-7}\right)$ but becomes rapidly very bad beyond $a=4$ (dash-dotted curve) because the translated function hits the last mesh point $\left(x_{19 / 2} \approx 5.4\right)$. Amusingly, interpolation (8.44) is here exact for all $a$ values because of Eq. (3.9). Indeed, the translated function is the square root of the weight function $w(x)$ of the Hermite mesh and the translation is exact. This accidental property does not occur for other functions but the translation remains very accurate for $a<3$. The Hermite mesh is not interesting for large translations.

Three-dimensional translations on a Cartesian mesh with ( $N_{x}, N_{y}, N_{z}$ ) mesh points $\left(x_{i}, y_{j}, z_{k}\right)$ are obtained with the factorized representation

$$
\begin{equation*}
\exp (-i \boldsymbol{a} \cdot \boldsymbol{p}) \longrightarrow \exp \left(-a_{x} \boldsymbol{D}_{x} / h_{x}\right) \exp \left(-a_{y} \boldsymbol{D}_{y} / h_{y}\right) \exp \left(-a_{z} \boldsymbol{D}_{z} / h_{z}\right) \tag{8.49}
\end{equation*}
$$

where $\boldsymbol{D}_{x} / h_{x}, \boldsymbol{D}_{y} / h_{y}$ and $\boldsymbol{D}_{z} / h_{z}$ represent $\partial / \partial x, \partial / \partial y$ and $\partial / \partial z$ on some Lagrange meshes. Like in §8.1, the translation can be performed with about $\left(N_{x}+N_{y}+\right.$ $\left.N_{z}\right) N_{x} N_{y} N_{z}$ multiplications.

A rotation of angle $\alpha$ around the $z$ axis of a function $\psi(x, y)$ can be performed by interpolation on a mesh $\left(x_{i}, y_{j}\right)=\left(h_{x} u_{i}, h_{y} v_{j}\right)$ like in Eq. (8.40),

$$
\begin{align*}
& \psi_{\alpha}(x, y) \approx \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\lambda_{i} \mu_{j}\right)^{1 / 2} \psi\left(x_{i}, y_{j}\right) \\
& \times f_{i}\left[(x \cos \alpha-y \sin \alpha) / h_{x}\right] f_{j}\left[(x \sin \alpha+y \cos \alpha) / h_{y}\right] \tag{8.50}
\end{align*}
$$

However this technique involves many calculations of Lagrange functions to determine the values $\psi_{\alpha}\left(x_{i}, y_{j}\right)$ of the rotated function at all mesh points. A matrix-multiplication technique is usually faster.

Matrix representations of rotation operators have been introduced in Ref. [238] in the context of finite differences. They have been extended to the Lagrange-Fourier mesh in Ref. [4]. A rotation of angle $\alpha$ of an infinitely differentiable function $\psi(x, y)$ around the origin of the $(x, y)$ plane is performed with operator $\exp \left(-i \alpha L_{z}\right)$. This operator can be represented on a Lagrange mesh as

$$
\begin{align*}
& \exp \left(-i \alpha L_{z}\right)=\exp \left[-\alpha\left(x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}\right)\right] \\
& \longrightarrow \exp \left(-i \alpha \mathcal{L}_{z}\right)=\exp \left[-\alpha\left(\boldsymbol{X} \otimes \boldsymbol{D}_{y} / h_{y}-\boldsymbol{D}_{x} / h_{x} \otimes \boldsymbol{Y}\right)\right] \tag{8.51}
\end{align*}
$$

where $\boldsymbol{X}$ and $\boldsymbol{Y}$ are diagonal matrices containing the mesh points $x_{i}$ and $y_{j}$ on their diagonal, respectively. The direct products in (8.51) lead to an $N_{x} N_{y} \times N_{x} N_{y}$ matrix. Matrix $\exp \left(-i \alpha \mathcal{L}_{z}\right)$ can be calculated with a diagonalization of matrix $\mathcal{L}_{z}$ with elements

$$
\begin{equation*}
\left(\mathcal{L}_{z}\right)_{i j, i^{\prime} j^{\prime}}=-i\left[x_{i} \delta_{i i^{\prime}}\left(D_{y, j j^{\prime}} / h_{y}\right)-\left(D_{x, i i^{\prime}} / h_{x}\right) y_{j} \delta_{j j^{\prime}}\right] \tag{8.52}
\end{equation*}
$$

like in (8.42) but its size is of course much larger. This size can be reduced if function $\psi(x, y)$ possesses parity symmetries [238].

The Hermitian matrix $\mathcal{L}_{z}$ can be diagonalized as

$$
\begin{equation*}
\mathcal{L}_{z}=\boldsymbol{O} \operatorname{diag}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{N}\right) \boldsymbol{O}^{\dagger} \tag{8.53}
\end{equation*}
$$

Many of the eigenvalues $\nu_{j}$ of matrix $\mathcal{L}_{z}$ are very close to integer values resembling the integer eigenvalues of operator $L_{z}$ as shown by Table 4 of Ref. [4], even for rather small Fourier meshes. The eigenvalues and eigenvectors corresponding to non-zero eigenvalues can be found by diagonalizing the real symmetric matrix $\mathcal{L}_{z}^{2}[238]$. In Ref. [238], one also finds a way to reduce the size of the matrix to about $\frac{1}{4} N_{x} N_{y}$ by exploiting its symmetries.

The values of the rotated function $\psi_{\alpha}(x, y)$ at mesh points are given by

$$
\begin{equation*}
\left(\lambda_{i} \mu_{j}\right)^{1 / 2} \psi_{\alpha}\left(x_{i}, y_{j}\right)=\sum_{i^{\prime}=1}^{N_{x}} \sum_{j^{\prime}=1}^{N_{y}}\left[\exp \left(-i \alpha \mathcal{L}_{z}\right)\right]_{(i j),\left(i^{\prime} j^{\prime}\right)}\left(\lambda_{i^{\prime}} \mu_{j^{\prime}}\right)^{1 / 2} \psi\left(x_{i^{\prime}}, y_{j^{\prime}}\right) \tag{8.54}
\end{equation*}
$$

where (ij) represents the index numbering the ordered functions $\psi_{\alpha}\left(x_{i}, y_{j}\right)$. The approximate rotation on the mesh is performed with the matrix with elements

$$
\begin{equation*}
\left[\exp \left(-i \alpha \mathcal{L}_{z}\right)\right]_{(i j),\left(i^{\prime} j^{\prime}\right)}=\delta_{i i^{\prime}} \delta_{j j^{\prime}}+\sum_{k=1, \nu_{k} \neq 0}^{N_{x} N_{y}} O_{(i j) k}\left(e^{-i \alpha \nu_{k}}-1\right) O_{\left(i^{\prime} j^{\prime}\right) k}^{*} \tag{8.55}
\end{equation*}
$$

This expression does not require the knowledge of the eigenvectors corresponding to zero eigenvalues $\nu_{k}$.

Rotation techniques on a Lagrange mesh were first performed on the Fourier mesh [4]. They are tested in Fig. 25 by rotating the function

$$
\begin{equation*}
\psi(x, y)=\left(2 \pi^{2}\right)^{-1 / 4} \exp \left[-\left(\frac{1}{4} x^{2}+\frac{1}{2} y^{2}\right)\right] \tag{8.56}
\end{equation*}
$$

The same mesh is used for $x$ and $y\left(N_{x}=N_{y}=N\right.$ and $\left.h_{x}=h_{y}=h\right)$. The partial derivatives are calculated with Eqs. (3.234). The interpolation method requires $2 N^{4}$ evaluations of sine functions while the matrix technique only requires $N^{2}$ evaluations of complex exponentials. The mean-square error $\epsilon$ is calculated at the Gauss approximation like in Eq. (8.48). The errors of the interpolation and of the matrix multiplication may have quite different behaviours. Their main differences are visible in the figure. While the error on the matrix multiplication has a rather smooth behaviour, the error on the interpolation displays peaks in the vicinity of 45 and 135 degrees. These peaks are due to the fact that non-negligible ghosts of the wave function appear in the corners of the two-dimensional mesh. They are thus related to the periodicity of the basis. This does not occur with the matrix multiplication, probably because of the elimination of zero (or close to zero) eigenvalues in Eq. (8.55). The error is more sensitive to the size


Figure 25: Mean-square error $\epsilon$ with respect to the exact rotated function $\psi_{\alpha}(x, y)$ by an angle $\alpha$ of function $\psi(x, y)$ defined in (8.56) with approximations on a Fourier mesh: interpolation (full lines) and matrix multiplication (dashed lines). The curves are labeled with $(N, h)$.
of $h$ than to $N$. For $h=0.8$, increasing $N$ from 14 to 18 does not improve the accuracy of the matrix method. On the contrary, it reduces the problem with the interpolation since the interval grows from $(-6.3,6.3)$ to $(-8.1,8.1)$. For $N=18$ and $h=0.9$, the two techniques give very close accuracies. When $h$ decreases to 0.8 , the error on the matrix multiplication drops by more than an order of magnitude while the problems of the interpolation near 45 and 135 degrees reappear. The interpolation method with a Fourier mesh should be used with care as these problems might affect the calculation of some observables.

The interpolation problems on a Fourier mesh are due to the periodicity of the basis functions. One can thus expect them to disappear with a sinc mesh. This is indeed what is observed in Fig. 26. The partial derivatives are calculated with Eqs. (3.291). The errors are now more uniform around 45 and 135 degrees. Again, the size of the error mainly depends on $h$ (provided that the interval is large enough). The errors with the interpolation and with the matrix multiplication are very similar. The accuracy with the matrix multiplication is slightly less good than with the Fourier mesh.

A three dimensional rotation with Euler angles $(\alpha, \beta, \gamma)$ can be represented as [238]

$$
\exp \left(-i \alpha L_{z}\right) \exp \left(-i \beta L_{y}\right) \exp \left(-i \gamma L_{z}\right) \longrightarrow \exp \left(-i \alpha \mathcal{L}_{z}\right) \exp \left(-i \beta \mathcal{L}_{y}\right) \exp \left(-i \gamma \mathcal{L}_{z}\right)(8.57)
$$

where $\mathcal{L}_{y}$ is defined like in Eq. (8.52). Each interpolation or matrix multiplication by $\exp \left(-i \gamma \mathcal{L}_{z}\right)$ for example can be performed independently in successive $z=z_{k}$ planes. The rotation by matrix multiplication requires $3 N^{2}$ evaluations of complex exponentials and is thus faster than by interpolations with Lagrange functions.

## 9 Conclusion and outlook

The Lagrange-mesh method has developed significantly over the years. Initially, it was a curiosity, an original way of solving simple quantum-mechanical problems. To date,


Figure 26: Mean-square error $\epsilon$ with respect to the exact rotated function $\psi_{\alpha}(x, y)$ by an angle $\alpha$ of function $\psi(x, y)$ defined in (8.56) with approximations on a sinc mesh: interpolation (full lines) and matrix multiplication (dashed lines). The curves are labeled with $(N, h)$.
it has become an accurate technique of resolution, probably giving the best ratio of accuracy over computing time for some problems. It has been found very economical in scattering problems where the evaluation of potential terms is very long [156] or with a large number of channels $[12,13,14,164]$. It can also be useful to solve in a simple way the Dirac equation or three-body problems. It provide fast and accurate solutions of non-linear Schrödinger-like equations. In all these cases, the wave functions are available and easy to use for calculations of matrix elements of various observables or various types of transitions. Moreover, its elegance and simplicity have interesting pedagogical aspects and can provide a good training for students.

A large variety of examples in quantum physics are given in this review. Most twobody problems have been chosen to be comparable with simple exact solutions. The reader should be able to reproduce their results as simple exercises without too much effort. Of course, the LMM can also provide accurate results for potentials without exact solutions. Three-body and non-linear applications require more work but I think that they nevertheless lead to simpler treatments than many other approaches. In particular, the approximate wave functions have a simple analytical form and can easily be used in applications [42, 205, 188, 199].

The available meshes seem to be linked to orthogonal polynomials, classical or not, with the exception of the sinc mesh. The number of known Lagrange meshes is therefore limited until now. For a given family of polynomials, several types of Lagrange functions may exist and be useful, differing by a change of variables or by a regularization. However, I think that a number of useful meshes and Lagrange functions have still to be discovered, based on non-classical orthogonal polynomials. For some problems, adapted meshes should prove superior to those listed in section 3. This requires a search for optimal weight functions $w(x)$ as a function of the studied problem.

Given the author's specialization, the applications in the present review are lim-
ited to quantum physics, i.e. the resolution of Schrödinger-like equations or the Dirac equation. The LMM should also be useful for other fields. Some related methods have already proved efficient to solve the Fokker-Planck equation. I expect that the LMM could also be useful in optics where non-linear Schrödinger equations are encountered. The LMM is particularly interesting in problems where one of the coordinates can be infinite. This may raise a difficulty for discretization or finite-elements methods but not for a global method like the LMM.

A big challenge is to extend the applicability of the LMM to problems where several singular terms appear at different locations such as in atomic Hartree-Fock calculations. The future should tell us whether this is possible.
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## Appendix A: Proof of relation (2.68)

Let us consider Lagrange functions $\hat{f}_{i}(x)$ based on classical orthogonal polynomials $p_{n}(x)$ over the interval ( $a, b$ ) and regularized by $x$. Relation (3.25) for non-regularized Lagrange functions $f_{i}(x)$ provides after multiplication by $x / x_{i}$,

$$
\begin{equation*}
\left\langle\hat{f}_{i} \mid \hat{f}_{j}\right\rangle=\delta_{i j}+(-1)^{i-j} \frac{\sqrt{\sigma\left(x_{i}\right) \sigma\left(x_{j}\right)}}{d_{2 N} x_{i} x_{j}} \tag{A.1}
\end{equation*}
$$

Hence vector $\boldsymbol{v}$ in (2.68) has components

$$
\begin{equation*}
v_{i}=(-1)^{i} \sqrt{\frac{\sigma\left(x_{i}\right)}{d_{2 N}}} \frac{1}{x_{i}} . \tag{A.2}
\end{equation*}
$$

Now let us consider the expansion (2.25) in Lagrange functions,

$$
\begin{equation*}
\psi(x)=\sum_{j=1}^{N} c_{j} \hat{f}_{j}(x) . \tag{A.3}
\end{equation*}
$$

It can be seen as a polynomial of degree $N-1$ multiplied by $x$ and by the square root of the weight function $w(x)$. The function $x^{-1} \psi(x)$ is thus orthogonal to $p_{N+1}(x) \sqrt{w(x)}$,

$$
\begin{equation*}
\int_{a}^{b} x^{-1} \psi(x) p_{N+1}(x) \sqrt{w(x)} d x=0 \tag{A.4}
\end{equation*}
$$

When this integral is approximated with the Gauss quadrature, one obtains

$$
\begin{equation*}
\sum_{j=1}^{N} \lambda_{j} x_{j}^{-1} \psi\left(x_{j}\right) p_{N+1}\left(x_{j}\right) \sqrt{w\left(x_{j}\right)} \approx 0 \tag{A.5}
\end{equation*}
$$

Replacing $\psi\left(x_{j}\right)$ by its value calculated with (2.26) and using the value (3.23) of the Gauss weight $\lambda_{j}$, one obtains

$$
\begin{equation*}
\frac{k_{N} h_{N-1}}{k_{N-1}} \frac{1}{\sqrt{h_{N} d_{2 N}}} \sum_{j=1}^{N} c_{j} \frac{\sqrt{\sigma\left(x_{j}\right)}}{x_{j}} \frac{p_{N+1}\left(x_{j}\right)}{\left|p_{N-1}\left(x_{j}\right)\right|} \approx 0 \tag{A.6}
\end{equation*}
$$

The recurrence relation (3.3) then leads with (A.2) to

$$
\begin{equation*}
\sum_{j=1}^{N}(-1)^{j} c_{j} \frac{\sqrt{\sigma\left(x_{j}\right)}}{\sqrt{d_{2 N}} x_{j}}=\sum_{j=1}^{N} c_{j} v_{j} \approx 0 \tag{A.7}
\end{equation*}
$$

where various factors independent of $j$ have been dropped. This is nothing but the property (2.68).

Other similar, but maybe more complicated, relations can be derived by modifying the power of $x$ and/or the degree of the polynomial in Eq. (A.4). For example, one also has

$$
\begin{equation*}
\sum_{j=1}^{N}(-1)^{j} c_{j} \sigma\left(x_{j}\right)=\sum_{j=1}^{N} c_{j} x_{j} v_{j} \approx 0 \tag{A.8}
\end{equation*}
$$

## Appendix B: Summation formulas

In this appendix, several summation formulas employed in $\S 3.7$ are provided [32]. The geometric progression

$$
\begin{equation*}
\sum_{k=1}^{N} \exp [i(k a+b)]=\exp [i(a+b)] \frac{1-\exp i N a}{1-\exp i a} \tag{B.1}
\end{equation*}
$$

is easily summed. Its real and imaginary parts provide respectively

$$
\begin{equation*}
\sum_{k=1}^{N} \cos (k a+b)=\cos \left(\frac{N+1}{2} a+b\right) \frac{\sin \frac{N}{2} a}{\sin \frac{1}{2} a} \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{N} \sin (k a+b)=\sin \left(\frac{N+1}{2} a+b\right) \frac{\sin \frac{N}{2} a}{\sin \frac{1}{2} a} \tag{B.3}
\end{equation*}
$$

## Appendix C: Polarizabilities

The polarizability is the response to a perturbation $r^{\lambda} Y_{\lambda \mu}(\Omega)$. In the non-relativistic case, the static polarizability of state $n l m$ of a system described by a potential $V(r)$, where $n$ is the radial quantum number or the principal quantum number in the hydrogen case, are given by [123]

$$
\alpha_{\lambda \mu}^{(n l m)}=(2 l+1) \sum_{l^{\prime}}\left(\begin{array}{ccc}
l^{\prime} & \lambda & l  \tag{C.1}\\
-m-\mu & \mu & m
\end{array}\right)^{2} \alpha_{\lambda}^{\left(n l l^{\prime}\right)} .
$$

The reduced polarizabilities read

$$
\alpha_{\lambda}^{\left(n l l^{\prime}\right)}=2\left(2 l^{\prime}+1\right)\left(\begin{array}{ccc}
l^{\prime} & \lambda & l  \tag{C.2}\\
0 & 0 & 0
\end{array}\right)^{2} \sum_{n^{\prime}} \frac{\left[\int_{0}^{\infty} \psi_{n^{\prime} l^{\prime}}(r) r^{\lambda} \psi_{n l}(r) d r\right]^{2}}{E_{n^{\prime} l^{\prime}}-E_{n l}}
$$

where $E_{n l}$ and $\psi_{n l}(r)$ are the energy and wave function of the studied state, i.e. $\psi_{n l}$ is an eigenfunction of (5.2) with energy $E_{n l}$. The energies $E_{n^{\prime} l^{\prime}}$ and wave functions $\psi_{n^{\prime} l^{\prime}}(r)$ of the virtual final states are also solutions of (5.2) but for orbital momentum $l^{\prime}$. The sum over $n^{\prime}$ should be understood as representing a sum over discrete states and an integral over the continuum. States degenerate with the initial state are excluded from the sum. The average or scalar polarizabilities are defined by

$$
\begin{equation*}
\alpha_{\lambda}^{(n l)}=\frac{1}{2 l+1} \sum_{m=-l}^{l} \alpha_{\lambda \mu}^{(n l m)}=\frac{1}{2 \lambda+1} \sum_{l^{\prime}=|l-\lambda|}^{l+\lambda} \alpha_{\lambda}^{\left(n l l^{\prime}\right)} \tag{C.3}
\end{equation*}
$$

where the prime means that the sum runs by steps of two and contains in general $\lambda+1$ terms.

A variant without the sum in Eq. (C.2) is obtained by using the summation technique of Dalgarno and Lewis [124]. An inhomogeneous Schrödinger equation is first solved,

$$
\begin{equation*}
\left(H_{l^{\prime}}-E_{n l}\right) \psi_{n l l^{\prime}}^{(1)}(r)=r^{\lambda} \psi_{n l}(r) \tag{C.4}
\end{equation*}
$$

where $H_{l^{\prime}}$ is defined by (5.2) with $l$ replaced by $l^{\prime}$. The reduced polarizabilities then read [123]

$$
\alpha_{\lambda}^{\left(n l l^{\prime}\right)}=2\left(2 l^{\prime}+1\right)\left(\begin{array}{ccc}
l^{\prime} & \lambda & l  \tag{C.5}\\
0 & 0 & 0
\end{array}\right)^{2} \int_{0}^{\infty} \psi_{n l l^{\prime}}^{(1)}(r) r^{\lambda} \psi_{n l}(r) d r .
$$

A generalization to three-body systems described in perimetric coordinates is presented in Ref. [188].

The respective merits of (C.2) and (C.5) are different. The comparison is particularly interesting in the hydrogen case. Equation (C.5) leads to simpler analytical calculations. The elimination of degenerate states is much easier with (C.2). Numerically, for an arbitrary potential $V(r)$, Eq. (C.2) is more convenient. In this case, the sum over $n^{\prime}$ is usually replaced by a finite sum over pseudostates, i.e. approximate solutions at negative and positive energies obtained with a square-integrable basis. When the matrix representing the l.h.s. of (C.4) in the LMM is inverted by using a spectral decomposition, the numerical code is then identical to a code based on (C.2).

In hydrogenic cases with the LMM, Eq. (C.4) shows that the choice $h=n / 2$ is optimal since it leads to exact results for $N>n+\lambda$. Hence Eq. (C.2) with its sum truncated in the same way also leads to exact results in that case.

Equation (C.2) requires a diagonalization of the matrix corresponding to the final orbital momentum $l^{\prime}$ while Eq. (C.5) requires the resolution of an algebraic system, or the inversion of a matrix. Hence, for the large basis sets encountered in more complicated problems, generalizations of Eq. (C.5) are simpler to use than generalizations of Eq. (C.2) [188].

In the relativistic case, for a system described with the Dirac Hamiltonian $H_{D}$ [Eq. (5.70)] with potential $V(r)$, these equations become [125]

$$
\alpha_{\lambda \mu}^{(n \kappa m)}=(2 j+1) \sum_{\kappa^{\prime}}\left(\begin{array}{ccc}
j^{\prime} & \lambda & j  \tag{C.6}\\
-m-\mu & \mu & m
\end{array}\right)^{2} \alpha_{\lambda}^{\left(n \kappa \kappa^{\prime}\right)} .
$$

The reduced polarizabilities read

$$
\begin{align*}
\alpha_{\lambda}^{\left(n \kappa \kappa^{\prime}\right)}= & 2\left(2 j^{\prime}+1\right)\left(\begin{array}{ccc}
j^{\prime} & \lambda & j \\
-1 / 2 & 0 & 1 / 2
\end{array}\right)^{2} \\
& \times \sum_{n^{\prime}} \frac{\left\{\int_{0}^{\infty}\left[P_{n^{\prime} \kappa^{\prime}}(r) P_{n \kappa}(r)+Q_{n^{\prime} \kappa^{\prime}}(r) Q_{n \kappa}(r)\right] r^{\lambda} d r\right\}^{2}}{E_{n^{\prime} \kappa^{\prime}}-E_{n \kappa}} \tag{C.7}
\end{align*}
$$

where $P_{n \kappa}(r)$ and $Q_{n \kappa}(r)$ are solutions of (5.73) with energy $E_{n \kappa}$. Here the sum over $n^{\prime}$ also involves the negative-energy continuum. The average or scalar polarizabilities are defined by

$$
\begin{equation*}
\alpha_{\lambda}^{(n l)}=\frac{1}{2 j+1} \sum_{m=-j}^{j} \alpha_{\lambda \mu}^{(n \kappa m)}=\frac{1}{2 \lambda+1} \sum_{\kappa^{\prime}} \alpha_{\lambda}^{\left(n \kappa \kappa^{\prime}\right)} . \tag{C.8}
\end{equation*}
$$

The inhomogeneous equation corresponding to (C.4) reads

$$
\begin{equation*}
\left(H_{\kappa^{\prime}}-E_{n \kappa}\right)\binom{P_{n \kappa}^{(1)}(r)}{Q_{n \kappa \kappa^{\prime}}^{(1)}(r)}=r^{\lambda}\binom{P_{n \kappa}(r)}{Q_{n \kappa}(r)} \tag{C.9}
\end{equation*}
$$

where $H_{\kappa^{\prime}}$ is defined in (5.73) with $\kappa^{\prime}$ replacing $\kappa$. The reduced polarizabilities are given by

$$
\begin{align*}
\alpha_{\lambda}^{\left(n \kappa \kappa^{\prime}\right)}= & 2\left(2 j^{\prime}+1\right)\left(\begin{array}{ccc}
j^{\prime} & \lambda & j \\
-1 / 2 & 0 & 1 / 2
\end{array}\right)^{2} \\
& \times \int_{0}^{\infty}\left[P_{n \kappa \kappa^{\prime}}^{(1)}(r) P_{n \kappa}(r)+Q_{n \kappa \kappa^{\prime}}^{(1)}(r) Q_{n \kappa}(r)\right] r^{\lambda} d r . \tag{C.10}
\end{align*}
$$

Contrary to the non-relativistic case, the polarizabilities of the hydrogenic atoms are not always given exactly by the LMM. They are exact for $\left|\kappa^{\prime}\right|=|\kappa|$ but not for $\left|\kappa^{\prime}\right| \neq|\kappa|$ where Eq. (C.9) does not have simple solutions [125].

## Appendix D: Dirac hydrogenic atom with two mesh points

The LMM provides exact solutions of the Coulomb-Dirac problem (§5.9) as illustrated here analytically with the simplest case. For $N=2$, the Laguerre zeros given by (3.50)
and (5.87) are

$$
\begin{equation*}
x_{1,2}=2 \gamma \mp \sqrt{2 \gamma} \tag{D.1}
\end{equation*}
$$

where $\gamma$ is defined in Eq. (5.82). With (5.76)-(5.78), (3.72), (5.80) and $\kappa=-1$, the $4 \times 4$ Hamiltonian matrix reads with (5.88) $(h=1 / 2 Z)$,

$$
\boldsymbol{H}_{-1}=\left(\begin{array}{cccc}
-\frac{2 Z^{2}}{x_{1}} & 0 & -\frac{Z}{\alpha x_{1}} & -\frac{2 Z}{\alpha} \sqrt{\frac{x_{2}}{x_{1}}} \frac{1}{x_{2}-x_{1}}  \tag{D.2}\\
0 & -\frac{2 Z^{2}}{x_{2}} & -\frac{2 Z}{\alpha} \sqrt{\frac{x_{1}}{x_{2}}} \frac{1}{x_{1}-x_{2}} & -\frac{Z}{\alpha_{2}} \\
-\frac{Z}{\alpha x_{1}} & -\frac{2 Z}{\alpha} \sqrt{\frac{x_{1}}{x_{2}}} \frac{1}{x_{1}-x_{2}} & -\frac{2 Z^{2}}{x_{1}}-\frac{2}{\alpha^{2}} & 0 \\
-\frac{2 Z}{\alpha} \sqrt{\frac{x_{2}}{x_{1}}} \frac{1}{x_{2}-x_{1}} & -\frac{Z}{\alpha x_{2}} & 0 & -\frac{2 Z^{2}}{x_{2}}-\frac{2}{\alpha^{2}}
\end{array}\right) .
$$

One of its eigenvalues

$$
\begin{equation*}
E_{1 s 1 / 2}=-\frac{Z^{2}}{\gamma+1} \tag{D.3}
\end{equation*}
$$

is the exact energy for the Dirac ground state of the hydrogenic atom. The corresponding eigenvector is given by

$$
\begin{equation*}
\left(\boldsymbol{p}_{1 s 1 / 2}^{T}, \boldsymbol{q}_{1 s 1 / 2}^{T}\right)=-\frac{1}{2} \sqrt{\frac{\gamma+1}{2 \gamma}}\left(\sqrt{x_{1}}, \sqrt{x_{2}},-\frac{Z \alpha \sqrt{x_{1}}}{\gamma+1},-\frac{Z \alpha \sqrt{x_{2}}}{\gamma+1}\right) . \tag{D.4}
\end{equation*}
$$

The Lagrange functions (3.70) associated with the mesh (D.1) read

$$
\begin{equation*}
\hat{f}_{1,2}^{\left(\alpha^{\prime}\right)}(x)=\mp[2 \Gamma(2 \gamma+1)(2 \gamma \mp \sqrt{2 \gamma})]^{-1 / 2}(x-2 \gamma \pm \sqrt{2 \gamma}) x^{\gamma} e^{-x / 2} \tag{D.5}
\end{equation*}
$$

Hence the radial function of the large component is given by

$$
\begin{align*}
P_{1 s 1 / 2}(r) & =-\frac{1}{2} \sqrt{\frac{\gamma+1}{2 \gamma}}\left[\sqrt{x_{1}} \hat{f}_{1}^{\left(\alpha^{\prime}\right)}(2 Z r)+\sqrt{x_{2}} \hat{f}_{2}^{\left(\alpha^{\prime}\right)}(2 Z r)\right] \\
& =\sqrt{\frac{(\gamma+1) Z}{\Gamma(2 \gamma+1)}}(2 Z r)^{\gamma} e^{-Z r} \tag{D.6}
\end{align*}
$$

and the radial function of the small component reads

$$
\begin{equation*}
Q_{1 s 1 / 2}(r)=-\frac{Z \alpha}{\gamma+1} P_{1 s 1 / 2}(r) \tag{D.7}
\end{equation*}
$$

These components provide the exact Dirac spinor of the ground state. Notice that $\boldsymbol{p}_{1 s 1 / 2}$ and $\boldsymbol{q}_{1 s 1 / 2}$ are both orthogonal to vector $\boldsymbol{v}$ defined by Eq. (5.23). There is thus no difference in using the Gauss-quadrature expressions (3.72) or the exact expression (3.74) for the matrix elements of the first derivative (see Eq. (5.89) and its discussion). The mean radius is exactly given by the Gauss-quadrature formula (5.91) as

$$
\begin{equation*}
\langle r\rangle=h \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}+x_{2}}=Z^{-1}\left(\gamma+\frac{1}{2}\right) \tag{D.8}
\end{equation*}
$$

This is also true for $\left\langle r^{-1}\right\rangle=2 / h\left(x_{1}+x_{2}\right)=Z / \gamma$ and $\left\langle r^{-2}\right\rangle=1 / h^{2} x_{1} x_{2}=Z^{2} / \gamma\left(\gamma-\frac{1}{2}\right)$.

## Appendix E: System with separable imaginary part

The system of equations

$$
\begin{equation*}
\left(\boldsymbol{A}+i \alpha \boldsymbol{v} \boldsymbol{v}^{T}\right) \boldsymbol{x}=\boldsymbol{b} \tag{E.1}
\end{equation*}
$$

involving matrix $\boldsymbol{A}$, constant $\alpha$ and vectors $\boldsymbol{v}$ and $\boldsymbol{b}$, is solved with

$$
\begin{align*}
\boldsymbol{x} & =\left(\boldsymbol{A}+i \alpha \boldsymbol{v} \boldsymbol{v}^{T}\right)^{-1} \boldsymbol{b} \\
& =\left(\boldsymbol{A}^{-1}-i \alpha \frac{\boldsymbol{A}^{-1} \boldsymbol{v} \boldsymbol{v}^{T} \boldsymbol{A}^{-1}}{1+i \alpha \boldsymbol{v}^{T} \boldsymbol{A}^{-1} \boldsymbol{v}}\right) \boldsymbol{b} \\
& =\boldsymbol{A}^{-1} \boldsymbol{b}-\frac{i \alpha\left(\boldsymbol{v}^{T} \boldsymbol{A}^{-1} \boldsymbol{b}\right)}{1+i \alpha\left(\boldsymbol{v}^{T} \boldsymbol{A}^{-1} \boldsymbol{v}\right)} \boldsymbol{A}^{-1} \boldsymbol{v} \tag{E.2}
\end{align*}
$$

If $\alpha, \boldsymbol{A}, \boldsymbol{v}$ and $\boldsymbol{b}$ are real, the imaginary part of the solution is

$$
\begin{equation*}
\operatorname{Im} \boldsymbol{x}=-\frac{\alpha\left(\boldsymbol{v}^{T} \boldsymbol{A}^{-1} \boldsymbol{b}\right)}{1+\alpha^{2}\left(\boldsymbol{v}^{T} \boldsymbol{A}^{-1} \boldsymbol{v}\right)^{2}} \boldsymbol{A}^{-1} \boldsymbol{v} \tag{E.3}
\end{equation*}
$$
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