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Abstract

The effectiveness of economic policies depends on the nature of expectations. Under adaptive expectations, the Philipps curve allows a government to "surprise" agents. Under rational expectations, there is less room for economic policies. We assume that only an (endogenously determined) proportion of agents form rational expectations and show that this leads the government to optimal policies which result in a policy cycle with real effects.
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1. Introduction

The effectiveness of economic policies is known to depend on the nature of expectations as well as on the possibility for a government to precommit. When agents are not perfectly informed, the policy maker may intervene in an otherwise Pareto inefficient economy. Under rational expectations, economic policies usually have no effect on output.

Reality may well be halfway, in the sense that some agents may form naive expectations, while others are rational. Such a formulation has been suggested in several recent papers. Here, we follow Crettez and Michel (1992), who assume that rational agents bear costs of information to become "rational," while naive agents do not. This leads to define an equilibrium with economically rational expectations as an equilibrium in which the choice made by every agent to acquire the information (or not) is optimal: in equilibrium, no agent can make himself better of by changing his choice.

In this paper, we interpret such an equilibrium as follows. Assume that at some date, all agents have made their choice on the basis of some rule of thumb, say adaptive expectations. When later on, the government announces its policy, all agents are becoming perfectly informed. However, since adapting the previous decision made to the new information implies some cost, only those for whom the cost is smaller than the benefit will use this information. In the economy as a whole, this is as if some agents only (those for whom the cost is larger than the benefit) had adaptive expectations according to which they make their decision. This seems an attractive framework when there is a lag between a decision and its implementation. Agents have say, to make an investment decision and only learn about the true state of the economy later on. Some of them may wish to adjust their previous choice to the new environment, but this change will obviously imply costs. An alternative interpretation is that for some agents it is worthwhile to find out more carefully what the future will be, and to bear a cost for this knowledge, by paying consultants, conducting surveys, etc.

In each period, there will thus be an endogenous proportion of agents who use the new information, and this proportion will vary over time: When the change in the rate of inflation is small, few agents will change their decision, since for many, the gain will be lower than the cost. On the contrary, large changes in the rate of inflation (or deflation) generate important losses, and more agents will incur the cost of changing their previous

---

decision. This leads to think that in unstable situations, a large proportion of agents will modify their previous choice, given the new information. In a stable economy, adaptive expectations do as well and in the limit, i.e. in the stationary state, myopic expectations turn out to coincide with rational expectations.

In a world where the natural rate of unemployment is perceived as too large, a government may be willing to reduce unemployment. Since there is room for economic policies if agents base their actions on rules of thumb (and agents will do so under small shocks), the government will take limited actions, and proceed by a sequence of small inflationary steps to reduce unemployment. Inflationary pressures will eventually feed into adaptive expectations and inflationary shocks must be made larger in order for the government to surprise agents. Since this cannot go forever and inflation rates must, at some point, return to normal, restrictive policies will be necessary. These have a negative impact on the government's objective function as well as on real output, unless agents find it optimal to use the information. This will be the case if the deflationary shock is made large enough, since then, to avoid large losses due to the surprise, agents will rationally modify their first decision. This leads the government to implement optimal policies which generate a business cycle: A sequence of small (but monotonically increasing) inflationary shocks will be followed by a large deflation, enabling again the government to resume its small inflationary shocks. In such a model, agents adapt their behaviour to that of the government. As suggested by Lucas (1981), the coefficients of the reduced form of the model are not invariant to policy changes.

Similar frameworks are considered by Akerlof and Yellen (1985a, 1985b), Bomfin and Diebold (1992), Bray (1982), Evans and Ramey (1992), Evans et al. (1993), Haltiwanger and Waldman (1985, 1989) and Krusell and Smith (1993). They all assume that agents bear transaction costs to "become rational" (or may be heterogeneous in terms of their information processing capabilities) and show that even a very small number of naive agents may have a disproportionately large effect on equilibrium outcomes. In particular, the policy ineffectiveness property induced by rational expectations may be offset. Haltiwanger and Waldman (1985, 1989) prove that under the additional assumption of strategic complements, the economy can be characterized by multipliers that are fairly close to Keynesian ones. Bomfin and Diebold (1992) show that the Keynesian effects are magnified if strategic complements are compounded with imperfect competition. Evans et al. (1993) show that if the proportion of agents with limited knowledge is large enough, deterministic fluctuations that are otherwise generated by the overlapping generations model they consider, may disappear.
In all these models, the number of naive agents is fixed. Krusell and Smith (1993) endogenize this number and show that consumers may decide to depart from intertemporal optimal choices and follow a rule of thumb (like a constant savings rate), even if information costs are very low (of the order of 0.04% of total consumption). Our paper considers a policy maker who sets the inflation rate in order to surprise naive agents, but these agents also optimally choose to be naive if the surprise is not too large. The number of naive agents is thus endogenous and changes over the cycle, in relation to the inflation rate chosen by the policy maker. The combined behaviour produces cycles with nonconstant surprise inflations, which have real effects. The model has positive rather than normative implications, since the government only looks at the activity level, without taking into account the costs borne by private agents.

The paper is organized as follows. Section 2 describes the basic framework, which is similar to the one used by Barro and Gordon (1983). Section 3 studies the dynamics of optimal government policies when the number of agents who form rational expectations is given, while in Section 4, we introduce the assumption of economically rational expectations. To compute the government's optimal policy, one has to solve a nonconvex dynamic program. This can only be done by numerical simulation, through which we illustrate the optimal policy cycle and its deformations when the main parameters of the economy are changed. In Appendix 1 however, we provide an example which can be solved analytically. Section 5 discusses the robustness of the results and Section 6 concludes the paper.

2. The model

We consider a simple classical reduced form model (à la Lucas-Barro-Gordon) in which agents form economically rational expectations. We assume that the deviation $y_t$ of (the log of) output from its natural level $y^*$ is given by:

$$ (y_t - y^*) = \gamma (\pi_t - \pi^e_t), \quad \gamma > 0, $$

(2.1)

where $\pi_t$ and $\pi^e_t$ represent the actual and the expected rate on inflation. Only the unexpected inflation rate has real effects.
The policy maker's objective is a linear-quadratic function, which involves, for each period, a net gain $g_t$, given by:

$$g_t = \alpha(y_t - y^*) - \frac{1}{2} (\pi_t)^2, \quad \alpha > 0.$$  \hfill (2.2)

The first term is the benefit from increases in output (or decreases in unemployment) resulting from unexpected inflationary shocks, while the second one represents the cost of inflation. Replacing (2.1) in (2.2) leads to:

$$g_t = \beta(\pi_t - \pi_e^t) - \frac{1}{2} (\pi_t)^2,$$  \hfill (2.3)

where $\beta = \alpha \gamma$.

The policymaker's intertemporal objective is to maximize the discounted sum of net gains:

$$\max \sum_{t=0}^{\infty} \delta^t g_t.$$  \hfill (2.4)

If agents form rational expectations, at equilibrium, $\pi_t = \pi_e^t$ and the optimal policy is evidently $\pi_t = 0$ for all $t$. This policy can be implemented assuming that the government has the possibility to precommit itself at each period $t$. If agents use a rule of thumb, e.g. form expectations that are assumed to be adaptive, one has:

$$\pi_{t+1}^a = \lambda \pi_t + (1-\lambda)\pi_{t+1}^a, \quad 0 < \lambda \leq 1,$$ \hfill (2.5)

with $\pi_e^t = \pi_{t+1}^a$.

Following Akerlof and Yellen (1985a, 1985b), Bomfield and Diebold (1992), Haltiwanger and Waldman (1985, 1989) and Krusell and Smith (1993), we now consider the intermediate case, in which a proportion $x_t$ of agents use rational expectations, while a proportion $1-x_t$ use adaptive expectations. We assume that the average expected rate of inflation is a weighted average of the rates expected by rational and adaptive agents:

$$\pi_e^t = x_t \pi_t + (1-x_t)\pi_{t+1}^a.$$ \hfill (2.6)
In Section 3, we study the dynamics of the model when $x_t = x$ is constant and obtain the usual conclusions. In Section 4, the number of smart agents will be made endogenous: each agent may optimally choose to be smart or naive and the government will have the extra possibility to influence the relative proportions of smart and naive agents.

### 3. Policies when the number of naive agents is exogenous

When $x_t = x$, the first-order necessary conditions for this problem are:

\[
\begin{align*}
\pi_t &= \beta(1-x) - \delta \lambda q_{t+1}, \quad (3.1a) \\
q_t &= \beta(1-x) + \delta(1-\lambda) q_{t+1}, \quad (3.1b)
\end{align*}
\]

where $q_t$ is the shadow price associated with (2.5). It is easy to verify that the optimal inflation rate is constant and equal to:

\[
\pi^* = \frac{\beta(1-x)(1-\delta)}{1-\delta+\delta \lambda}. \quad (3.2)
\]

The corresponding dynamics of adaptive expectations are:

\[
\pi^a_t = \pi^* + (\pi^a_0 - \pi^*)(1-\lambda)^t, \quad (3.3)
\]

where $\pi^a_0$ is the value of $\pi^a_t$ at $t = 0$.

The optimal inflation rate increases with the proportion $1-x$ of agents having adaptive expectations. It is maximal if all agents are naive ($x = 0$) and it is equal to zero if they are all rational ($x = 1$). It also increases with $(1-\lambda)$, the degree of inertia of adaptive expectations.

As long as $x < 1$, real effects, equal to:

\[
(y_t - y^*) = \gamma(1-x)[\pi^*(1-\lambda)^t - \pi^a_0] \quad (3.4)
\]

are persistent, but when the number of naive agents is small, they will be small also: near-rational expectations produce near-classical equilibria. The slope of the Philipps curve is
now $\gamma(1-x)$ instead of $\gamma$, and takes into account the proportion $(1-x)$ of naive agents. If all agents are rational, the usual ineffectiveness conclusion obtains since $y_t - y^* = 0$.

This optimal policy is time inconsistent like in the special case with pure rational expectations ($x = 1$) considered by Kydland and Prescott (1977). The same game-theoretic approach as the one suggested by Barro and Gordon (1983) can be followed to enforce the optimal solution, and make it time consistent.

4. Policies under economically rational expectations

We assume that at time $t$, decisions have been made at no cost on the basis of adaptive expectations $\pi^a_t$. An agent $\theta$ can modify his decision at a fixed cost $c$ using the new information $\pi_t$. There is a continuum of agents $\theta$, $\theta \in [0, 1]$. Agent $\theta$ loses $\theta(\pi^a_t - \pi_t)^2$ when he uses $\pi^a_t$ while the actual inflation rate is $\pi_t$. Let $\theta_t$ be defined by:

$$\theta_t(\pi^a_t - \pi_t)^2 = c. \quad (4.1)$$

Then, the loss of agent $\theta$ is larger than $c$ iff $\theta > \theta_t$ and the proportion $x_t$ of agents who decide to change their decision is:

$$x_t = x(\pi^a_t, \pi_t) = \max \{0, 1 - c(\pi^a_t - \pi_t)^{-2}\}. \quad (4.2)$$

We consider the problem of a policy maker who maximizes (2.4) under (2.5), (2.6) and (4.2).

Combining (2.1), (2.5) and (2.6), one can express real effects as:

$$y_t - y^* = \gamma(1 - x_t)(\pi_t - \pi^a_t). \quad (4.3)$$

---

2 Actually, decisions are made at time $t_1$, and the new information becomes available in $t_2 > t_1$. To simplify somewhat the presentation (and the computations), we assume that $t_2 = t_1 = t$. An obvious alternative would be to replace (2.5) by $\pi^a_{t+1} = \lambda \pi_{t-1} + (1-\lambda)\pi^a_{t-1}, \quad 0 < \lambda \leq 1$. 

This expression shows that real effects are directly linked to the proportion \((1 - x_t)\) of naive agents who expect an inflation rate \(\pi_t^a\), while the actual rate is \(\pi_t\). Replacing \(x_t\) in (4.3) by its value (4.2) leads to:

\[
y_t - y^* = \gamma c (\pi_t - \pi_t^a)^{-1} \text{ if } (\pi_t - \pi_t^a)^2 \geq c,
\]
or

\[
y_t - y^* = \gamma (\pi_t - \pi_t^a) \text{ if } (\pi_t - \pi_t^a)^2 \leq c.
\]

The maximal real gain \((y_t - y^*)\) is obtained for \((\pi_t - \pi_t^a) = c\), and is equal to:

\[
y_t - y^* = \gamma \sqrt{c}.
\] (4.4)

This shows that for any \(c > 0\), policy has real effects. As long as \(c\) and \(\pi_t^a\) are not too large, the cost induced by inflation in the policy maker’s objective \(- \frac{1}{2} \pi_t^2\) is dominated by the real effects terms \(\beta(\pi_t - \pi_t^a)\) and it is optimal for the policy maker to increase the inflation rate.

The solution corresponds to an intertemporal equilibrium under economically rational expectations (in the sense defined by Crettez and Michel (1992)), in which every agent makes an optimal choice. Under the alternative interpretation discussed in the introduction, the solution is an intertemporal equilibrium in which, ex ante, agents use adaptive expectations to make their choices. Ex post, they all know the exact value of the inflation rate, but only those for which a change of decision is beneficial make a move.

**Solving the model**

The policy maker problem (2.1)-(2.4) with \(x_t\) defined by (3.2) is neither concave nor differentiable and can thus not be analyzed by the usual optimization tools (calculus of variations or Pontryagin's maximum principle). It can however be solved using dynamic programming.\(^3\)

In Appendix 1, we give a simple case in which (a) inflation rates can take only three values and (b) agents bear no cost when their expectation error is small and infinitely

\(^3\) Bellman's principle gives the TC1 equilibrium (see Cohen and Michel, 1988). Here, this equilibrium is the first best, since the agents' behaviour depends on their expectations of the current government policy only.
large costs otherwise. This is sufficient to exhibit an optimal policy cycle in which two low inflation periods (during which no agent modifies his decision) are followed by a large deflation (in which all agents use the new information).

Less trivial cases need to be examined by numerical simulation; we solve Bellman's equation by computing the value function and the solution on a grid of points. The value function of the dynamic program can be written:

\[
V(\pi_0^a) = \max \{ \Sigma \delta^t \phi(\pi_t^a, \pi_t) \text{ subject to (2.3)} \}, \tag{4.5}
\]

where

\[
\phi(\pi_t^a, \pi_t) = \beta(\pi_t - \pi_t^e) - \frac{1}{2} \pi_t^2,
\]

\[
\pi_t^e = x_t \pi_t + (1 - x_t) \pi_t^a,
\]

\[
x_t = \max\{0, 1 - c(\pi_t^a - \pi_t)^2\}.
\]

Bellman's equation for this problem is then:

\[
V(\pi^a) = \max \pi \phi(\pi^a, \pi) + \delta V(\lambda \pi + (1-\lambda)\pi^a). \tag{4.6}
\]

We chose parameter values in order to obtain reasonable values for real output gains, generated by reasonable changes in inflation rates. From (2.3), it can be seen that the maximal gain which can be generated by the policy maker is equal to \(\beta\) (this is the case of a full surprise with \(\pi_t^e = \pi_t^a\)). We chose this maximal rate to be 10% and this implies setting \(\beta = 0.10\). From (4.4), this maximal rate is also equal to \(\gamma \sqrt{c}\). Setting \(\gamma = 1\), it follows that \(\sqrt{c} = 0.01\) and, therefore, \(c = 0.0001\). Note also that this is the largest loss incurred by agents when the error they make in anticipating inflation is equal to 1% (equation (4.1) with \(\theta = 1\)). Finally, we set \(\lambda = 0.75\) and \(\delta = 0.95\). These values generate optimal inflation rates varying between -.024 and .017 and real effects on output varying between -.002 and .010. The basic result is illustrated in Figure 1.

**Simulating the model**

As expected, for the case of zero information costs (\(c = 0\)), the algorithm finds the solution of Section 3, with \(x_t = 1\), since all agents use all the available information without

---

4 The algorithm used to compute the solution \(V\) of this equation is briefly described in Appendix 2.
cost. For small but positive values of \( c \), say \( c = 10^{-10} \), we obtain a rather long cycle, with very small amplitude and negligible real effects. For smaller values of \( c \), the length of the cycle increases, while its amplitude decreases and in the limit, for \( c \) very small, the cycle may be considered to be of infinite length, converging to the situation with \( c = 0 \).

When \( c \) increases, the length of the cycle decreases and its amplitude increases, as is illustrated in Figure 2. This behaviour is characteristic of the optimal policy cycle. At the end of the cycle, there is more and more inflation. This imposes large costs to the government (term \(- \frac{1}{2} \pi_t^2\) in the objective function). To restart the cycle with lower inflation rates, the government has to generate a deflationary shock, which will cost him \( \beta(\pi_t - \pi^*_t) \). Since this shock is taken into account by agents, the cost will be small. To make sure that as many agents as possible modify their decision, the government has to generate a large shock, so that, in equilibrium, agents will find it more profitable to spend \( c \) and use all the information. Hence, the larger the cost, the larger the optimal deflationary shock.

The shortest cycle has three periods (two inflationary ones, and a unique deflation) and is obtained for \( c = .01 \) When \( c \) increases further, cycles become longer. Their typical shape can be described as follows. There is a series of small inflations, followed by a constant rate that corresponds to the long term optimal inflation rate \( \pi^* \), and ending with a large deflation. This shape is illustrated in Figures 3 and 4 for two different values of the cost parameter. The model behaves like a linear quadratic model during the part of the cycle in which the policy maker chooses small inflationary steps (numerically, we find that the number of rational agents is zero during that phase) and when the inflation steps are constant, adaptive expectations give the same result as rational expectations: Agents have time to learn.

Cycles eventually tend to vanish (or become infinitely long) for some value \( c^o \) (given our calibration, \( c^o = .01462 \)). The reason is the following. The existence of the policy cycle is due to the possibility for the government to decide on a large deflation, which will cost little in terms of output, since agents adjust to this by changing their decisions (i.e. by becoming rational). However, when the cost becomes too large, agents get more reluctant to adjust to small shocks; therefore, these have to become larger. However, even if the deflation is perfectly anticipated and has no effect on real output, it bears heavily on the government objective (2.2). It so happens that for \( c \geq c^o \), the cost to the government of a deflation is such that it will only generate deflations which are too
small to induce enough agents to become rational and to spare the economy from a drop in real output.

It is obviously the cost $c$ which is the important parameter. If this cost is large, it is not optimal for the government to generate cycles, since the deflation which necessarily ends a cycle will generate costs that supersede the gains obtained during inflationary steps.

Simulations in which the values of other parameters are modified, show that:

(a) an increase in $\beta$, the weight on the benefit to the government, resulting from unexpected inflation shocks, increases the average optimal inflation rate, without affecting the shape of the cycle;

(b) a decrease in the discount factor $\delta$, increases the amplitude of the cycle;\(^5\)

(c) a decrease in the adjustment speed $\lambda$ increases both the amplitude and the length of the cycle.

5. Discussion of the results

The simple model described above leads to results that look extreme. However, introducing economically rational expectations has seriously changed the conclusions reached by a Barro-Gordon type model. Constant economic policies are replaced by cycles, that are necessarily regular since there are no exogenous (or random) shocks, agents do not learn from the past, and expectations are formed according to systematic rules.

Adding random shocks would considerably complicate the problem solved by the government. It is very likely that the model would also produce cycles, though these would be irregular. It would then be interesting to check whether, under a reasonable parametrization, the model produces cycles that have the same moments as observed cycles.

\(^5\) Note that in the example studied in Appendix 1, a cycle will exist for every value of $\delta$. 

If agents knew the government's objective (maybe after some learning), we would be back in the model with rational expectations and no information costs, so that the policy would be constant, like in the Barro-Gordon model.

In our formulation of economically rational expectations, agents are either rational or form adaptive expectations, but other forms of naive expectations could be envisaged. The important point is that the proportions of both types of agents is endogenous and depends on the policy decisions. It is easy to imagine other kinds of economically rational expectations that would not lead to cycles. However, with enough regularity in the formation of non-rational expectations, we conjecture that cycles would persist, since the association "low inflation naive expectations surprises" and "high deflation rational expectations no surprises" would still drive the results.

Finally, instead of considering a reduced-form model, it would be possible to describe the behaviour of agents in a more explicit way. However, endogenizing the proportion of agents who behave rationally is likely to lead to extra technical difficulties that we wanted to avoid at this stage, by using the simplest possible framework.

6. Conclusion

We have used a very simple model to show that the assumption of economically rational expectations may lead to qualitative results which are very different from those generated by standard assumptions on expectations. The resulting cycles are obtained by combining two polar assumptions on the formation of expectations. Clearly, if it were true that the government generated regular cycles, then agents would have learnt from the past and cycles would disappear (the Barro-Gordon framework). This would of course not be so if the economy were subject to random disturbances. Nevertheless, as soon as one generalizes the idea of rational expectations and takes into account information costs, the relation between economic policy and expectations is modified. This had already been pointed out in other papers, discussing models in which some agents did not behave rationally.

The novelty here is that the number of agents who behave rationally is endogenous and depends on the action of the government. Small inflations are "ignored" (agents behave naively) and have therefore effects on real output, whereas all agents react to important deflations by becoming rational and this has little, if any, real effects. This leads
the government to generate policy cycles which consist in several inflationary steps (which increase real output with respect to its natural level), followed by a deflation (with almost no decrease in output). The model thus shows that disinflation can be achieved at low cost, provided that the government avoids gradualism, since large shocks are perfectly anticipated and do not affect real output too much. This conclusion differs substantially from the results obtained in competitive equilibrium cycles discussed in optimal growth theory (see e.g. Benhabib and Nishimura (1985)).
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Figure 1
Inflation and real output cycles for the base case
\((\beta = 0.1, c = 0.0001)\)

Figure 2
Real output cycles for various information costs
(values x 1,000)
Figure 3
Inflation for large information costs

Figure 4
Real output for large information costs
Appendix 1. A simple case exhibiting an optimal cycle

The net gain for the government is given by the following parametrization of (2.1):

$$g_t = 2(\pi_t - \pi^e_t) - \frac{1}{2} (\pi_t)^2.$$ 

Expectations are naive, so that (2.3) reads:

$$\pi_{t+1}^a = \pi_t. \quad (A1)$$

All agents are identical and lose 0 when the forecasting error is not larger than 1 (i.e. when $$|\pi^a_t - \pi_t| \leq 1$$); they bear an infinitely large cost when the error is larger than 1; it follows that at equilibrium, the proportion $$x_t$$ of agents buying perfect forecasts (eq. (3.2)) is given by:

$$x_t = x(\pi^a_t, \pi_t) = 0 \text{ if } |\pi^a_t - \pi_t| \leq 1,$$

$$x_t = x(\pi^a_t, \pi_t) = 1 \text{ if } |\pi^a_t - \pi_t| > 1. \quad (A2)$$

The expected rate of inflation is given by (2.4):

$$\pi^e_t = x_t \pi_t + (1-x_t) \pi^a_t. \quad (A3)$$

For simplicity, we assume that there can be only three values for the inflation rate $$\pi_t$$:

$$\pi_t \in \{0, 1, 2\}.$$ 

We consider the following policy rule:

$$\pi^* = \begin{cases} 
1 & \text{if } \pi^a = 0 \\
2 & \text{if } \pi^a = 1 \\
0 & \text{if } \pi^a = 2. 
\end{cases} \quad (A4)$$

We first show that this rule generates a policy cycle. Suppose indeed that we start in period $$t$$ with $$\pi^a_t = 0$$. Then, by (A4), $$\pi^*_t = \pi^*(\pi^a_t) = 1$$; by (A2), $$x_t = 0$$ and by (A3), $$\pi^e_t = 0$$.

For period $$t+1$$, $$\pi^a_{t+1} = \pi^*_t = 1$$, $$\pi^*_{t+1} = \pi^*(\pi^a_{t+1}) = 2$$, $$x_{t+1} = 0$$ and $$\pi^e_{t+1} = 1$$. Finally, in $$t+2$$, $$\pi^a_{t+2} = \pi^*_{t+1} = 2$$, $$\pi^*_{t+2} = \pi^*(\pi^a_{t+2}) = 0$$, $$x_{t+2} = 1$$ and $$\pi^e_{t+2} = 0$$. It is easy to see that in period $$t+3$$, we are back with $$\pi^a_{t+3} = \pi^*_{t+2} = 0$$ and that the same cycle restarts.
In order to show that this policy rule is indeed optimal, we shall use the value function defined by:

\[ V(\pi^a) = \max_{\pi} \phi(\pi^a, \pi) + \delta V(\pi), \]

where \( \phi(\pi^a, \pi) = g(\pi, \pi^e) = g(\pi, x\pi + (1-x)\pi^a) \) is the instantaneous gain of the government. For further use, we compute the values of this function for values of \( \pi \in \{0, 1, 2\} \) and \( \pi^a \in \{0, 1, 2\} \) with \( x = x(\pi^a, \pi) \) given by (A2):

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>\pi^a</td>
<td>0</td>
<td>3/2</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-2</td>
<td>-1/2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>-5/2</td>
</tr>
</tbody>
</table>

If rule (A4) is optimal, the value function must verify:

\[
\begin{align*}
V(0) &= \phi(0, \pi^*) + \delta V(\pi^*), \text{ with } \pi^* = \pi^*(0) = 1 \\
&= \phi(0, 1) + \delta V(1) = 3/2 + \delta V(1), \\
V(1) &= \phi(1, \pi^*) + \delta V(\pi^*), \text{ with } \pi^* = \pi^*(1) = 2 \\
&= \phi(1, 2) + \delta V(2) = \delta V(2), \\
V(2) &= \phi(2, \pi^*) + \delta V(\pi^*), \text{ with } \pi^* = \pi^*(2) = 0 \\
&= \phi(2, 0) + \delta V(0) = \delta V(0).
\end{align*}
\]
This leads to the following system of three equations:

\[
\begin{align*}
V(0) &= \frac{3}{2} + \delta V(1) \\
V(1) &= \delta V(2) \\
V(2) &= \delta V(0),
\end{align*}
\]

the solution of which is:

\[
V(0) = \frac{3}{2(1-\delta^3)}, \quad V(1) = \delta^2 V(0); \quad V(2) = \delta V(0). \quad (A5)
\]

It is necessary (and sufficient) that the function defined in (A5) satisfies Bellman's equation:

\[
V(\pi^a) = \max_\pi \phi(\pi^a, \pi) + \delta V(\pi)
\]

for every value of \(\pi^a\); indeed,

- for \(\pi^a = 0\): \(\max \{ \delta V(0), \frac{3}{2} + \delta V(1), -2 + \delta V(2) \} = V(0)\),
- for \(\pi^a = 1\): \(\max \{ -2 + \delta V(0), -1/2 + \delta V(1), \delta V(2) \} = V(1)\),
- for \(\pi^a = 2\): \(\max \{ \delta V(0), -5/2 + \delta V(1), -2 + \delta V(2) \} = V(2)\),

which shows that rule (A4) defined above is optimal.
Appendix 2. Computing a solution to equation (4.6)

In order to compute a solution to the functional equation (4.6), one constructs the following sequence:

\[ V_{k+1}(\pi^a) = \max_{\pi} \phi(\pi^a, \pi) + \delta V_k(\lambda \pi + (1-\lambda)\pi^a), \]  

(A6)

with \( V_0(\pi^a) \) chosen to be equal to zero; the iterates are stopped when \( V_k \) is (approximately) equal to \( V_{k-1} \).

Numerically, one sets an interval of variation for \( \pi^a \) and \( \pi \), say \([a, b]\) and one chooses a number of points \( N \) on each interval. The setting of the interval is delicate: we start with \([a, b] = [-0.15, 0.10]\) and when this interval shows to be too large, given the values of the solution, we gradually narrow it down to increase precision (the number of grid points is kept constant, so that precision is increased when the interval gets smaller). For each point in \([a, b]^2\), one computes \( \phi(\pi^a, \pi) \) and \( f = \lambda \pi + (1-\lambda)\pi^a \). To correct for numerical errors due to the discrete grid on \([a, b]^2\), \( V_k(f) \) in (A6) is replaced by the interpolation \( \mu V_k(f_-) + (1-\mu)V_k(f_+) \), where \( f_- \) is a point in the \([a, b]\) interval for \( \pi^a \) which precedes \( f \) and \( f_+ \) is a point which follows with \( \mu = f - f_- \). See Bellman (1961, chapter 5) for details.

The optimal trajectory for inflation, starting at \( \pi^a_0 \) is obtained by:

\[ \pi^a_{t+1} = \lambda \pi^*(\pi^a_t) + (1-\lambda)\pi^a_t, \]

where \( \pi^*(\pi^a_t) \) is the optimal policy rule, i.e. is the solution \( \pi^* \) that maximizes (4.6).