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I. INTRODUCTION

In chemical systems, a spatial differentiation of concentrations is valuable for all applications that rely on a selective reactivity organized in space. Spatially varying chemical activity can, of course, be manufactured by building up systems in which different chemical species are distributed at desired locations through externally imposed separations. Nevertheless, chemical systems are able to spontaneously self-organize in space if they are maintained out of equilibrium, and if their kinetic and diffusional characteristics allow for local activation processes balanced by long-range inhibition. The concentrations of the different chemical species then form stationary spatial patterns that periodically span the space. These spontaneous spatial organizations emerge out of a base state when this latter one becomes unstable as the result of the change of parameters, such as the temperature or the concentration of some species. In two-dimensional systems, the spatial patterns resulting from such an instability take the form of higher concentration stripes or hexagons in a lower concentration background (Fig. 1). Such rolls and honeycombs are similar to striped or hexagonal convection cells arising in a fluid layer sandwiched between two plates and heated from below when it undergoes a Rayleigh–Bénard instability. In chemical systems, such patterns arise through a so-called Turing instability resulting from the sole coupling between nonlinear chemical kinetics and diffusion processes. This instability, first described by the mathematician Turing in 1952 [1] has for a long time been a paradigm of pattern-forming instabilities in chemical [2–11] and biological [12–15] systems. Sustained steady periodic Turing structures were observed experimentally for the first time in 1989. Since this experimental discovery, the study of Turing structures has gained increased attention.

The aim of this chapter is to review a variety of theoretical and numerical results that allow us to better understand the characteristics of the Turing patterns and to discuss some related spatiotemporal dynamics. We will focus principally on the advances made since 1989. Some recent reviews on patterns in chemical systems can be found in Refs. [4,5,7,9,16–18]. A com-
Figure 1. Experimental stationary Turing structures obtained using the chlorite–iodide–malonic acid (CIMA) reaction in a continuously fed unstirred disk gel reactor. The black and white regions correspond to regions with high and low concentrations of iodide, respectively, made visible to the eye by a color indicator (march). The wavelength is on the order of 0.2 mm. These photographs show only a small part of the patterned zone of the reactor that encompasses several hundreds of wavelengths. (a) Triangular array of clear spots on a hexagonal dark background, (b) stripes, (c) transient array of dark triangles on a clear background. Courtesy of P. De Kepper (CRPP/CNRS).

A comprehensive review of pattern formation outside of equilibrium (including examples in hydrodynamic systems, solidification fronts, nonlinear optics, heterogeneous catalysis, semiconductors, and excitable biological media) was provided by Cross and Hohenberg [19], who discuss the theory used to study pattern formation, emphasizing on the universal characteristics of spatial structures in the framework of amplitude equations. Other reviews on pattern formation can be found in Refs. [19,20–26].

Although Turing patterns fit into that general framework, we will here rather focus on the peculiarities of reaction–diffusion systems that are not often encountered in other physical systems featuring spatial and spatiotemporal patterns. Chemical systems indeed exhibit several characteristic properties that we want to stress here.

One of the main originalities of the Turing instability lies in the fact that it leads to patterns with an intrinsic wavelength function only of the kinetic constants and diffusion coefficients. In most of other spatial structures, such as the Rayleigh–Bénard patterns, the wavelength is set by geometric factors and patterns are one-dimensional (1D) or two-dimensional (2D). In chemical systems on the contrary, three-dimensional (3D) patterns are obtained as soon as the length, width, and depth of the pattern-forming zone are on the order of or larger than the Turing wavelength. Chemical systems also allow for the study of patterns in the presence of ramps of parameter values as the chemical reactors used to study Turing patterns exhibit genuine gradients of concentration as they are fed from the sides. Another important characteristic of reaction–diffusion systems is that their nonlinearities stem from local kinetics, contrary to hydrodynamic systems, for instance,
in which, for normal fluids, nonlinearities emerge in general from inertial or advective terms in the evolution equation for the velocity field. Hence, even when the effects of transport processes are quenched by turbulent mixing, the nonlinear chemical kinetics are responsible for numerous dynamic behaviors, such as temporal oscillations of the concentrations arising through a so-called Hopf instability, excitability, bistability, and chaos [7]. Chemical systems are thus privileged systems in which one can observe the wealth of spatiotemporal dynamics that exists when a pattern-forming instability competes with other instabilities [27]. This is the case for the coupling between a Turing instability and temporal oscillations or for pattern formation in bistable systems, as will be detailed later.

This review is mainly restricted to spatial structures arising through a diffusive Turing instability. Little will be said about other pattern-forming mechanisms (such as front instabilities, global control, or mechanisms related to pulses) that can be important in chemical systems. In addition, the major part of this chapter will focus on the Turing structures observed in the chlorite-iodide-malonic acid (CIMA) system and its variants, in which lots of results on sustained Turing patterns have been obtained, and not on chemical patterns observed in Liesegang rings [28,29] or heterogeneous catalytic systems [17,90,31], for instance. Because introductions to nonlinear theory can be found in numerous books and reviews [3,5,6,9,12,13,16,19,21,32–34], we will limit the description of theoretical tools to an overall introduction, referring the reader to these more detailed sources. Eventually, let us note that several works have been devoted to the study of the Turing instability in a biological framework [12–14] but we do not intend to review this aspect.

This chapter is organized as follows. We first review in Section II what is meant by a Turing instability and what are the conditions for its occurrence in reaction–diffusion systems. Section III focuses on the experimental observations of Turing structures and related spatiotemporal dynamics. After having described the general basis of pattern selection theory in Section IV, we then show how the experimental findings can be understood theoretically by the analysis of the 2D and 3D pattern-selection problems in monostable systems. We review in Section VI what theory tells us about the possible spatiotemporal dynamics that can occur because of a Turing–Hopf interaction. Specificities of bistable systems are addressed in Section VII.

II. THE TURING INSTABILITY

In 1952 [1], Turing developed the original idea that the coupling between reactions and diffusion of chemical species might play a role in morphogenesis, i.e., in the creation in living organisms of differentiated structures out of
initially identical elementary cells. Turing showed that a uniform state may in some circumstances evolve because of a diffusive instability toward a new state in which the concentrations are stationary and periodically organized in space. The spatial symmetry of the initial state of the system is thus broken during the transition. The fact that this symmetry breaking results from the sole coupling between chemistry obeying mass action laws and diffusion ruled by Fick's law is, a priori, counterintuitive, as diffusion on its own is usually a stabilizing process, smoothing out any concentration heterogeneities. In fact, detailed studies have shown that this spontaneous pattern-forming instability can occur only in chemical systems maintained out of equilibrium and in which autoactivation processes are present [1,3,6,8,12,35,36]. This last criterion can be expressed in different ways, depending on the number of variables in the system. For the sake of simplicity, we will restrict ourselves to two-variable systems. In that case, three ingredients must be gathered for a stable steady state to become unstable because of a Turing instability:

1. An activator $X$ implied in an autocatalytic reaction enhances its own production (or consumption).
2. An inhibitor $Y$ slows down the preceding activation step.
3. The inhibitor diffuses quicker than the activator ($D_Y > D_X$, where $D_X$ and $D_Y$ are the diffusion coefficients of the activator and the inhibitor, respectively).

A spatial pattern settles down because of a balance between the local activation processes and the long-range inhibition provided by molecular diffusion. This mechanism is quite general and hence the principle of a Turing instability can be recovered in other fields, such as heterogeneous catalysis [17,30,31], nonlinear optics [24], gas discharges [37], semiconductor devices [20,26,38], and materials irradiated by energetic particles [9,39,40] or light [40,41]. The common denominator of these various systems is that they can be modeled by reaction–diffusion–type equations, such as those that naturally describe chemical systems. In all cases, the wavelength of the Turing-type spatial pattern accounts for the balance between the reaction–type mechanisms and the diffusion-like transport processes and is, therefore, intrinsic to the system.

Let us now look, from a more quantitative point of view, at which conditions a reaction–diffusion system can go through a diffusive instability. Let us consider a concentration field $C$ the components of which are the concentrations of the various variables of the system. The spatiotemporal evolution of $C$ is described by the following reaction–diffusion equations:

$$\partial_t C = E(C, \gamma) + D \nabla^2 C$$

(2.1)
where \( \partial_t \) and \( \nabla \) are the partial derivatives with regard to time and space, respectively; \( F(C, y) \) represents the nonlinear reaction speed; and \( y \) stands for the tunable parameters in the system. For given boundary conditions, this system usually admits a homogeneous steady state \( \bar{C}_0 \) such that \( F(\bar{C}_0, y) = 0 \). Perturbing this homogeneous steady state by small local inhomogeneous perturbations, we take \( \bar{C} = \bar{C}_0 + \bar{u} \), where \( \bar{u} \) can be written as

\[
\bar{u}(r, t) = \sum_n \phi_n(r) e^{\omega_n t}
\]

where the \( \phi_n(r) \) satisfy

\[
\nabla^2 \phi_n(r) = -\kappa_n^2 \phi_n(r)
\]

for the given boundary conditions. Inserting this into Eq. (2.1) and linearizing around the homogeneous steady state, we get down to the following eigenvalue problem

\[
\lambda_n \bar{u} = D \nabla^2 \bar{u} - \omega_n \bar{u}
\]

where \( D \) is the Jacobian matrix and \( I \) is the identity matrix. The sign of the real part of the eigenvalues \( \omega_n = \omega_n(\kappa_n^2) \) controls the stability of the system. If the real part \( \omega \) of all eigenvalues is negative for any \( \kappa_n \), then the perturbations \( \bar{u} \) decay exponentially in time, and the system is defined as asymptotically stable. The system is said to be marginally stable if one eigenvalue has a real part vanishing for \( |\kappa_n| = \kappa_c \) and is negative otherwise, while all the other eigenvalues have negative real parts. The system is unstable as soon as one eigenvalue has a positive real part for all wave vectors \( \kappa_n \) of length \( \kappa_c \), because then perturbations grow exponentially in time. The change of the value of one parameter can lead to a switch from a stable state toward an unstable state. In that case, the solutions of the nonlinear system modify their qualitative character, and a bifurcation takes place. The parameter ruling this transition is dubbed the bifurcation parameter or the control parameter. The bifurcation point is the value \( \gamma_c \) of the control parameter for which the system becomes unstable.

Let us consider two possible symmetry breaking instabilities. If the critical eigenvalue is real and positive for \( |\kappa_n| = \kappa_c \) (Fig. 2), the system evolves toward a new state, breaking the spatial symmetry, and a Turing bifurcation occurs. The concentrations are then modulated spatially with a periodicity given by the intrinsic critical wavelength \( \lambda_c = 2\pi/\kappa_c \).

If the critical eigenvalues correspond to a pair of complex conjugated roots with a non vanishing imaginary part \( i\omega \) and if the real part is zero at \( |\kappa_n| = \kappa_c \), the system evolves toward a new state in which the concentrations oscillate in
time with frequency \( \omega \). This is the Hopf instability. For two variable reaction–diffusion systems, the first mode to become unstable in this case always has \( k_r = 0 \), and the temporal oscillations are homogeneous in space. For three or more variable systems, the Hopf instability can occur for a finite \( k_r \), which then gives rise to propagating and standing waves.

### III. EXPERIMENTAL BACKGROUND

The study of spatial patterns in reaction–diffusion media has recently boomed because of the first experimental observations of stationary Turing patterns in a chemical system. These structures, as such, can be sustained only if the system is maintained far from equilibrium, which implies to continuously feed the reactor with fresh reactants and to eliminate the products. This principle has been applied since the 1970s in open continuously stirred tank reactors, devoted to the study of stationary and temporal behaviors of chemical reactions out of equilibrium [7,42,43]. Incorporation of the spatial component was achieved in the 1980s in a series of unstirred open reactors, developed to produce and sustain chemical dissipative structures [44-46].

In 1989, De Kepper and co-workers used such a single-phase open reactor to obtain the first sustained standing Turing patterns [47]. Their reactor consisted of a thin, flat piece of gel, the sides of which were in contact with non-reacting chemical reservoirs containing subsets of reactants of the oscillating CIMA reaction. The overall redox CIMA reaction consists of the oxidation of iodide by chlorite complicated by the iodination of malonic acid [48,49]. The mechanism of this reaction was obtained by Epstein and co-workers [50]. In De Kepper's experiment, the gel was used to avoid any perturbing hydrodynamical current. The chemicals leaked on to the gel, where they were solely transported through diffusion and where the reactions took place. To make the concentration changes visible to the eye, the gel was loaded with starch, a specific color indicator that turns blue in the pro-
sence of polyiodide and is colorless in the absence of iodide [51]. At the beginning of the experiment, several clear and dark lines parallel to the feeding edges developed in the central region of the reactor inside the front between the reduced and oxidized states present at the opposite boundaries. Beyond a given value of malonic acid concentration, some of these lines split up into periodic spots that broke the symmetry of the imposed gradients of concentration [52] (Fig. 3). The typical wavelength of this array of spots was 0.2 mm, a length much smaller than any geometric size of the gel slab [Fig. 4(a) and 4(b)]. Hence the first observed Turing structure was a three-dimensional object with an intrinsic wavelength appearing solely from the interaction between chemical reactions and molecular diffusion. At that time, it was still unclear whether the difference of diffusion coefficients between the activator and inhibitor species of the reaction was inherent to that specific reaction or if the gel was playing an active role in the process.

Thereafter, Gouyand Swinney built an open reactor using an analogous geometry but a different direction of visualization [Fig. 4(c)]. Their setup allowed one to visualize quasi-2D Turing structures in the same CIMA reaction [53]. The patterns observed were hexagons and stripes, analogous to those shown in Fig. 1, and developing in a plane perpendicular to the feeding direction.

These two experiments set the stage for a complete renewal of the study of chemical patterns. Indeed, they are at the start of different streams of works devoted to unraveling the characteristics of these experimentally observed patterns and answering the newly raised questions. The first challenge is to understand the origin of the difference in diffusivity necessary for a Turing instability to occur. In parallel, several authors set out to answer questions related to the possible symmetries of the structures in two and three dimensions. Are the hexagons and stripes observed the only stable patterns in two dimensions? What are the bifurcation scenarios that can be obtained? Do they match the theoretical predictions available at that time? What is the influence of the gradients of concentration owing to the feeding on the selection, spatial localization, and orientation of the patterns? Let us review some of the works that have focused on these problems.

A. Role of the Gel and The Color Indicator

The simple chlorine dioxide–iodine–malonic acid (CDIMA) reaction is known to be at the core of the temporal oscillations of the CIMA system [49,50,54,55], and Turing patterns have been obtained experimentally in the CDIMA reaction [56]. Epstein and co-workers [50] extracted from their kinetic studies a five-variable reaction–diffusion model of the CDIMA reaction. Lengyel and Epstein noted that a two-variable version of this model can sustain Turing structures if ClO₂⁻ (inhibitor) diffuses
Figure 3. Experimental stationary Turing structure obtained using the CIMA reaction in a continuously fed, unstirred, thick strip gel reactor fed from the lateral boundaries. Iodide and malonic acid are injected at the left and the chlorate and iodide enter from the right. The system is hence in a reduced state with high concentrations of iodide (blue) to the left; the oxidized (white) state dominates at the right. Turing spins breaking the local symmetry develop in the central region of the gel where the reactants meet. The wavelength is on the order of 0.2 mm. Courtesy of P. De Kepper (CRPP/CNRS).
Figure 4. Open spatial reactors. (a) The basic principle. A block of hydrogel of length $L$, height $h$, and width $w$ is in contact with the contents of two separated reservoirs ($A$ and $B$). The reservoirs are vigorously stirred and fed with fresh solutions of reactants. The reactants diffuse into the gel from opposite sides, and Turing structures with a characteristic wavelength $\lambda$ develop in the central zone of the gel where the reactions meet. The pattern-forming region is of width $\Delta$. Two main types of reactors have been used in the experiments. (b) The thin strip reactor for which $\lambda \sim h \leq w \leq L$. Patterns are looked at perpendicularly to the feeding direction. (c) The disk reactor, in which $\lambda \sim w \leq h = L$. Patterns are looked at along the feeding direction. Courtesy of F. De Kepper (CRPP/CNRS).

more rapidly than $I^-$ (activator) [57]. At that time, the origin of the low diffusivity of iodide in the CIMA and CDIMA reactions was not clearly understood. Since then, it has been shown that a reversible complexation of the activator into an immobile unreactive complex slows down its effective diffusivity, thereby facilitating the development of Turing patterns [55,58]. This effect renormalizes the evolution equations by a factor proportional to the complexation constant. The complexation mechanism, alluded to by Hunding and Stenssen [59] in a biological framework, was proposed as a systematic way to design chemical systems able to produce stationary spatial structures [58,60,61].
Several authors have enlightened the role played in such complexation events by gels and the color indicators of iodide [62]. Agladze and co-workers [63,64] showed that Turing patterns can be obtained in gels of different natures and even in gel-free solutions. In absence of gels, the concentration of the color indicator is critical for the spontaneous development of the spatial structures. In that case, the low diffusivity of iodide originates from its binding to this indicator, a large molecule that diffuses more slowly than the ions involved in the CIMA reaction, and its variants [62]. Therefore, if the concentration of the color indicator is decreased, the standing Turing spots can be changed into a region of pulsatile waves [63,64]. If gels are not necessary to act on the diffusivities of the species in the CIMA family of reactions, they are, however, not always inert to the chemistry involved. Stationary patterns have indeed been observed by light diffraction to remain printed in the matrix of polyacrylamide gels in absence of starch [65]. In that case, polar groups of the gel matrix play an essential role in the process. Agarose, polyvinyl alcohols, and silica gels are more inert [48,63]; therefore, they have been mostly used in later experiments related to the CIMA system. Today, the dependence of the Turing wavelength on the diffusivity of the species and the concentration of starch has been studied in details [66].

**B. Two-Dimensional Patterns**

The observation of quasi 2D Turing patterns [53,67–71], such as those seen in Fig. 1, and the drawing of experimental phase diagrams [48,69,71,72] that gather the domain of existence of the various structures have launched the comparison of theoretical predictions of bifurcation diagrams and experimental data. Several works [73–75] predicted that in 2D reaction–diffusion systems, hexagons should generally be the first spatial structures to appear subcritically followed by supercritical stripes, as in most pattern-forming systems [19,76–79]. It was also predicted that hexagons and stripes should coexist in some regions of parameters.

Experimental findings are supporting these predictions, as a direct transition from a uniform state to an hexagonal planform owing to a variation of temperature has been recorded [53]. Bistability between hexagons and stripes has also been obtained [68,72]. The predicted subcriticality of hexagons could not be unambiguously found within the available experimental resolution, but localized hexagons embedded into a homogeneous background, a signature of possible subcriticality, have been recently put forth in the CDIMA system [80]. In parallel, hexagons and stripes, analogous to those obtained experimentally, were obtained in numerical integrations of reaction–diffusion models [81–88].

The traditional hexagon and stripe competition has been recovered in chemical patterns; but several experimental observations have, however,
called for additional theoretical work. First, the experimentally obtained Turing structures mostly develop in large aspect ratio reactors, i.e., in reactors with a characteristic length much larger than the Turing wavelength. Hence the recorded Turing patterns typically exhibit several hundreds of concentration cells in which defects unavoidably appear [53,81]. This fact underlines the need to distinguish the characteristics of patterns in small- and large-aspect ratio systems. Next, unexpected bifurcations were also observed, such as a transition from a stationary 2D Turing pattern to chemical turbulence [67], a direct transition from a uniform base state to stripes [68], and re-entrance of other phases far from onset [68,70]. In addition, planforms such as 2D rhomb-like [53,89-91], triangular [69], and even more intricate structures [69,70,91] did not fit into the list of theoretically predicted stable patterns. Eventually, several growth mechanisms of Turing structures out of a homogeneous background [80,92,93] have attracted attention to the nucleation mechanisms of Turing patterns. Most of these findings have triggered new theoretical and numerical work.

C. Ramps and Dimensionality of Patterns

The geometry of the open reactor used in the study of Turing patterns unavoidably introduces gradients of concentration as the gel is fed from its boundaries (Fig. 4). Hence it is important to understand the influence of these ramps on the dimensionality of the structures and on their selection. Two main types of reactors have been used in the experimental approach. The first one is the thin strip reactor of dimensions $h \leq w \leq L$, developed by De Kepper and co-workers [48], in which observations are made perpendicularly to the feed direction [Fig. 4(b)]. This geometry provides a direct view of the width $\Delta$ of the area of the pattern-forming region. Patterns develop in rows of spots parallel to the feed boundaries (Fig. 3), which is orthogonal to the direction of the concentration gradient. If the gel strip is thin enough, i.e., if its height $h$ is on the order of the Turing wavelength $\lambda$, only one layer of structure can develop. These patterns will then be 1D or 2D, depending on the width $\Delta$ of the region in which the gradients localize [70]. On the other hand, if all three sides of the Turing zone are wider than $\lambda$, the pattern is 3D [64].

The second geometry developed by Ouyang and Swinney [91] is a disk reactor that is fed perpendicularly to the faces [Fig. 4(c)]. Observation is made along the direction of feeding. This geometry gives a view of planes parallel to the faces of feeding and hence of uniform values of input concentration. Depending on the thickness $\Delta$ of the pattern-forming region, the structures are then 2D or 3D. Ouyang and co-workers [68] modified such a reactor to demonstrate that the hexagonal and stripe-type patterns they
had obtained before had a thickness Δ on the order of μ and not more, proving
that they are actually quasi-2D patterns.

The dimensionality of the patterns has been investigated in detail by Dulos
and co-workers [69,70], who used beveled gel reactors specially designed to
make possible the unfolding of a pattern sequence in one direction of the
plane of observation. Later, this geometry was adapted to yield a reactor
fed only on one side [71,94].

From the theoretical point of view, conditions on the position along the
gradient and the possible three-dimensionality of the structures were obtained
by Lengyel and Epstein [95] in a linear stability analysis of their model of the
CDIMA reaction. Several theoretical studies examined the influence of gra-
dients of concentrations on the selection and localization of 1D [96,97],
2D [52,81,82,85,98–102,102a] and 3D [102,103] patterns in the framework
of reaction–diffusion models. More recently, conditions for which structures
develop in monolayers or bilayers were studied by Dufiet and Boissonade
[104] and Bestehorn [105]. Chemical systems thus genuinely present the
opportunity to test the general theoretical works that were devoted to the
analysis of the effect of ramps in pattern-forming systems (see also [106–
116] and references therein).

D. Three-Dimensional Patterns

The fact that chemical patterns can be true 3D structures when their intrinsic
wavelength is smaller than any dimension of the pattern-forming zone in the
gel gives to chemical systems a specific role in pattern-forming media. It
is indeed one of the few systems that can generate a true 3D symmetry-breaking
instability. This fact was clearly evidenced in the first experimental finding
of a Turing pattern [47]. Further observations made under different angles [64]
show beady structures that could be consistent with a body-centered cubic
symmetry. Because of the presence of gradients of concentration, various
modes can sometimes develop in different depths of the gel [64,69,70,92]
and multilayer spatial organizations are obtained. In that specific case,
the actual 3D structures are made of a juxtaposition of 2D patterns and res-
olution of the involved symmetries can become much more complicated
[69,104]. This resolution is also impaired by the presence of defects that in
3D can become quite involved [117].

E. Turing–Hopf Interaction

One of the most interesting aspects of studying pattern formation in chemical
systems lies in the fact that reaction–diffusion media genuinely sustain differ-
ten types of instabilities, such as a Hopf instability, bistability, or excitation.
Chemical systems provide possibilities of studying interactions between differ-
ent instabilities. In particular, several studies of the interaction between
Figure 5. Experimental flip-flop observed with the CIMA reaction in a thin strip reactor for parameter values that allow interactions between Turing patterns and temporal oscillations. A stationary central Turing dot emits waves alternately in each side (a, b), giving rise to a train of plane waves traveling along a line parallel to the feeding edges, seen here at the top and bottom (c). Courtesy of P. De Kepper (CRPP-CNRS).

Spatial and temporal symmetry-breaking instabilities have been conducted in the CIMA reaction, because the thresholds of the Turing and Hopf instabilities can be brought to coincide in this system.

Today, it is clearly understood that in the CIMA system, the color indicator (for instance starch or polyvinyl alcohol) can play a key role in obtaining Turing patterns by slowing down the diffusivity of the activator of the reaction through a specific complexation with it. In agarose gels and in gel-free media, a transition from standing Turing patterns toward traveling waves is observed when the concentration of starch is decreased [63,64,92,118]. In the vicinity of this transition point, complex spatiotemporal dynamics resulting from the interaction between the Turing and Hopf modes, i.e., between a steady spatial mode and a homogeneously temporally oscillating mode, are obtained. In 1992, Perreau and co-workers [64,118] reported the first of such spatiotemporal dynamics owing to a Turing-Hopf interaction. It consists in an unusual wave source corresponding to an isolated Turing spot that emits wave trains along a thin band parallel to the feed surfaces (Fig. 5). The experiment was conducted in a thin strip gel reactor, and the thickness of the gel was small enough to ensure that the dynamics was one-dimensional.
A peculiarity of these waves is that they are not emitted synchronously by the source but alternatively to each side. This dynamics have, therefore, been coined chemical flip-flop [64,92,98,118,119]. Theoretical approaches have unveiled the different bifurcation scenarios that can arise thanks to the interactions between a Turing and a Hopf instability, as will be detailed later. In particular, they have shown the chemical flip-flop to be a Turing structure localized in a Hopf oscillating medium and existing in a region of bistability between the two solutions. In 2D systems, the equivalent of the flip-flop is a spiral, the core of which is a Turing dot, as observed experimentally [48,92,98] and numerically [120,121]. De Kepper and co-workers reported that, in 2D experiments, the Turing–Hopf interaction can also lead to spatiotemporal intermittency [69,92] and an interaction between standing Turing structures and spiral waves in geometries in which different modes develop into adjacent layers of the reactor [92].

F. New Systems

The first experiments performed on Turing patterns dealt with the CIMA reaction. Meanwhile, progress has been made in obtaining chemical patterns in other systems. First, Lengyel and Epstein proposed a methodology to design new Turing systems, exploiting the complexation step between the activator of the reaction and a slowly diffusing species [56,58,122]. This mechanism is also at play in the CDIMA reaction, at the core of the CIMA chemical scheme [56,95], which also exhibits Turing structures [56]. Because the CDIMA reaction is described quantitatively by the two variable Lengyel–Epstein model, it provides a good system to compare analytically predicted behaviors and experimental findings [95,123]. Moreover, transient Turing patterns were obtained in a closed reactor using this CDIMA system [122,123], making the phenomenon accessible to lecture demonstrations.

In 1995, Watzl and Münster obtained Turing-like patterns in the polyacrylamide–methylened blue–sulfide–oxygen (PA–MBO) system [124,125]. This oscillating reaction, discovered by Burger and Field [126], is essentially a redox relationship between the colorless reduced form MBH1 and the blue MBH1 form of the methylene blue monomer. The mechanism for the MBO temporal oscillations is explicitly known [127] and can be cast into a five-variable model [128]. In this system, the Turing structures are transient because experiments are performed in a semiclosed Petri dish. Nevertheless, the system is rich and allows the observation of hexagons, stripes, and zigzags [124,125]. An advantage of these patterns is that their wavelengths are on the order of 2 mm. They can thus be visualized straightforwardly. In this system, the effect of an externally applied electrical field [93,125] and light [93] has been shown to affect the selection and orientation of the obtained structures. In the PA–MBO system, the polyacrylamide
gel plays a role in the pattern formation, since no Turing structures could be obtained in experiments with the MBO reaction in agarose [93,124] or methylcellulose [93] gels. As a structuring of the gel’s surface accompanies the formation of chemical patterns [124], it remains to be checked whether these patterns appear through a pure Turing instability of the PA-MBO system or if a possible mechanical response of the gel also plays a role in the pattern-forming process.

In addition, new highly irregular labyrinthine patterns have been found by Lee and co-workers [129-131] in the ferrocyanide-iodate-sulfite (FIS) reaction. This reaction is also sometimes called the EOE reaction after Edelblum, Osthan, and Epstein [132], who discovered it. The FIS reaction is bistable and can sustain large oscillations of pH in continuously stirred reactors. Models of the FIS kinetics are available [133,134], and a four-variable model [135] provides good insight into the experiments. One of the main differences of the FIS labyrinths compared to regular Turing stripes is that they are initiated only by large amplitude perturbations [129,130]. The same system also exhibits self-replicating spots [130,131,136,137], breathing spots [138], and other phenomena arising through front instabilities [130]. The bistable character of the FIS system is important for understanding these new aspects, as shown by numerous theoretical works.

Let us now develop the theoretical framework in which characteristics of pattern formation in monostable reaction–diffusion systems can be understood.

IV. PATTERN SELECTION THEORY

When a physicochemical system develops spatial patterns, different types of symmetries, such as stripes or hexagons, are typically observed. The pattern selection theory is devoted to determine which pattern will be observed among all possible ones for a given set of parameters and what their characteristics will be, such as orientation and wavelength [19,21,34]. Therefore, it is first necessary to fix the existence and stability conditions of each of the possible solutions of the reaction–diffusion equations and next to study their relative stability to account for the competition among patterns with different symmetries.

To treat this problem, the starting point consists in choosing a model that, even if it does not describe in detail the physical, chemical, or biological mechanisms of the system, summarizes at least its essential characteristics. For many problems, for instance in hydrodynamics, the starting equations are known but difficult to treat analytically. Simpler models that synthesize the relevant properties and cast the symmetries of the problem are then most useful. An example is the well-studied Swift–Hohenberg model
[139]. In chemistry and biology, evolution equations are often simply not known, and the use of reaction–diffusion models can then be justified a fortiori.

A linear stability analysis of the stationary steady states of these models determines at which values of the parameters different instabilities occur. In particular, it gives the critical value $\gamma_c$ of the control parameter, above which the steady state becomes unstable because of a Turing instability and a new spatially organized solution appears. This Turing instability occurs when the growth rates of perturbations around the steady state are real and when one of them becomes positive for a wavenumber $|k| = k_c$ (see Section II). Beyond this critical point, a certain number of spatial modes grow exponentially in time (Fig. 2). This linear exponential growth is saturated when the nonlinear terms in the evolution equations come into play. The nonlinear competitions between modes then select the preferred spatial pattern and lead to a new spatial structure of finite amplitude, constructed with $N$-dominating modes. The description of the asymptotic behavior of the system beyond the instability threshold hence calls for a nonlinear approach of the problem.

A. Weakly Nonlinear Analysis

The new spatially organized states existing beyond the bifurcation can be characterized if the temporal evolution of the amplitude $T$ of each of the $N$ modes underlying it is known. Indeed, the variables of the model can then be approached by a linear combination of these $N$ modes as

$$C(t, \tau) = C_0 + \sum_{j=1}^{N} \left[ T_j(t)e^{ik_j \cdot x} + T_j^*(t)e^{-ik_j \cdot x}\right] \xi + O(\cdots) \quad |k_j| = k_c \quad (4.1)$$

where $\xi$ is the critical eigenvector of the linear evolution matrix of the problem; and $\tau$, the slow-time scale on which the amplitude evolves, is inversely proportional to $\mu = \gamma - \gamma_c$, the distance from threshold (i.e., $\tau = \mu$).

Because the concentrations are real, the active modes involve pairs of opposite wavevectors $\pm k_j$. If the linear combination [Eq. (4.1)] is spatially regular, it must be a solution of the evolution equation for the perturbations

$$\frac{\partial \eta}{\partial \tau} = L_0 \eta + M(\eta) \quad (4.2)$$

where $\eta = C - C_0$, and $L_0$ is the linear evolution matrix, and $M$ is the nonlinear
Figure 6. Bifurcation diagrams displaying the modulus $R$ versus the bifurcation parameter $\mu$. The plain line and dashed line represent stable and unstable branches of solutions, respectively. (a) Supercritical case; (b) Subcritical case; (c) Unusual subcritical case, in which the stable nonlinear branch of solutions appears with a finite amplitude at a secondary saddle-node bifurcation when $\mu = \mu_{0}$. 

In the vicinity of the bifurcation, one seeks to determine $\mu$ through an asymptotic expansion:

$$\mu = \mu_{0} + \varepsilon\mu_{2} + \varepsilon^{2}\mu_{3} + \ldots$$

(4.3)

where the small expansion parameter $\varepsilon$ is related to the distance $\mu$ from threshold as

$$\varepsilon = \gamma - \gamma_{c} = \varepsilon\gamma_{1} + \varepsilon^{2}\gamma_{2} + \ldots$$

(4.4)

Solving the system of equations at each order in $\varepsilon$ allows us to obtain $\mu_{0}, \mu_{2}, \ldots$, which define the structure of the nonlinear solution through the expansion [Eq. (4.3)]. If $\gamma_{1} \neq 0$, the new solution reduces at lowest order to $\mu \sim \mu_{0}$, with $\varepsilon \sim (\gamma - \gamma_{0})/\gamma_{1}$. The solution $\mu$ exists for both positive and negative $\varepsilon$, and the bifurcation is said to be transcritical. If $\gamma_{1} = 0$, we still have $\mu \sim \mu_{0}$, but then $\varepsilon \sim (\gamma - \gamma_{0})/\gamma_{2}$. The bifurcation occurs for $\gamma > \gamma_{c}$ if $\gamma_{2} > 0$ or $\gamma < \gamma_{c}$ if $\gamma_{2} < 0$. The transition is then called supercritical or subcritical, respectively (Fig. 6). The dynamics of the system in the vicinity of the instability occur on different time scales than those of the reference steady state. Hence the partial differential operator in time is also developed in $\varepsilon$ as

$$\partial_{t} = \varepsilon\partial_{t_{1}} + \varepsilon^{2}\partial_{t_{2}} + \ldots$$

(4.5)

As the control parameter $\gamma$ usually comes into play in $\mu_{0}$, we have

$$\mu = \mu_{0} + \varepsilon\mu_{1} + \varepsilon^{2}\mu_{2} + \ldots$$

(4.6)
where $L_0$ is the linear operator computed at $\tilde{R}_0$. Substituting expressions (4.3)–(4.6) into (4.2) and isolating the different orders in $\epsilon$, the nonlinear initial problem gets down to solving successions of linear equations:

$$
L_0 \circ \hat{u}_i = 0 \tag{4.7}
$$

$$
L_0 \circ \hat{u}_i = L_0 \hat{u}_i \tag{4.3}
$$

where $i = 2, 3, \ldots$ and $L_0 = \tilde{R}_0 - \tilde{L}_0$. Eq. (4.7), at first-order, defines the critical wave vector $\hat{u}_0$. This equation is homogeneous in $\hat{u}_0$ so that the amplitudes $T_i$ of the modes constructing this first-order solution remain unknown. The higher-order equations are nonhomogeneous and have a nontrivial solution only if their right-hand side is orthogonal to the kernel of $L_0^0$, the adjoint operator of $L_0$. This solvability condition, also called the Fredholm alternative, determines at successive orders the different coefficients of the perturbation expansion (4.3) expliciting hence the new solution appearing beyond the instability. In particular, the Fredholm alternative makes explicit the amplitude $T$ of the first-order solution by providing its temporal evolution equation, the so-called amplitude equation, which takes the general form:

$$
\frac{dT_i}{dt} = \mu T_i + G_i([T_i]) \tag{4.9}
$$

where $G_i([T_i])$ are nonlinear polynomials in the active amplitudes. Details on the standard bifurcation techniques used to derive amplitude evolution equations can be found in [6.19,21,32,34].

The main advantage of the description in terms of amplitude equations is that close to the bifurcation point, the amplitude evolves on the slow-time scale of the critical modes that is inversely proportional to the distance from threshold. On this scale, the dynamics of the amplitude depends only on the type of instability. Indeed, the terms appearing in the amplitude equations are functions only of the broken symmetries and not of the details of the system that appear only in the value of the coefficients of these equations [140]. Note that the amplitude equations were obtained by a perturbation expansion and are, therefore, valid only in the vicinity of the bifurcation point. Other descriptions of the system will be necessary farther away from threshold.

B. Degeneracies

The nonlinear analysis of the problem must take into account the degeneracies of the system. In small systems (the size of which is on the order of the critical wavelength), the spectrum of the linearized operator is discrete and at most
finitely degenerate [3,12,21,141]. Only a small number of modes are excited and the variables of the model can be constructed as a finite linear combination of these unstable modes. In that case, it can be shown that the reaction–diffusion system is correctly described by the reduced dynamics of the amplitude equations derived by standard bifurcation theory. This is not true, however, for large systems, the boundaries of which are either at infinity or at such a far distance that they do not constrain the spectrum of spatial modes. The majority of experimental Turing patterns belong to the class of these large systems because several hundred of wavelengths are commonly obtained in the experiments.

The spectrum of unstable modes in large systems is then degenerated for two reasons. The first degeneracy is an orientational degeneracy. In reaction–diffusion systems, the linear stability analysis shows that the growth rate of the unstable modes depends only on the modulus of the critical wave vectors. This means that the structures break the translational symmetry but not the rotational symmetry. All wave vectors lying on the sphere (or on the circle in 2D) of modulus |k| = k∗, are equally excited and must be included in the nonlinear treatment of the model. In other words, the number of linear combinations such as Eq. (4.1) is infinite. In practice, one chooses from among all possible combinations those that are linked to regular pavements of space, unless the focus is on more complex structures. This number N of modes used fixes the geometrical aspect of the pattern. For reaction–diffusion systems, the patterns considered in 2D for instance, are typically stripes (N = 1), squares (N = 2), or hexagons (N = 3). The linear combinations for N > 3 give rise to more complex multiperiodic structures [142], such as those observed in experiments with parametric excitation [143,144] or in nonlinear optics [145]. These planforms have not been obtained in chemical systems and will thus not be considered here. A temporal evolution equation for the amplitude of the modes can be derived for each linear combination. To study the nonlinear competition between modes, one must first find solutions to the amplitude equations and then study their relative stability. This procedure (discussed below) shows which structure will be observed based on the values of the parameters of the system and is thus the basis of the pattern selection theory [19,21,78,79,146].

The second degeneracy that we must deal with is continuous band quasi-degeneracy. When the control parameter's value is above criticality, there is a finite but continuous band of modes that become unstable in addition to the critical wave vectors (Fig. 2). In large systems, the number of such modes is so large that they form a quasi-continuous ensemble of modes of various lengths close to k∗, spanning degenerate irregular spatial structures. This degeneracy can be treated by defining the amplitude as a
slowly variable function not only of time but also of space. In other words, we write

\[ \mathcal{Q}(r, \tau) = \mathcal{Q}_0 + \sum_{j=1}^{N} \left[ T_j(\tau, \mathcal{X}) e^{ik_j \mathcal{X}} + T_j^*(\tau, \mathcal{X}) e^{-ik_j \mathcal{X}} \right] \mathcal{X} = \mathcal{K} \quad (4.10) \]

where the amplitude is now also a function of a slow space scale \( \mathcal{X} \). This space scale is proportional to \( \xi_\nu (\gamma - \gamma_c) \), where \( \xi_\nu \) is the coherence length on the order of \( k_\nu^{-1} \). The amplitude equation, in that case, is a partial differential equation in space and time of the following form:

\[ \frac{\partial T_j}{\partial \tau} = \rho T_j + G_j(|T_j|) + \xi^2 \nabla^2 T_j \quad (4.11) \]

where \( \nabla^2 \) is a spatial operator describing the modulation of the patterns on the long length scale. Amplitude Eq. (4.11) describes the nonlinear interactive behavior of the wave packets that account for the dynamics of all the modes included in the unstable band. Such envelope equations have become dynamic models on their own, because they reproduce numerous properties of nonequilibrium systems [19,21]. They allow the study of defect dynamics, of localized structures in weakly nonlinear regimes, and of spatiotemporal chaotic dynamics.

The amplitude of a spatial pattern is a complex variable. Its modulus corresponds to the intensity of the spatial modulation of the model’s variables. Its phase is related to the breaking of translational symmetry. If the system is perturbed, variations of intensity relax on a slow characteristic time scale and are inversely proportional to the distance from the bifurcation threshold. The system remains neutral, however, in regard to a uniform phase change \( T_j \rightarrow T_j e^{i\theta} \) that corresponds to a global translation of the pattern. The phase \( \Theta \) thus evolves on an even slower time scale. Far from the bifurcation point, the phase evolution on this time scale can then suffice to totally describe some properties of the system, such as typically long-wave instabilities. In that respect, phase equations have become a subject of research on their own [19].

C. Reaction-Diffusion Models vs Amplitude Equations

We have just seen that to tackle the pattern selection problem, two complementary points of view are available for theoreticians. The first one is to look at reaction-diffusion models. These models are the basis for an understanding of the effect of changing parameters. The advantage of their numerical integration is that the active modes are selected by the internal nonlinearities of the problem and not imposed a priori. Nevertheless,
from an analytical point of view, the thresholds of instability are often the only relevant quantities that can be obtained. The nonlinear regime must then be studied numerically.

The second tool available is that of amplitude equations that allow analytical insight into the selection and possible transitions between different spatial platforms. Because the amplitude equations have a universal form and are a function only of the symmetries broken at the bifurcation point, the advantage of studying them is that all bifurcation scenarios predicted on their basis are applicable to any physicochemical system that presents the related breaking of symmetries. The disadvantages are that amplitude equations are valid only in the vicinity of the bifurcation point and that they depend on the modes considered. They are hence of no help if one does not know which modes are involved a priori.

V. TURING PATTERNS

The theoretical approach devoted to understand which types of patterns can be observed in reaction–diffusion systems and what their succession will be when a control parameter is varied is now be outlined for 2D and 3D systems.

A. Reaction–Diffusion Models

To study pattern formation in chemical systems owing to the coupling of chemical reactions and diffusion processes, it is natural to turn to reaction–diffusion models [12,147]. The best model is, of course, the one that is the closest to the experimental system, as the ultimate goal of any theory is quantitative predictions. Unfortunately, chemical kinetics are often complicated; thus it is useful to study typical bifurcation scenarios via simpler models that are more easily mathematically handled.

Several works on Turing patterns have focused on quantitative comparison with experimental results. The Lengyl–Epstein model is the most realistic model available for quantitative comparisons with the CDIMA reaction [50,54,57]. This model provides structures with wavelengths that are in good agreement with those observed experimentally [58,122,123] and has been used to obtain conditions on possible three-dimensionality of the patterns in parameter space [58]. Jensen and co-workers thoroughly investigated the 1D and 2D pattern selection problem of the Lengyl–Epstein model [88,100,120,121,148,149]. They show that, in one-dimension, it exhibits a strong subcriticality of stripes and bistability between the stripes and a Hopf state. In the subcritical regime, a study of the wavenumber selection and propagation speed was performed in the case of a moving front between the stripes and the homogeneous steady state [120]. Pinning effects resulting in a van-
ishing from velocity because of interaction of the front with the underlying Turing pattern were evidenced [100,120,121].

In two dimensions, both stripes and hexagons appear subcritically. As a consequence, many localized structures exist in the domain of parameters for which bistability between two different states occur. In particular, stable spatial coexistence of stripes and hexagons [88], patches of hexagons embedded into the homogeneous steady state [88,120], and growing mechanisms of hexagons into a homogeneous background [120] were obtained in the Lengyel–Epstein model and enlighten the recent experimental observations of some of these phenomena [80]. Localized Turing–Hopf structures were also observed in the Turing–Hopf bistability regime of the Lengyel–Epstein [100,120,149].

Another model that has been extensively studied in the framework of pattern formation in chemical systems is the two-variable Schnakenberg model [150]. Dufret and Boissonade showed that this model reproduces 2D patterns seen in the experiments and clarifies long-wave instabilities, such as zigzag or Eckhaus instabilities of patterns [86,87]. Quantitative comparison between analytical predictions and numerical simulations made with the Schnakenberg model have greatly helped test pattern selection theories [48,86,87,151].

Recently, a good insight into such comparisons was provided by the ad hoc construction of reaction–diffusion models in which the coefficients in front of the variables in the model are simply related to those of the amplitude equations [48,104]. Note that prototype models for pattern formation, such as the Swift–Hohenberg model [139], have also been studied in relation to chemical problems [90,99,152].

In this chapter, we mainly focus on the Brusselator model [3,153]. This two-variable model can exhibit both a Turing and a Hopf instability. Its advantage is that the base state, the thresholds of both instabilities, and the coefficients of the related amplitude equations for pattern formation or temporal oscillations are straightforwardly obtained analytically [9,97,154,155]. Moreover the Brusselator model has been the subject of many studies, so we have a good knowledge of the possible spatiotemporal dynamics it can exhibit [3,75,79,119]. It is, therefore, the model we will focus on in this review, because it has been used to analyze most of the topics discussed here. The reaction–diffusion equations of the irreversible Brusselator are as follows:

\[
\begin{align*}
\frac{\partial X}{\partial t} &= A - (B + 1)X + X^2 Y + D_X \nabla^2 X \\
\frac{\partial Y}{\partial t} &= BX - X^2 Y + D_Y \nabla^2 Y
\end{align*}
\] (5.1)

The concentration of species \( B \) is usually chosen as the bifurcation parameter. The homogeneous steady state \((X_0, Y_0) = (A, B/A)\) of system Eqs.
(5.1) undergoes a Turing instability when \( B > B_c^2 = (1 + A_\sqrt{D_x/D_y})^2 \). A stationary spatial pattern then emerges, characterized by an intrinsic critical wave vector \( k_c^2 = A/\sqrt{D_x D_y} \). The steady state may also go through a Hopf instability if \( B > B_H^2 = 1 + A^2 \), evolving then into an homogeneous limit cycle characterized by a critical frequency \( \omega_c = A \). The thresholds of these two instabilities coincide at a codimension-two Turing–Hopf point, defined as the point at which \( B_c^2 = B_H^2 \). This condition is achieved when the ratio of the diffusion coefficients \( \sigma = D_x/D_y \) reaches its critical value \( \sigma_c = (\sqrt{1 + A^2} - 1)/A^2 \).

Note that these models do not exhibit some of the fundamental characteristics of the experimental reaction–diffusion systems, such as bistability, excitability, and formation of traveling waves owing to a Hopf bifurcation with a nonzero wavenumber. This latter instability occurs only in three-variable models. Because bistability is an important characteristic of the FIS reaction, some studies devoted to understanding spatial patterns formed in that system have used the bistable FitzHugh–Nagumo model [156,157], the Gáspár–Showalter model of the FIS reaction [134,135] and the Gray and Scott model [158].

B. Two-Dimensional Pattern Selection

In this section, we will briefly illustrate the nonlinear analysis techniques sketched in Section IV to study the 2D pattern selection problem in reaction–diffusion systems in the weakly nonlinear regime. To do so, we will first neglect any possible spatial variation of the mode’s amplitude and obtain standard bifurcation diagrams that are valid in the vicinity of the bifurcation point. We will then discuss specificities of chemical systems, such as re-entrance of hexagons and localized structures in subcritical regimes before commenting on effects induced by spatial modulations of the amplitudes.

1. Standard Bifurcation Diagram

Let us successively consider amplitude equations for the regular 2D spatial structures constructed with one (stripes), two (squares), or three (hexagons) pairs of wave vectors.

A perfect periodic structure in only one direction of space, such as stripes, is built on one pair \( (N = 1) \) of wave vectors; and in that case, the concentration field [Eq. (4.1)] can be constructed as

\[
\tilde{c}(t, x) = \tilde{c}_0 + [T(t)e^{i\omega t} + T^*(t)e^{-i\omega t}]e^{i(k_0x + \phi)} \quad |k_0| = k_c \quad (5.2)
\]
At the lowest order, the amplitude equation for $T$, derived using techniques discussed in Section IV.A, reads

$$\frac{dT}{dt} = \mu T - g|T|^2 T$$  \hspace{1cm} (5.3)$$

The amplitude $T$ is imaginary, and if we separate its modulus and phase, writing $T = R e^{i\theta}$, we get

$$\frac{dR}{dt} = \mu R - g R^3$$  \hspace{1cm} (5.4)$$

$$\frac{d\theta}{dt} = 0$$  \hspace{1cm} (5.5)$$

The phase can take any constant value, a signature of translation invariance. The phase may thus be set to zero by a suitable choice of coordinates. The modulus equation [Eq. (5.4)] has two stationary solutions: either $R = 0$, characterizing the homogeneous steady state, or $R = \sqrt{\mu/g}$, corresponding to stripes. Two subcases can be distinguished: if $g > 0$, the bifurcation is supercritical, and the new solution exists for $\mu > 0$; whereas if $g < 0$, the new solution arises for $\mu < 0$, and the bifurcation is subcritical. In both cases, we have a pitchfork bifurcation [19,21].

To investigate the stability of these solutions, a standard linear stability analysis of each of them must be performed. The difficulty in the analysis arises from the fact that for each state one must discuss the stability with respect to all possible types of perturbations: phase, modulus, orientation of the wavevector, and resonant perturbations to other structures with different symmetries. Let us first consider perturbations of the modulus (the other perturbations will be considered later). Writing $R = R_0 + \delta R$, and inserting it into Eq. (5.4), we see that the trivial state $R_0 = 0$ looses stability when $\mu > 0$, whereas the stripes are stable for $\mu > 0$ if $g > 0$. If $g < 0$, the stripes that arise subcritically are unstable for $\mu < 0$, as the instability is not saturated by nonlinear terms. The bifurcation calculation must then be carried out to higher orders, where we get the following amplitude equation:

$$\frac{dT}{dt} = \mu T - g|T|^2 T - g^\prime|T|^4 T$$  \hspace{1cm} (5.6)$$

If $g^\prime$ is positive, the bifurcation saturates, leading to stripes that appear subcritically at the point $\mu_{BN} = -g^2/(4g^\prime)$, where a secondary saddle-node bifurcation occurs [Fig. 6(c)]. The stability of the various branches are then calculated in a standard fashion. For $\mu_{BN} < \mu < 0$, there is bistability between the stripes and the trivial homogeneous state, with the possibility of observing
localized structures (see Section V.B.3). If $g'$ is negative, the bifurcation is not yet saturated, and we must proceed to still higher orders.

Let us now consider 2D structures built on more than one pair of wave vectors that are regular pavements, i.e., pavements for which the $N$ pairs of modes make $\pi/N$ angles between them. When $N = 2$, this corresponds to squares for which the concentration field becomes

$$\phi(x, t) = \phi_0 + [T_1(x)e^{ik_1x} + T_2(x)e^{ik_2x} + c.c] \quad |k_1| = |k_2| = k_c \quad (5.7)$$

where $c.c$ stands for complex conjugate. The corresponding amplitude equations for squares are

$$\frac{dT_j}{dt} = \nu T_j - g|T_j|^2 T_j - g_{ND}(\theta)|T_j|^2 T_j \quad (5.8)$$

with $j, l = 1, 2$ and $\theta = \pi/2$. We see that a nonlinear coupling term between the two sets of modes must now be taken into account. Let us consider here the cases in which the instability is saturated at this order, i.e., $g > 0, g_{ND} > 0$. Writing $T_j = R_j\exp(i\theta_j)$, we get

$$\frac{dR_j}{dt} = \nu R_j - gR_j^3 - g_{ND}(\theta)R_j^2 R_l \quad (5.9)$$

$$\frac{d\theta_j}{dt} = \frac{d\theta_l}{dt} = 0 \quad (5.10)$$

In the case of stripes, the constant factor phases correspond to a simple translation of the pattern. The solutions to the evolution equation for the modulus $R_j$ are the trivial homogeneous steady state ($R_1 = R_2 = 0$) and stripes corresponding to $R_1 \neq 0, R_2 = 0$ (stripes perpendicular to $k_1$) or $R_1 = 0, R_2 \neq 0$ (stripes perpendicular to $k_1$). The squares correspond to the case $R_1 = R_2 = R_R$, with

$$R_R = \sqrt{\frac{\nu}{g + g_{ND}}} \quad (5.11)$$

A linear stability analysis of these supercritical branches shows that squares and stripes are mutually exclusive, i.e., stripes are the stable pattern if $g < g_{ND}$, and squares are stable if $g > g_{ND}$. Note that, if the system is even slightly anisotropic, $\theta$ might be different from $\pi/2$, and the squares then become rhombs. As the coefficient $g_{ND}$ takes values that vary with $\theta$, the stability domain of these rhombs may differ with that of the squares; but nevertheless, they remain unstable in regard to stripes as long as $g < g_{ND}(\theta)$. When $\theta = \pi/3$, the Eq. (5.8) for rhombs is no longer valid, because in such a case, the vector $k_1 + k_2$ falls on the circle of critical wave vectors and
Figure 3. The resonance condition on the circle of radius $k_r$. (a) Nonresonant combination of two wave vectors $k_1$ and $k_2$. Their sum is wave vector $k$ with $|k| \neq k_r$. (b) Resonant combination of two wave vectors that make an angle of $2\pi/3$ between them and, therefore, excited a third critical wave vector.

is excited as well (Fig. 7). Its dynamics must then be taken into account. The resulting pattern is a regular structure corresponding to hexagons and constructed with three pairs of wavenumbers ($N = 3$) such that $k_1 + k_2 + k_3 = 0$. The amplitude equations for these three modes are

$$\frac{d^2 T_1}{dt^2} = \mu T_1 + \sigma T_1 T_1^T - g(|T_1|^2 T_1 - h(|T_1|^2 + |T_1|^2) T_1 \quad (5.12)$$

The amplitude for the two other modes are obtained by cyclic permutations of the indices. These amplitude equations and in particular the quadratic term present in Eq. (5.12) can be obtained only in systems for which the $T \to -T$ symmetry is broken. This is, for instance, the case in non-Boussinesq Rayleigh–Bénard convection [19] or typically in chemical systems. As in the case of rhombi, the coefficients $g$ and $h$ of the coupling term are functions of the angles between the three wave vectors. For the sake of simplicity, let us assume that $g$ and $h$ are positive and that the hexagonal pavement is regular, i.e., the angle between modes is strictly equal to $\pi/3$. The evolution equation for the sum of the phases $\Theta = \theta_1 + \theta_2 + \theta_3$ reads

$$\frac{d\Theta}{dt} = -\left[ - \frac{R_\theta R_\phi + R_\phi R_\theta + R_\theta R_\phi}{R_\theta R_\phi R_\phi} \right] \sin \Theta. \quad (5.13)$$

Contrary to the cases of stripes and rhombi, the phases of hexagons are not free to translate independently. Two phases are free, because we have two degrees of translation freedom on a plane and the third phase is fixed by the dynamics of the system. The evolution Eq. (5.13) has two stationary soli-
Figure 8. 2D bifurcation diagram displaying the modulus $R$ versus the bifurcation parameter $\mu$ when $\nu = 0$. The solid line and dashed line represent stable and unstable branches of solutions, respectively. The H0 hexagons with amplitude $R_+^0$ appear subcritically and are stable for $\mu_0^+ < \mu < \mu_0^+$, whereas the stripes with amplitude $R_+^0$ appear supercritically and are stable for $\mu > \mu_1$. Instability between hexagons and stripes is observed for $\mu_1 < \mu < \mu_1^+$.

solutions: $\Theta_s = 0$ and $\Theta_p = \pi$. In regard to perturbations of the phase (i.e., writing $\Theta = \Theta_s + \delta \Theta$), we see that the stable phases are \[ (5.14) \]
\[ \Theta_s = \pi \quad \text{when} \quad \nu < 0 \]
\[ \Theta_s = 0 \quad \text{when} \quad \nu > 0 \]

For the moduli, we get the following equation:
\[ (5.16) \]
\[
\frac{dR_1}{dt} = \mu R_1 + \nu R_2 R_3 \cos \Theta - gR_1^3 - h(R_2^3 + R_3^3)R_1
\]

and two other equations with cyclic permutations. This set of equations features as solutions the homogeneous steady state, the stripes $R_1 = R_2 = \sqrt{\mu/g}$, $R_2 = 0$, $R_3 = 0$ (and permutations), and mixed modes
\[ (5.17) \]
\[
R_1 = \frac{\mu}{k - g}, \quad R_2 = R_3 = \sqrt{\frac{\mu - gR_1^2}{g + k}}
\]

(and permutations) that are always unstable. There also exists a regular hexagonal solution for which $R_1 = R_2 = R_3 = R_+^0$ with $\Theta = 0$ or $\pi$. For $\nu > 0$, $R_+^0$ exists only for $\mu > 0$ and is always unstable to total phase perturbations, as seen above (Fig. 8). If $\Theta = 0$, solutions exist for $\mu > \mu_0^+ = -\nu^2/(4(g + 2k))$. The upper branch $R_+^0$ is stable up to $\mu = \mu_0^+ = \nu^2(2g + h)/(h - g)^2$. The lower branch $R_0^0$ is unstable. The reverse conditions with respect to the total phase hold for $\nu < 0$. 
Figure 9. Stationary 2D Turing structures. The concentrations vary between their absolute minimum (black) and maximum (white) values. (a) H0 hexagons for which the maxima are on an hexagonal honeycomb lattice. (b) stripes. (c) H0 hexagons for which the maxima are on a triangular lattice.

Depending on the sign of the quadratic coupling \( r \), the first hexagonal phases to appear subcritically are thus either H0 hexagons (\( r > 0 \) and \( \Theta = 0 \)), for which the maxima of concentrations are organized as a triangular lattice [Fig. 9(a)], or H\( \pi \) hexagons (\( r < 0 \) and \( \Theta = \pi \)), for which the maxima of concentrations span a honeycomb lattice [Fig. 9(a)]. In chemical systems, one type of hexagon is commonly observed in experiments, whereas the other type of hexagon appears only transiently (Fig. 1). Two types of hexagons have also been observed in Faraday instability [159], in oscillated granular layers [160,161], in nonlinear optics [162–164], and in hydrodynamics [19].

To complete the bifurcation diagram, it is also necessary to study the stability of stripes in regard to perturbations favoring hexagons. Writing \( R_1 = R_0 + \delta R_1, \ R_2 = \delta R_2, \ R_3 = \delta R_3 \) and inserting this into Eq. (5.16), we see that stripes are unstable with respect to the formation of hexagons, if \( \mu < \mu_o = \nu^2 g / (h - g)^2 \).

To summarize the pattern selection in 2D, a supercritical branch of stripes is stable if \( g < g_{ND} \), whereas a supercritical branch of rhombs is obtained when the reverse is true. In all reaction–diffusion models studied to date, one usually has \( g < g_{ND} \), and stripes are observed. In addition, a branch of hexagons can appear subcritically with a finite amplitude (Fig. 8). Depending on the sign of the quadratic term \( r \), these hexagons are H0—or H\( \pi \) hexagons and become unstable when \( \mu > \mu_{\pi} \). The stripes are unstable for \( \mu < \mu_o \). Stripes and hexagons thus coexist for \( \mu_o < \mu < \mu_{\pi} \). This bifurcation scenario corresponds to the standard hexagon–stripe competition, widely described in the literature [19] and observed in hydrodynamics [73,77], nonlinear optics [162,164], and gas discharges [165,166] among others. This standard roll-hexagon competition is recovered in the experimental Turing patterns [48,91] and in reaction–diffusion models [84,86,120]. In
that respect, chemical systems join the group of pattern-forming systems that present a generic behavior. Modification of this scenario in the vicinity of the primary bifurcation point \( \mu = 0 \) arises if \( g \) and/or \( h \) are not positive. If \( g < 0 \) but \( g + k > 0 \), stripes appear subcritically, as seen in the Lengyel–Epstein model [120], whereas hexagons are still well described by the third-order amplitude Eq. (5.12). If both \( g \) and \( h \) are negative, the amplitude equations for the stripes and hexagons are both saturated only at higher orders, and the pattern selection is consequently different.

Let us now focus on the peculiarities of chemical systems that bring some complexity into this standard 2D picture of pattern selection.

2. Re-entrant Hexagons

We have seen that the sign of the quadratic term \( \nu \) controls the type of hexagons (H0 or H\infty) observed. Chemical systems are characterized by the fact that the sign of \( \nu \) may change within a given experiment following an increase of the control parameter. This arises because the control parameter often multiplies one variable in the kinetic terms of the reaction-diffusion equations. In the Brusselator model for instance, the control parameter \( B \) appears in terms proportional to \( B X \) in the evolution equations for the two variables \( X \) and \( Y \). This results in the fact that, sufficiently far away from the bifurcation point, the coefficients \( \xi \) of the amplitude equations are renormalized by the distance \( \mu \) from the bifurcation threshold, i.e., we typically have \( \xi = \xi + \mu \xi \). In the Brusselator model, for example, the quadratic term \( \nu \) is equal to [84]

\[
\nu = \tilde{\nu} + \frac{2}{A} \frac{(B - B_c)}{B_c}
\]

(5.18)

where \( A \) is a parameter of the model [Eqs. (5.1)]. This affects the stability of hexagons and the stability of stripes in regard to hexagons. If \( \tilde{\nu} \) is positive, then the overall quadratic term \( \nu \) remains positive when \( B \) is increased beyond \( B_c \), and H0 hexagons are stable toward stripes up to \( \mu_{\text{H0}}^* = \nu^*(2g + h)/(h - g) \). If on the contrary, \( \tilde{\nu} \) is negative, which means that H\infty hexagons are the first stable structure to appear subcritically, then an increase of \( B \) can change the sign of \( \nu \) and lead to the switch from one type of hexagon to the other. We thus have the succession H\infty, H\infty/S, S, S/H0, H0 (where A/B indicates bistability of structures A and B). This sequence was first observed numerically in reaction-diffusion models [84,86] (Fig. 10) and then confirmed experimentally in the CIMA reaction [66]. A complete analysis of the effect of renormalizations carried out for the Schnackenberg model [150] showed that, depending on the parameter values, other scenarios such as S, S/H0, H0; H0, H0/S, S; S/H0, H0; H0, H0/S, S0; and H0 are
Figure 30. Numerical bifurcation diagram for the variable $X$ of the Brusselator model as a function of parameter $B$. Here the amplitude is defined as $X_{max} - X_e$. The parameters are $A = 4.5, D_1 = 7,$ and $D_2 = 56$. Near the bifurcation threshold ($B_e = 0.71$), we recover the standard hexagon–stripe competition with an hysteresis loop, and hexagons with the reverse total phase become stable for higher values of $B$.

Also possible and are sometimes seen in experiments [48]. Note that a renormalization of the quadratic term $v$ can also result from a coupling with a bistable regime (see Section VII.A). Re-entrance of various planforms can also be the result of the presence of higher-order terms in the amplitude equation because in that case the standard bifurcation scenario is also modified [99].

3. Localized Structures in Subcritical Regimes

The standard bifurcation theory predicts that the hexagons should appear subcritically, leading to a bistability regime between the hexagons and the homogeneous stable steady state. In addition, stripes may appear subcritically, as seen before. This situation is encountered in the Lengyel–Epstein model, which features a strong subcritical regime of stripes in 1D and of both hexagons and stripes in 2D [88]. In this subcritical domain, different steady states coexist; and the system usually evolves toward one or the other solution, depending on the initial condition. A common way to know which state is dominant is to look at the propagation of wavefronts connecting the two states, because in this case the preferred state invades the other one.

In 1D, Jensen and co-workers [120] studied such propagating fronts on the Lengyel–Epstein model in the subcritical regime. They observed that the wave number selected when a stable striped structure invades the homogeneous steady state is different from that obtained from spontaneous growth of the pattern out of noise added on the homogeneous steady state [12,167]. Moreover, there exists a band of values of the control parameter
for which the velocity of the front vanishes, giving rise to a stable stationary front between the homogeneous steady state and the Turing structure. The stability of such a front is related to the interaction of the front with the periodicity of the spatial organization [79,168–170], a so-called nonadiabatic effect common in solid state physics. This effect, which is not contained in the amplitude equation formalism, can occur for fronts between two states, one of which is periodic in space [168]. It appears, for instance, in the growth of crystals, in which the interaction between the interface and the periodic structure gives rise to a periodic potential. If the difference in free energy between the two phases is smaller than the energy required to move the front by one wavelength, the front remains pinned. The Lengyel–Epstein model is a nonpotential model; thus one cannot define a function to minimize. The picture of an interaction between the front and the Turing structure, however, remains qualitatively correct and gives rise to an intrinsic pinning of the front for a large set of values of the control parameter. Calculation of the front velocity via the usual technique [171–173] shows a change in behavior at the crossover between the subcritical and the supercritical regimes. In particular, in the subcritical domain, the front no longer moves uniformly but jumps one wavelength at a time, the interval between two successive jumps increases as the pinning band is approached. Such interactions are also the result of the interaction between the front and the Turing pattern. The interaction between two fronts can lead to the formation of stable pulses [174–178].

In 2D, the Lengyel–Epstein model exhibits subcriticality of both hexagons and stripes. There thus exists a range of parameters for which bistability among the hexagons, stripes, and homogeneous steady state occurs. As in 1D, localized structures of one of these states into another stable one can occur; and indeed, stable patches of hexagons inside a homogeneous background are obtained (Fig. 11). Note that such localized hexagons have been recently observed experimentally in the CDIMA reaction and that this observation could point toward a subcritical regime [30,91]. Such localized hexagons can also appear in the strong resonant forcing of oscillators [179,180] or because of localized heating in thermocapillary convection [181]. Another possible localized structure consists of stripes coexisting with hexagons [88,120]. In 2D, the growth of fronts between different types of structures [170,182] is, nevertheless, not as simple as in 1D, because pinning occurs only when the front is perpendicular to the wave vectors of the pattern [120]. Hence the growth of subcritical localized hexagons outside the pinning zone is qualitatively different from that of supercritical hexagons inside an unstable background. In the former case, hexagons grow by adding new points in the directions in which the pinning is the weakest, as observed in the subcritical region of the Lengyel–Epstein model. In
the growth of supercritical hexagons, stripes form along the sides of the hexagons and successively break up into dots, as seen in experiments with the PAMBO system [93], in convection cells [70], and in the Brusselator [120] model, for instance.

4. **Boundaries**

Let us now examine how the perfect stripes and hexagons can be affected by boundaries. In reaction–diffusion systems, boundaries have an important effect on the characteristics of patterns, such as selection and orientation of patterns and the relaxation time necessary to obtain a stationary spatial structure or to relax a defect. These effects are particularly important in small systems in which only a few wavelengths develop [3,21,85,183–188].

Figure 12 compares hexagons obtained at a same time for the same values of parameters and starting from the same random initial condition in a small system with periodic, no flux, or fixed boundary conditions. The periodic boundary conditions lead to regular platforms, and the periodicity for-
Figures II. Hexagons obtained by numerical integration of a 2D Brusselator model with $A = 4.5, D_1 = 7, D_2 = 56$, and $B = 7$, starting from the same random noise initial condition in a system of size 64 × 64. (a) Periodic boundary conditions; (b) no flux boundary conditions; (c) conditions fixing $X = X_0 = A$ and $Y = Y_0 = B/A$ at the boundaries.

The pattern's alignment. Nevertheless, if the length of the system is not exactly an integer multiple of the wavelength, the periodic boundary conditions give rise to a distortion of the hexagonal pattern, as shown in Figure 12(a), in which the angle between the wave vectors is not exactly $\pi/3$ and the hexagons look rather like rhomboids. Periodic boundary conditions partially lift the orientational degeneracy of the initial condition, because the wave vectors can align only along the directions that allow the periodicity to be achieved. Symmetry group arguments [189] have shown that in a square domain with periodic boundary conditions, rhombic patterns and even more complex structures have the potential of being stable [141]. Rhomboids can also have other origins: Temporal forcing of hexagons can select rhombic arrays in some cases [190]. Nonequilateral patterns based on two or three wave vectors of different lengths also occur when rotational invariance is broken [190]. It is, therefore, necessary to be cautious when determining whether rhomboid-like structures observed experimentally in small aspect ratio systems result from a distortion of hexagons because of the boundaries or from a genuine stable solution of the pattern selection problem. A Fourier transform of the pattern can be of some help in that regard, as pure rhombs are characterized by two Fourier modes of same amplitude, whereas deformed hexagons correspond to three peaks of different amplitudes.

No flux boundary conditions also lead to the rapid development of the structures but often result in a distortion of the pattern close to the boundaries [Fig. 12(b)]. Dubiel and Bassomade showed for instance, that striped patterns develop preferentially orthogonally to the walls when no flux boundary conditions are applied [87]. In the middle of the system, the intrinsic wavelength is not constrained, and hexagons develop according to the directions privileged by the initial condition. The fixed boundary conditions, on the
other hand, strongly constrain the structure and easily lead to the formation of
defects [Fig. 12(c)]. Note that several studies have used mesoscopic lattice-gas
 cellular automaton models to examine the effects of fluctuations and
 small system size on Turing structures [192–196].

5. Long-Wavelength Instabilities and Phase Equations

In systems large enough that several dozens of wavelengths develop, boundary
conditions usually play a role limited to a little layer close to the boundaries. In
such a case, starting from random initial conditions, the orientational
degeneracy leads to the formation of domains with different orientations.
The compatibility between these domains is ensured by the presence of
defects. The defects that evolve on a long time scale are typically dislocations,
disclinations, or grain boundaries in stripe structures or penta-hepta defects
in hexagons. Numerous works characterized such defects in detail
[9,19,21,34,197–200] and clarified in particular the interactions among
them [201,202]. A particular type of defect [170,182,203] is the boundary
between two different types of 2D spatial structures. Defects also play a
role in the transition between patterns of different symmetries [204].
Some studies have indeed shown that the unstable planforms are present
in the heart of the stable patterns defects [76,202].

Beyond the influence of boundaries and defects, patterns can also be
deformed because of modulational instabilities owing to a spatial modulation
of the amplitude of their underlying modes. For example, Figure 13 shows
zigzag stripes obtained in the Brusselator model. These stripes coexist
with straight rolls for the same parameter values. One of the other structure
is obtained, depending on the initial condition. In this context, Dufiet
and Boissonade studied the generical instabilities of the stripes in great detail
on the Schnackenberg model [86]. The zigzags are stable until the angle of the
deformation reaches \( \pi/3 \), when they become unstable toward hexagons [85].
The zigzag branch exists because of the competition between wave vectors
belonging to the same band of unstable modes. This effect can be described
only if we take a spatial variation of the amplitude into account. Straight
stripes with their wave vector aligned along \( x \) with \( |k| = k_x \) can be described as

\[
C = C_0 + (Te^{ikx} + c.c.) y
\]  

(5.19)

On the other hand, zigzags imply a transverse modulation along direction \( y \). They can thus be described as a first approximation as

\[
C = C_0 + (Te^{iky} \cos 2\pi x + e^{i\phi} + c.c.) x
\]  

(5.20)
This modulation leads to a change in the local value of the wave vector or equivalently of the stripes phase. The amplitude equation taking this spatial effect into account is the Newell–Whitehead–Segel (NWS) equation [205,206]

$$\frac{\delta T}{\delta t} = \mu T - |T|^2 T + \left( \frac{3}{3 \Lambda^2} - f \frac{\frac{\partial^2 T}{\partial x^2}}{\frac{\partial^2 T}{\partial y^2}} \right) T$$

(5.21)

where $\Lambda$ and $\gamma$ are the length scales on which the spatial modulation of the amplitude occurs. This equation can be derived [21] by the standard perturbation expansion techniques if the slow time and space scales are developed as $\tau = \epsilon^2 \tau$, $x = \epsilon x$, $y = \epsilon y$. The NWS equation features as solution the straight stripes with wavevector $Q$:

$$T_Q = \sqrt{\mu - Q^2} \ e^{iQx} + c.c. \quad \mathcal{Q} < \mu$$

(5.22)
where \( Q \) belongs to the band of unstable wave vectors, i.e., is proportional to \( k - k_c \). To study the stability of these straight stripes in regard to modulus and phase perturbations, let us take

\[
T = (\sqrt{\mu - Q^2 + \nu}) e^{iQX + \theta(x,y)}
\]  

(5.23)

In the absence of spatial derivatives in the amplitude equations, we recover the stability analysis described previously in the construction of the bifurcation diagrams. If this expression is now inserted into the NWS equation we get at the lowest order the evolution equation for the phase \( \theta(x,X,Y) \):

\[
\partial_t \theta = D_x \partial_x^2 \theta + D_y \partial_y^2 \theta
\]

(5.24)

with

\[
D_x = \frac{\mu - 3Q^2}{\mu - Q^2}, \quad D_y = Q
\]

(5.25)

When the phase diffusion coefficients \( D_x \) and \( D_y \) become positive, the longitudinal and transverse perturbations relax through a diffusive process, and the straight rolls are stable. On the other hand, the stripes are unstable toward long-wavelength instabilities if these diffusion coefficients are negative. When \( Q < 0 \), \( D_y \) becomes negative, and the stripes are transversally modulated through a zigzag instability [207–209]; but if \( Q^2 < \mu < 3Q^2 \), \( D_x \) becomes negative, and the bands are longitudinally modulated (Eckhaus instability) [210,211]. Higher-order terms in Eq. (5.24) could saturate this instability, which explains why stable zigzags can be obtained in experiments [48,66,91,124] and numerical simulations [86].

Analogous modulational instabilities occur in hexagonal planforms. For example, an Eckhaus instability of one of the three modes forming a hexagonal planform is shown in Figure 14. Phase equations for hexagonal planforms have recently been derived [182,212–214], and their long-wavelength instabilities have been analyzed [212–214].

Here it is important to note that the spatial derivatives appearing in the NWS Eq. (5.20) for stripes take this form only because we assumed at the beginning that the stripes were aligned along \( x \). This \textit{a priori} choice supposes that one direction is privileged. Recently, a debate appeared in the literature arguing that amplitude equations should satisfy rotational invariance [34,90,215–219]. In that case, the spatial derivatives present in the amplitude equations are different from those in the NWS. The main consequence of the new nonlinear gradient terms [220,221] that appear in the amplitude equations satisfying such rotational invariance is that they affect the stability of the different planforms and, in particular, allow the stabilization of rhombs.
[89,90,215,221], such as those observed in the CIMA reaction, which are otherwise unstable in the standard bifurcation theory.

C. Three-Dimensional Pattern Selection

One of the main characteristics of the experimental Turing structures is that they are generally three-dimensional objects [47,48,64,69,70,72,98] as soon as the wavelength of the pattern is smaller than any side of the region of the gel in which the symmetry-breaking instability takes place. Hence the pattern selection problem must take into account the possible new structures that arise in 3D.

1. Bifurcation Diagrams

As in 2D, the 3D pattern selection approach starts by writing the concentration in the system as a linear combination of $N$ modes, such as Eq. (4.1). Each 3D structure is also characterized by the number $N$ of modes that underlie its construction. The general temporal evolution equations for the amplitudes $T_i$ with $i = 1, \ldots, N$ become in absence of spatial
modulations \([79, 117, 222]\):

\[
\frac{dT_j}{dt} = \mu T_j + \nu \sum_j \sum_{i \neq j} T_i T_j \delta(k_i + k_j + k_n) - \sum_j g_{ND}(q)|T_j|^2 T_j - g_D|T_j|^2 T_j - \sum_j \sum_{i \neq j} \beta(q) T_i T_j T_k \delta(k_i + k_j + k_n + k_l)
\]  

(5.26)

The coefficients \(g_{ND}(q)\) and \(\beta(q)\) are functions of the angles between the wave vectors considered. Among the solutions to these amplitude equations, we recover the \(N = 1, 2, 3\) solutions already studied in 2D. If \(N = 1\), the stripes become 3D parallel isoconcentration planes, also called lamellae. The 3D extension of the rhombic with \(N = 2\) are prisms, with a rhombic base; whereas the hexagons (\(N = 3\)) correspond to hexagonally packed cylinders (HPC). The relative stability of these patterns extend into 3D the conclusions drawn in 2D, i.e., in the simplest case, lamellae appear supercritically, the rhombic prisms are unstable with respect to the lamellae if \(g_D < g_{ND}\) and HPC arise through a subcritical bifurcation. The total phase of the HPC’s hexagonal basis relaxes either to 0 or \(\pi\), giving rise to two possible solutions: the HPC0 or the HPC\(\pi\).

The interest of the 3D pattern selection problem lies in the possibility of getting new structures that have no 2D equivalent. If \(N = 4\), for instance, the basic wave vectors can form noncoplanar quadrilaterals \((k_1 + k_2 + k_3 + k_4 = 0)\) in Fourier space, a combination corresponding to a face-centered cubic (FCC) structure in real space \([223]\). Again, the condition \(g_D < g_{ND}\) ensures that the FCC structure is unstable. If \(N = 6\), a maximum number of resonances \([224]\) is obtained if the six wave vectors are aligned along the edges of a regular octahedron (Fig. 15) which corresponds

![Figure 15. 3D body-centered cubic symmetry. In Fourier space, the six pairs of wave vectors are parallel to the edges of a regular octahedron. Each pair is involved into two nonplanar resonant triads. From Ref. [15].](image)
in real space to a body-centered cubic (bcc) structure. In this case, each wave vector belongs to two equilateral triangles, and the following three independent resonance conditions must be satisfied [251]:

\[
\begin{align*}
  k_1 + k_2 + k_3 &= 0 \\
  k_1 + k_4 + k_5 &= 0 \\
  k_2 - k_4 + k_6 &= 0
\end{align*}
\]

(5.27)

Recalling that the amplitudes \( T_j = R_j e^{i\phi_j} \), the resonance conditions on the wave vectors in Fourier space come down to conditions on the phases \( \phi_j \). It can be shown that three independent phases \( \Theta_1 = \theta_1 + \theta_2 + \theta_3 \), \( \Theta_2 = \theta_3 + \theta_4 + \theta_7 \), and \( \Theta_3 = \theta_2 - \theta_4 + \theta_6 \) must be known to completely characterize the BCC pattern. A stability analysis of the BCC pattern indicates that only two possibilities exist:

\[
\begin{align*}
  \Theta_1 = \Theta_2 = \Theta_3 = 0 \\
  \Theta_1 = \Theta_2 = \Theta_3 = \pi
\end{align*}
\]

(5.28) (5.29)

Figure 36. Continued opposite.
The corresponding structures are thus called BCC0 and BCCn. In real space, BCC0 has its maxima of concentrations organized as a body-centered cubic lattice, whereas the minima fill in the interspace between the maxima as filamental structures with cubic symmetry. The reverse situation is obtained in the BCCn case (Fig. 16). The relative stability analysis of the BCC structure with the other 3D patterns shows that the BCC pattern arises subcritically and becomes unstable toward the HPC at higher values of the control parameters. A succession of BCC–HPC–lamellae with regions of bistability is, therefore, predicted analytically; the total phase of the BCC depends on the sign of the quadratic term ν [75, 117, 222, 223]. This bifurcation scenario was confirmed.
by numerical integration of the Brusselator model (Fig. 17) [117] and bears analogies with those occurring in equilibrium systems [226]. It was suggested that other 3D patterns, for instance a double-diamond structure in which the maxima and minima form two interlocked diamond lattices, could be stable as well [79,227]. In fact, a classification of the primary solution branches of different lattices with periodic boundary conditions was performed in 3D by Dionne and co-workers [228,229]. Callahan and Knobloch checked the stability conditions of several of these 3D patterns (including FCC and double-diamond structures) on three cubic lattices [227,230,231]. In particular, they specified parameter regions in the Brusselator model [227,231] and the Lengyel–Epstein model [231] for which cells, FCC, or the double-diamond should be stable with respect to perturbations on these lattices. Unfortunately, these values are outside those already scanned in 3D numerical simulations [117,222]. It remains to be checked how these conclusions generalize to arbitrary boundary conditions and spatially extended systems. The problems is even more complicated as evidence exists that outside the weakly nonlinear regime, the traditional pattern selection competition is drastically changed when higher harmonics come into play [232,233]. Such effects should be kept in mind when experimental data are analyzed.
2. Minimal Surfaces

The experimentally observed 3D Turing patterns could be compatible with the BCC, HPC, or lamellae symmetries \( [63,64,72] \) predicted by the theoretical works. Nevertheless, a clear interpretation of the experiments is often made cumbersome by the difficulty in resolving the changes in concentration in the depth of the gel and by the presence of gradients and defects \( [72] \). Ramps localize the 3D structures in subregions of the reactor \( [102] \), and different patterns can develop and coexist spatially at different depths in the gel reactor \( [48,66-70,92,91,104] \). This localization favors the appearance of defects in the transition zone between two different symmetries. It is, therefore, important to have insight into the possible defects existing in 3D. The defects of 3D patterns were the subject of extensive studies in solid state \( [223] \), liquid crystal \( [234-237] \), and macromolecular \( [238] \) physics. The 3D chemical Turing structures contain the traditional defects of 3D crystals, such as dislocations and disclinations (Fig. 18). The description of these defects can be made as in 2D in the framework of phase diffusion equations \( [19,239,240] \). In particular, Pismen \( [239] \) used phase equations to show that resonance conditions can cause confinement of dislocations in 3D.

In addition to point and line defects, a class of defects organized along a minimal surface was recently noted in the Brusselator model \( [117] \). This defect consists in a twist-grain boundary continuously joining two orthogonal sets of perfect lamellae (Fig. 19). The same kind of twist-grain boundary was evidenced in block copolymers \( [238,241] \), amphiphilic systems \( [242] \) and liquid crystals \( [237] \). It can be shown that such a twist-grain boundary embodies a whole family of constant mean curvature surfaces spanned by the isoconcentration surfaces. Among them, the zero mean curvature surface corresponding to the unstable reference state’s isoconcentration surface is of particular interest, as it corresponds to the first Scherk minimal surface \( [238] \). In this minimal surface, the connection between the two orthogonal sets of lamellae consists in a doubly periodic array of saddle surface regions (Fig. 19). Such minimal surfaces are frequently encountered in numerical simulations of the Brusselator model in the region of parameters where the lamellae are stable. It can be understood theoretically on the basis of phase equations that both the lamellae and the Scherk surface have the same domain of stability \( [117] \) (Fig. 17).

The observation of a Scherk minimal surface in simulations of a reaction-diffusion model points toward a new vision of the 3D pattern selection problem that should now also take into account all possible structures built on continuous sheets and surfaces rather than on only discrete points or centers on a lattice. This particularity comes from the fact that Turing structures are based on the spatial structuration of concentrations that are by nature
Figure 16. Dislocation in a 3D hexagonal prism pattern obtained by numerical integration of the Brusselator model in a cube with sides equal to 40 and with periodic boundary conditions along the three axes. The parameters are those given in Figure 16, with $B = 7.0$. (a) One upper face of the cube displays two zones of prisms with different orientations; (b, c) planes cutting the previous plane perpendicularly at the locations indicated by the arrows.

Continuous variables rather than on discrete elements, such as atoms in the case of crystals. Chemical Turing structures in that respect join the domain of flexocrystals [243,244] observed in soft matter, i.e., in polymers, microemulsions, and biological vesicles in which complicated geometries (e.g., hexagonally packed hollow loops [245]) have been observed. It is, therefore, probable that other organizations known to embody various kinds of minimal surfaces such as the Schwarz surface, the gyroid structure, and the lamellar
**Figure 19.** Scherk surface observed in the numerical integration of the Brusselator model for the set of parameters given in Figure 16 and $R = 7.3$. Periodic boundary conditions are applied along the x- and y-axes, and no flux boundary conditions are applied along the vertical direction. To have a better visualization of the saddle region, typical of the Scherk surface, the figure zooms in on half the system. The isoconcentration surface corresponds to that of the uniform unstable reference state.

catenoid [242,246], could exist in 3D nonlinear chemical systems because of a Turing instability. If not stable per se, these minimal surfaces could appear as transient states between two stable steady states. In that respect, perforated lamellar states have been evidenced in the transition from lamellae to HPC using a time-dependent Ginzburg–Landau equation [247,248]. It can be reasonably expected that similar effects should exist in reaction–diffusion models as well. In the same spirit for bistable systems, sponge phases [117,249] can be expected to provide the 3D equivalent of the 2D labyrinthine patterns observed in the FT5 reaction.

It may seem trivial at first sight that the pattern selection problem is more involved in 3D systems than in 2D systems; however, today we are beginning to understand that this complexity is even greater because the nature of the spatial organization of 3D and 2D systems differ. In this context, it is important to bear in mind that in the experiments, the presence of concentration gradients sometimes distinguishes a true 3D situation from a suc-
cession of coupled 2D layers [68,70,92]. Bastin et al. [105] indeed showed that the coupling of two pattern-forming layers may lead to the stabilization in one layer of mixed states and triangles such as those observed experimentally [68,90,92], which are otherwise unstable in a single 2D system. Dufet and Boissonade [104] analyzed how the 2D pattern selection is affected when the Turing structures are confined to a monolayer by a gradient of parameters in a 3D system. Note that many studies have also been devoted to the study of 3D oscillatory, bistable, and excitable regimes [5,151,250].

VI. TURING–HOPF INTERACTION

The Turing patterns obtained experimentally exist thanks to the reversible formation of a complex of low mobility between iodide, the activator of the CIMA reaction and the color indicator of the system. Lengyel and Epstein [58] and Pearson [60,63] showed that this complex-forming step does not affect the threshold of the Turing instability but moves the threshold of the Hopf instability away. Therefore, if the concentration of the color indicator is progressively decreased, a transition from standing stationary spatial structures toward temporal oscillations occurs [63,64]. In the transition region, several complex spatiotemporal dynamics have been observed for parameters suggesting the presence of a codimension-two Turing–Hopf point (CTHP) [48,63,64,92,118]. Such a codimension-two point is defined as the point in parameter space for which the thresholds of the Turing and Hopf instabilities are equal.

Degenerated bifurcation points were the subject of several detailed mathematical studies, which mainly considered the temporal dynamics of systems for which a real eigenvalue and a pair of purely imaginary eigenvalues simultaneously cross the imaginary axis [12,251–253]. Near such a degeneracy point, the system can present complex or even chaotic temporal dynamics. Simplified models have also allowed the study of the competition between instabilities breaking the temporal and spatial symmetries, respectively [254–258]. Studies of codimension-two bifurcation have been achieved in hydrodynamics [259–264], electronic networks [263], semiconductors [266], and nonlinear optics [267,268]. In some of these examples, the oscillating regime occurs through a Hopf bifurcation with a finite wavenumber $k$. Here we will study the interaction between steady and oscillating instabilities for a Hopf bifurcation with a zero wavenumber, i.e., when the temporal oscillations are homogeneous. This situation was treated theoretically in several works that focused mainly on small systems [147,155,269,270]. Here we enlarge the description of the spatiotemporal dynamics arising in the vicinity of such a CTHP in connection with the recent experimental observations. In particular, experiments performed in large systems call for additional
insight into long-wavelength instabilities, leading to complex dynamics not studied before.

Let us first review the various 1D dynamics that can be obtained close to a CTHP as predicted on the basis of amplitude equations that account for the coupling between a steady Turing-type mode and a Hopf mode. Owing to resonance possibilities between the Turing and Hopf modes and their harmonics, new solutions arise in addition to the pure modes. These predicted solutions are recovered in numerical integrations of reaction–diffusion models. We will see, however, that several dynamics observed in these models (including some that are observed experimentally) cannot be casted into the amplitude equation formalism. We will also review some of the recent works that focused on the Turing–Hopf interaction in 2D.

A. Interaction between Steady and Hopf Modes

In the vicinity of a CTHP, the concentration field $C$ of a 1D reaction–diffusion system may be expressed in terms of two complex amplitudes $T$ and $H$:

$$C(x, t) = C_0 + T(t, x)e^{ik_x x} + H(t, x)e^{ik_y y} + e.c.$$ (6.1)

where $w_0$ and $w_{ih}$ are the critical Turing and Hopf eigenvectors of the linearized reaction–diffusion operator, respectively; $\omega_0$ is the critical frequency of the limit cycle; and $k_x$ is the critical Turing wave vector. The competition between these modes can be described by two coupled amplitude equations for the Turing and Hopf modes [32,355]:

$$\frac{\partial T}{\partial t} = \mu_T T - g |T|^2 T - \frac{\partial}{\partial x} \left[ D_T \frac{\partial^2 T}{\partial x^2} \right] + D_T \frac{\partial^2 T}{\partial x^2}$$ (8.2)

$$\frac{\partial H}{\partial t} = \mu_H H - \left( \gamma + i \gamma_h \right) |H|^2 H - \frac{\partial}{\partial x} \left[ D_H \frac{\partial^2 H}{\partial x^2} \right] + i \left( D_H + i D_H^T \right) \frac{\partial^2 H}{\partial x^2}$$ (8.3)

where $\mu_H$ and $\mu_H = \mu_H + \gamma$ are the distances from the Turing and Hopf thresholds, respectively. Let us here mention that in the CIMA experiments, the transition between Turing patterns and temporal oscillations can be obtained by varying the malonic acid concentration for a fixed starch concentration or by varying the starch concentration for a given malonic acid concentration. These two concentrations fix the CTHP. The starch concentration determines the ratio between the diffusion coefficients of activator and inhibitor and hence the distance $\gamma$ between the thresholds of the Turing and Hopf instabilities. Varying the concentration of malonic acid would here correspond to vary $\mu_H$. The two thresholds $\mu_H$ and $\mu_T$ can thus be varied independently.
We assume in the following that $g, b, D^T$ and $D^H$ are positive so that both bifurcations are supercritical. Eqs. (6.2) and (6.3) have nonvariational forms because of their asymmetry and the presence of imaginary terms. This set of equations has three nontrivial global solutions:

1. A family of Turing structures:

$$T = \left( \frac{\mu_x - D^T Q^2}{\mu_y} \right) e^{Qx} \quad H = 0 \quad (6.4)$$

2. A one-parameter family of plane waves:

$$T = 0 \quad H = \left( \frac{\mu_H - D^H K^2}{\mu_y} \right) e^{(\Omega_K - \Omega)k} \quad (6.5)$$

with the frequency renormalization: $\Omega_K = -\beta, |H_K|^2 - D^H K^2$, where $H_K$ is the pre-exponential factor in $H$.

3. A two-parameter family of mixed modes:

$$T = \left( \frac{\mu_x(\mu_y - D^T Q^2) - \mu_y(\mu_y - D^H K^2)}{\Delta} \right) e^{Qx} \quad (6.6)$$

$$H = \left( \frac{\mu_H(\mu_H - D^H K^2) - \mu_y(\mu_y - D^T Q^2)}{\Delta} \right) e^{(\Omega_{KQ} - \Omega)k}$$

with $\Delta = \beta, g - \lambda \delta$, and $\Omega_{KQ} = -\beta, |H_{KQ}|^2 - \delta, |T_{KQ}|^2 - D^H K^2$, where $H_{KQ}$ and $T_{KQ}$ are the pre-exponential factors of $H$ and $T$.

Various bifurcation scenarios may be obtained by studying, along the lines of the procedure detailed previously, the stability of each of these solutions in regard to homogeneous perturbations and perturbations favoring the other solutions. When $\Delta < 0$, the mixed mode is always unstable and bistability between the limit cycle and the Turing mode occurs [Fig. 20(a)]. When $\Delta > 0$, the mixed mode exists and is stable in the domain in which both pure Turing and Hopf modes are unstable [655,269] [Fig. 20(b)].

The coupling between the Turing and Hopf instabilities allows us to observe Turing–Hopf bistability or a Turing–Hopf mixed mode, depending on the values of parameters. In the bistability regime, the system is expected to give rise, for the same set of parameters, either to a steady spatial pattern or to a homogeneously oscillating concentration, depending on the initial condition. In the mixed mode stability domain, a spatial structure
characterized by the Turing wavelength is expected, each point of the structure oscillating in phase with the same Hopf frequency.

These predictions are altered in large systems, in which spatial modulations of the amplitude can lead to long-wavelength instabilities. In the absence of spatial modulations, Eqs. (6.2) and (6.3) are invariant under the transformations $T \to T e^{\theta}$ and $H \to H e^{\theta}$. As a result, the corresponding matrix linearized around the mixed mode has two zero eigenvalues. When spatially inhomogeneous perturbations are taken into account, these marginal modes may induce diffusive instabilities of the phases. The marginal mode associated to the amplitude equation for $T$ is related to the long-wavelength instabilities of stationary structures, such as the ziggag or Eckhaus instabilities [19] (see Section V.B.5). The marginal mode associated with $H$ can undergo the Benjamin–Feir instability of the limit cycle. This instability leads to a desynchronization of the temporal oscillations at various locations in the system, resulting in spatiotemporal chaos. The Benjamin–Feir instability occurs when the inequality

$$D_T^R \beta_T + D_T^H \beta_T < 0$$

is true. An analogous criterion of instability can be obtained for the Turing–Hopf mixed mode [271]. In particular, the most stable mixed mode ($Q = 0, K = 0$) undergoes such an instability when

$$D = D_T^R(\beta_T e^{-i\delta_T}) + D_T^H(\beta_T e^{-i\delta_T}) < 0$$

(6.3)
Note that the Benjamin–Feir instability criterion [Eq. (6.7)] of the Hopf mode is recovered when all the parameters related to the coupling between the two modes are set equal to zero in Eq. (6.8). It is nevertheless important to note that Eq. (6.8) may be satisfied even when Eq. (6.7) is not fulfilled, i.e., when the limit cycle is stable with respect to the modulational instability. Thus, the destabilization of the Turing–Hopf mixed mode exists genuinely because of the coupling between these two modes.

Numerical integration of Eqs. (6.2) and (6.3) shows that when $D < 0$ the mixed mode is indeed unstable [271]. According to the values of the parameters, the system then enters either a phase-turbulent regime, similar to that of the Kuramoto–Sivashinsky equation [272,273], or a defect chaos regime, characterized by phase defects and large amplitude fluctuations on both $T$ and $H$ [274–276]. The domain of existence of these two types of chaos bears analogies with the dynamics obtained in the 1D complex Ginzburg–Landau equation in its Benjamin–Feir unstable regime [277].

Let us now examine how these predictions based on the amplitude equation formalism are recovered in the Brusselator reaction–diffusion model. We recall that this model (introduced in Section V.A) exhibits for a given value of parameter $A$ a CTHP when the ratio $\sigma = D_x / D_y$ reaches its critical value

$$\sigma_c = \left[ \frac{\sqrt{1 + \frac{A^2}{A^*}} - 1}{A^*} \right]^2$$

(6.9)

where $D_x$ and $D_y$ are the diffusion coefficients of the two variables of the model.

1. Mixed Modes

For several values of parameters close to a CTHP, the Brusselator model [119] and other reaction–diffusion models [268,278] exhibit a stable mixed mode, corresponding to a spatial pattern with the Turing wave number oscillating in time with the Hopf frequency [118,279] (Fig. 21). A space–time map of these dynamics shows the polygonal space–time structure characteristic of mixed modes [Fig. 22(a)]. This invalidates the conclusions of Rovinsky and Menzinger [280], who stated that the mixed mode is always unstable in the Brusselator model, and the statement of Tildi and Haslerman [268], who noted that the mixed mode is not generic in reaction–diffusion models. Using the size $L$ of the system as a bifurcation parameter, the mixed mode becomes phase unstable when $L$ increases and the system enters a regime of spatiotemporal chaos [119]. The fact that this chaos appears when using the length of the system as a control parameter confirms that we
Figure 21. A Turing-Hopf mixed mode observed in a 1D Brusselator model in a system of length $L$ with periodic boundary conditions; $A = 0.8, B_c = 1.11, D_y = 10$, and $S = 1.675$.

(a) The spatial profile taken at one given time. The spatial structure corresponds to a Turing pattern with wavenumber $k_s$. (b) Periodic temporal dynamics at one given fixed point of the system, showing oscillations with the Hopf frequency $\omega_h$.

Figure 22. A space–time map of the three types of mixed modes existing near a CTHP, displaying the 1D spatial dynamics in the Brusselator model versus time running upward.

(a) Turing–Hopf mixed mode with $A = 0.8, B_c = 1.11, D_y = 10$, and $S = 1.675$;
(b) subharmonic Turing mode with $A = 3, B_c = 5.1948, D_y = 10$, and $S = 18.45$;
(c) subharmonic Turing–Hopf mode with $A = 3, B_c = 5.73, D_y = 10$, and $S = 11$.

are dealing with the predicted long-wavelength instability and not with an homoclinic type of chaos. Such spatiotemporal chaos obtained close to a CTHP may be relevant to experimental observations in gas discharges [281] or to those observed in the CEWA reaction [63,92]. It might also be the mechanism leading to chemical turbulence numerically obtained in an enzymatic reaction–diffusion system [282]. Complex mixing of different spa-
tiotemporal dynamics are also obtained: The stable mixed mode can appear as a localized structure in a Turing pattern when the size of the system is increased [119]. This mixed mode, generic of the CTHP, is characterized by one wavenumber \( k \), and one frequency \( \omega \). Other types of mixed modes are also observed close to the CTHP, but in such cases they occur as a result of subharmonic instabilities, as will be described later.

2. Bistability and Localized Structures

In the Turing–Hopf bistability domain, the system evolves for a given set of parameters either to homogeneous temporal oscillations or to a stationary spatial pattern, depending on the initial conditions. For several values of parameters near the CTHP, bistability is observed numerically in the Brusselator model. In this regime, a stable front can exist between a Turing domain and a train of plane waves [Fig. 23(a)]. The stability of such a front is related to a nonadiabatic effect owing to the interaction of the front with the periodicity of the spatial organization [79,88,98,108–120,168–170], such as that leading to stable fronts between Turing patterns and a homogeneous steady state in subcritical regimes (see Section V.B.3). The intrinsic pinning of the Turing–Hopf front occurs for a large set of values of the control parameter \( \beta \) (Fig. 24). The nonadiabatic effect also accounts for a stepwise progression of the Turing–Hopf front outside the pinning domain [79,119,120]. In this process, the mode-locking phenomenon shows up as a tendency of the average velocity to lock into rational multiples of the Hopf frequency [283]. The simplest mode-locking is one wavelength for one frequency, but other ratios are possible, as long as there is an integer number of wavelengths per period of oscillation or vice versa. In these situations, the front may progress faster or slower, and to satisfy the nonadiabatic
constraint, the system then sometimes creates temporary localized subzones [119]. Recently, the velocity of such Turing–Hopf fronts has been studied in detail by Or-Guil and Bode [283a].

Two interacting fronts may then build up droplets of one global state imbedded into another [174–178]. The juxtaposition of two Turing–Hopf fronts leads to stable localized droplets of a Turing (Hopf) state imbedded into a Hopf (Turing) domain [Fig. 23(b)]. We observe that, if the Turing core contains several wavelengths, the stability domain of such localized structures is the same as that of the front (Fig. 24); and their stabilization can correspondingly be ascribed to nonadiabatic pinning effects, as in the case of the simple front. If the localized Turing domain contains few wavelengths, this stabilizing nonadiabatic effect can no longer be invoked alone. Stable localized Turing patterns with few wavelengths are nevertheless observed in the Brusselator model, and the fewer wavelengths they contain, the larger their stability domain. Thus, their stability results from nonvariational effects that in other systems [284–287] stabilize localized structures if they provide a repulsive interaction between two fronts that otherwise attract each other [19,174,175,288]. They can, therefore, account for the existence of localized droplets of one state embedded into the other state. This effect is strongest for the so-called flip-flop localized pattern with the smallest core [Fig. 23(c)] and, therefore, the widest stability domain (Fig. 24). This could explain why the flip-flop is the only localized pattern to be observed experimentally in the CIMA reaction for concentration values near the CTHP [64] (Fig. 5).
Turing–Hopf localized structures have also been observed experimentally in 1D arrays of resistively coupled nonlinear LC oscillators [265] and in binary fluid convection [262].

Bistability between the Turing and Hopf modes near a CTHP had long been predicted in the amplitude equation formalism [135]. Recent studies have shown that in this bistability regime, localized structures of one state embedded into the other can be stabilized by a combination of nonadiabatic and nonvariational effects [118–120].

B. Subharmonic Instabilities

When numerical integration of reaction–diffusion models are carried out near a CTHP, scenarios [119,278] occur that do not fit in the bifurcation diagrams of Figure 20 predicted by the amplitude equations Eqs. (6.2) and (6.3) for the coupled Turing and Hopf modes. In particular, two new mixed modes are observed that contain more than one wavenumber. Fourier transforming these spatiotemporal dynamics point out the presence of subharmonic modes of both Turing and Hopf states. These subharmonic modes can be excited because of subharmonic instabilities of the pure Turing and Hopf modes. Indeed, if the bifurcation parameter near the

![Figure 25. Dispersion relations explaining the resonances between the Turing and Hopf modes, with their subharmonics in the vicinity of a CTHP. The plain line and dashed line represent the real and imaginary part, respectively, of the eigenvalues of the linear stability analysis. (a) The subharmonic \( 4/2 \) of the Turing wavenumber \( k \) corresponds to an eigenvalue with a nonvanishing frequency \( \omega(4/2) \). The coupling between the Turing mode and its subharmonic leads to a subharmonic Turing mode with two wavenumbers \( k, 4k/2 \) and one frequency \( \omega(4k/2) \). (b) The subharmonic \( 2\alpha/2 \) of the Hopf mode is a wave with wavenumber \( 4\alpha/2 \). If this wavenumber is on the order of the subharmonic of the Turing wavenumber \( 2\alpha \), then resonance between the Hopf mode, its subharmonic, and the Turing mode leads to a subharmonic Turing–Hopf mode with two wavenumbers \( k, 4k/2 \), \( 2\alpha \) and two frequencies \( \omega, \omega(2) \).]
CTHP is increased, conditions are often such that the root of the characteristic equation corresponding to the subharmonic of the Turing mode, with wave-number $k_c/2$, crosses the imaginary axis (i.e., this mode becomes active), and its imaginary part $\omega_0$ is different from zero, i.e., $\omega_0(k_c/2) \neq 0$ [Fig. 25(a)]. Therefore, the subharmonic mode lies in the Hopf part of the linear dispersion relation. A resonance can then occur between the Turing mode with a wavenumber-frequency couple $(k_c, 0)$ of amplitude $T$ and its subharmonic mode $(k_c/2, \omega_0(k_c/2))$ corresponding to left and right traveling waves of amplitude $A_R$ and $A_L$ [289]. The concentration field is then described as

$$C(x, t) = \mathcal{C}_0 + Te^{i(k_c x - \omega_0 t)} + A_L e^{i\omega_0(t-y)\frac{x}{2}} + \text{c.c.}$$

where $\mathcal{C}_0$ and $\mathcal{C}_1$ are the critical eigenvectors corresponding to the left- and right-going waves of wave number $k_c/2$ and frequency $\omega_0(k_c/2)$. The coupled amplitude equations for the modes read [119,290–292]

$$\frac{\partial T}{\partial t} = \mu T - g|T|^2 T - \lambda_2 (|A_R|^2 + |A_L|^2) T + vA_R A_L + D_T \frac{\partial^2 T}{\partial x^2}$$

$$\frac{\partial A_R}{\partial t} = \mu_A A_R - g'|A_L|^2 A_R - \lambda' |A_L|^2 A_R$$

$$- \lambda'|T|^2 A_R + v'T A_L + D' \frac{\partial^2 A_R}{\partial x^2}$$

$$\frac{\partial A_L}{\partial t} = \mu_A A_L - g'|A_R|^2 A_L - \lambda' |A_L|^2 A_L$$

$$- \lambda'|T|^2 A_L + v'T A_R + D' \frac{\partial^2 A_L}{\partial x^2}$$

A linear stability analysis of the solutions to this set of equations shows that for some values of coefficients a mixed standing wave mode ($T \neq 0, A_R = A_L \neq 0$), characterized by two wavenumbers $k_c, k_c/2$ and one frequency $\omega_0(k_c/2)$, can bifurcate from the pure Turing mode ($T \neq 0, A_R = A_L = 0$) [291]. This situation corresponds to one of the mixed modes observed in the Brusselator [119] [Fig. 22(b)] and in the Gray and Scott model [293]. It also describes oscillating subharmonic patterns observed experimentally in the flow of a viscous fluid inside a partially filled rotating horizontal cylinder [263,264]. This subharmonic Turing mode can furthermore become phase unstable [294], giving rise to spatiotemporal chaos, as seen in the hydrodynamics experiments.

A subharmonic instability can also affect the Hopf mode $(0, \omega_0)$ when it interacts with its subharmonic mode $k(\omega_0/2), \omega_0/2$. A theoretical analysis
in the same spirit as that described above shows that a pure Hopf mode may become unstable toward a mixed mode composed of this Hopf state and its subharmonic. This new mixed mode is characterized by one wavenumber $k(\omega_0/2)$ and two frequencies $\omega_0, \omega_0/2$. Such a mode is not seen in the simulations with the Brusselator model, because near the CTBP it may itself easily resonate with a pure Turing mode of wavenumber $k_c \approx 2k(\omega_0/2)$ [Fig. 25(b)]. The resulting dynamics is another mixed state, dubbed a subharmonic Turing–Hopf mode, characterized by two wavenumbers $k(\omega_0/2), 2k(\omega_0/2)$ and two frequencies $\omega_0, \omega_0/2$. At a given time, the concentration exhibits alternation of high- and low-amplitude peaks in the spatial structure [Fig. 26(a)]. Each spatial location oscillates in time, alternating high- and low-amplitude temporal oscillations resulting from the superposition of the Hopf mode and its subharmonic [Fig. 26(b)]. These spatiotemporal dynamics were observed in numerical simulations of the Brusselator [119] model [Figs. 22c and 26], the Gray–Scott model [294], and a reaction–diffusion model of a semiconductor device [266,278,295]. In large systems, this subharmonic Turing–Hopf mode can also become phase unstable, leading the system to spatiotemporal chaos [117,278].

![Figure 26. Subharmonic Turing-Hopf mixed mode observed in a 1D Brusselator model in a system of length 128 with periodic boundary conditions: $A = 3$, $D_0 = 5.71$, $D_1 = 10$, and $\beta = 11$. (a) Spatial profile taken at a given time. Two wavelengths — the Turing one and the double of it (corresponding to the subharmonic of the Turing wave vector) — are underlying the spatial structure. Later, the minima become maxima and vice versa. (b) Periodic temporal dynamics at a given fixed point of the system, showing oscillations with two frequencies: the Hopf one and its subharmonic.](image-url)
To summarize, four main types of spatiotemporal dynamics are commonly encountered near a CTHP:

1. Turing–Hopf bistability, which leads to various localized structures, such as the flip-flop.

2. A Turing–Hopf mixed mode, a pure Turing structure oscillating in time with the Hopf frequency.

3. A subharmonic Turing mode, a spatial structure with two wavenumbers and one frequency.

4. A subharmonic Turing–Hopf mode, which leads in the vicinity of a Turing bifurcation, to structures with two wavenumbers and two frequencies.

In the Brusselator model, these dynamics were classified in an $A$ versus $\sigma/\sigma_r$ parameter space (Fig. 27). Here it is important to recall that in the Brusselator model, the frequency of Hopf temporal oscillations is equal to the value of the parameter $A$, which thus fixes the time scale of the system. Similarly, $\sigma$ relates to the diffusion coefficients that fix the space scale. Figure 27 displays a time scale versus a space scale parameter space. An analogous classification has been performed for the spatiotemporal dynamics occurring in a reaction–diffusion model that describes semiconductor transport near a CTHP [278]. In that system, Turing–Hopf bistability (and related localized structures) and the simple and subharmonic mixed modes have been observed as well. In that case the spatiotemporal self-organization is that of the current density rather than that of chemical concentrations. In the semiconductor model, the classification in the time scale versus space scale of the various spatiotemporal dynamics near the CTHP presents strong similarities with the one shown for the Brusselator model.

We propose, therefore, that a time-scale versus length-scale diagram might be an appropriate way for organizing the comparison with other models that present CTHP, because it separates the different scales that reflect the spatial character of the Turing mode and temporal character of the Hopf mode. In this sense, this type of diagram might be useful for looking for the predicted spatiotemporal dynamics characteristic of an interaction between a steady instability (not necessarily the Turing one) and a Hopf instability. In particular, in nonlinear optics, Turing–Hopf bistability and related localized structures [267] as well as the Turing–Hopf mixed mode [267,268] were identified close to codimension-two Turing–Hopf points. We believe that the subharmonic mixed modes could also be found in the parameter space of these nonlinear optical systems using the above classification.
Figure 23: Summary of the various bifurcation scenarios observed for the Brusselator model and classified in the parameter space $A$ versus $\nu/\sigma$. $\Delta$ stands for Turing–Hopf bistability (with the corresponding localized structures). MM relates to the Turing–Hopf mixed mode (characterized by the wavevector $k_c$ and the frequency $\omega_c$). The subharmonic Turing mode with two wavevectors $k_{c1}, k_{c2}/2$ and one frequency $\omega_c$ is designated by sub T; the subharmonic Turing–Hopf mode with two wavevectors $k_{c1}, k_{c2}/2$ and two frequencies $\omega_c, \omega_c/2$ is designated by sub HT. The succession T-MM-HT, for example, means that, when increasing the bifurcation parameter $A$, $\nu/\sigma$, coupled, successive transitions between pure Turing patterns, a mixed mode, and Hopf oscillations are observed. When $\nu/\sigma = 1$, the first solution to appear beyond the critical point is a Hopf mode, whereas the Turing mode is dominant at criticality when $\nu/\sigma < 1$. 
D. Two-Dimensional Spatiotemporal Dynamics

All the Turing–Hopf spatiotemporal dynamics predicted in 1D systems have equivalents in 2D systems. Beyond the pure Turing and pure Hopf solutions, the Turing–Hopf interaction can lead to 2D mixed modes, such as stripes and hexagons, oscillating homogeneously in time with one frequency or to bistability between Turing patterns and a Hopf homogeneous temporal oscillation [9,119,296]. In the bistability regimes, Jensen and co-workers [120,121] that a Turing dot at the tip of a 2D spiral obtained numerically in the Lengyel–Epstein model is the equivalent of the 1D well-studied flip-flop [64,100]. Such a Turing–Hopf spiral was observed experimentally [48,92,98]. Localized structures with more than one Turing dot are difficult to obtain, because in 2D, pinning of a Turing–Hopf front owing to the underlying interaction of the front with the pattern occurs only in some privileged directions. This explains why fronts between 2D Turing structures with several wavelengths and an oscillating zone have been obtained only as transients up to now (Fig. 28). Pure 2D Turing–Hopf mixed modes involving only one wavenumber and one frequency have, to our knowledge, never been observed experimentally or numerically, although they should probably be stable for some values of parameters.

On the contrary, the other main types of spatiotemporal dynamic characteristics of the Turing–Hopf interaction, i.e., subharmonic instabilities, arise in 2D simulations of the Brusselator model for parameter values close to a CTHP (Fig. 29). In that case, hexagons or stripes oscillate in time with two frequencies. The hexagonal dots have a little bump in their center, which correspond to the intermediate minima observed in the case of the 1D subharmonic Turing mode [Fig. 16(a)] and are the signature of subhar-

![Figure 28](image-url)
Figure 28. The 2D subharmonic Turing-Hopf modes observed in the Brusselator model for $A = 2.5$, $B = 6.49$, and $D = 8.91$ in a system of size $256 \times 256$ with no flux boundary conditions. (a) Here $\Psi = 7.5$. The highly 2D irregular hexagonal-type patterns shown at a given time. Each spot features a little local minimum in its center, indicating the presence of subharmonics. (b) Here $\Psi = 7.8$. The 2D stripes shown at a given time. Each band also exhibits a little local minimum in its middle. In both (a) and (b), each point of the system oscillates in time with two frequencies, as can be seen in the space–time map, showing the dynamics along one line parallel to the $y$-axis in part (b) versus time running upward. This space–time map is reminiscent of Figure 22(c), evidencing the spatiotemporal dynamics characteristic of a 1D subharmonic Turing–Hopf mixed mode.

The stripes also present analogous little wiggles in their maxima. This behavior can be clearly seen in Figure 29(c), which displays a space–time map of the dynamics along one line of the 2D spatial system. This space–time map is reminiscent of the one characterizing the 1D subharmonic Turing–Hopf mixed mode with two wavenumbers and two frequencies [119] [Fig. 22(c)]. It is however not clear yet which spatial and temporal subharmonics are involved when more than one basic wave vector is present, as in the case of hexagons [297].

Earlier we saw that phase instabilities of the various Turing–Hopf mixed modes may lead to spatiotemporal chaos in 1D [271,291]. Chaotic 2D dynamics have often been observed experimentally [48,69,92] and numerically
[119,121,295] in the vicinity of a codimension-two Turing–Hopf point, but no characterization of the destabilizing instabilities have been provided. The study of the 2D Turing–Hopf spatiotemporal dynamics is thus still in its infancy.

In several systems, the Turing–Hopf interaction implies a Hopf mode with a nonzero wavenumber [256,258,296]. In that case, the number of possible resonances between the Turing and Hopf wavenumbers become much more important. These resonances provide interesting new 2D dynamics, such as winking hexagons [299], drifting rhombi [300], or hexagons [301], and even quasicrystalline patterns [302,303].

We saw that characteristics of the patterns emerging in a monostable reaction–diffusion system are greatly affected by the vicinity of another competing bifurcation, such as the Hopf one. The main advantage of chemical systems is that they allow competition with a bifurcation between different homogeneous steady states. Let us now examine which type of spatiotemporal dynamics such an interplay may induce.

VII. BISTABLE SYSTEMS

The labyrinthine patterns observed in the FIS reaction [129–131] call for insight into pattern formation in bistable systems. Indeed, bistability between two homogeneous steady states (HSS) characterizes the parameter space in which the FIS spatial structures are obtained. Several other pattern-forming systems, such as gas discharges [37,304], liquid crystals [305], and nonlinear optics [24,364,306], also exhibit bistable regimes. In bistable systems, patterns can result from Turing bifurcations of different homogeneous branches or from morphological instabilities of fronts connecting different HSS. Let us successively examine these two possibilities.

A. Zero Mode

In bistable systems, patterns can emerge through Turing instabilities on the various HSS branches. Recently, some studies focused on the pattern selection problem using the bistable FitzHugh–Nagumo model [27,307,308] or the Gray and Scott model [293,309]. Two situations leading to bistability are a pitchfork bifurcation (generally imperfect) from one HSS toward two different HSS or an hysteresis loop formed by two back-to-back saddle-node bifurcations, as encountered in the FIS system. The study of the pattern selection can be carried out in the vicinity of the cusp point of these transitions. This analysis relies on the fact that the homogeneous perturbations are quasi neutral. As a consequence, a zero mode becomes active and must be taken into account in the dynamics. If some of the HSS undergo diffusive instabilities, it is expected that for some values of parameters the Turing
and homogeneous bifurcations can interact. In that case, the concentration field \( C \) is constructed as

\[
\bar{C}(r, t) = C_0 + \bar{T}_0 \varphi_0 + \sum_{j=1}^{N} \left[ T_j e^{\lambda_j r} + T_j^* e^{-\lambda_j r} \right] \varphi_j + \mathcal{O}(\ldots)
\]

(7.1)

where \( \varphi_0 \) and \( \varphi_j \) are the eigenvectors of the Jacobian matrix of the homogeneous and distributed systems, respectively. The pattern selection problem is then ruled by coupled amplitude equations for \( T_0 \) and the \( T_j \). The coupling with the zero mode has a profound influence on the possible bifurcation scenarios. In 1D, it can give rise to a rich variety of subharmonic and superharmonic patterns [310] and even to spatial chaos [311]. In 2D, the corresponding amplitude equations are [312,225]

\[
\frac{dT_0}{dt} = f(T_0) + \pi \sum_{j=1}^{J} \left| T_j \right|^2 - \beta_1 \left[ \sum_{j=1}^{J} \left| T_j \right|^2 \right] T_0 - \beta_2 \left( T_1^* T_2 T_3^* T_4 + T_4 T_2 T_3 T_1 \right)
\]

(7.2)

\[
\frac{dT_1}{dt} = \mu T_1 + \alpha \left[ T_0 T_1 + T_2 T_3^* \right] - \beta_1 \left| T_1 \right|^2 T_1
\]

\[
- \gamma_2 \left[ \left| T_2 \right|^2 + \left| T_3 \right|^2 \right] T_1 - \gamma_3 T_1 T_2^* T_3 - \gamma_4 T_0 T_2^* T_3^* T_4
\]

(7.3)

where \( \beta_1, \beta_2, \gamma_2, \) and \( \gamma_4 \) are taken to be positive and \( k_1 + k_2 + k_3 = 0 \). The equations for \( T_2 \) and \( T_3 \) are obtained by cyclic permutations of the subscripts in Eq. (7.3). These equations admit the following classes of solutions:

1. Homogeneous solutions \( T_0 \) given by \( f(T_0) = 0 \) with \( T_j = 0 \) corresponding to the reference HSS of the bistable regime.

2. Mixed spatial pattern solutions with smectic \((T_0 \neq 0, |T_1| \neq 0, T_2 = T_3 = 0)\) or hexagonal symmetry \((T_0 \neq 0, |T_1| = |T_2| = |T_3| \neq 0)\).

It is important to note here that pure stripes or hexagons are generally not solutions to the problem. Moreover, the presence of the amplitude of the homogeneous mode in the pseudo quadratic term \( \pi = \gamma_4 T_0^2 - \alpha \) of the amplitude Eq. (7.3) for the Turing modes has several consequences for pattern selection. First of all, the sum of the phases \( \Theta = \theta_1 + \theta_2 + \theta_3 \) of the spatial component of the hexagons depends on the sign of \( T_0 \), the amplitude of the homogeneous component of the spatial pattern, because it now obeys an equation of the type

\[
\frac{d\Theta}{dt} \sim (\gamma_4 T_0^2 - \pi) \sin \Theta
\]

(7.4)

The phase \( \Theta \) relaxes to zero or \( \pi \), depending on whether \((\gamma_4 T_0^2 - \pi)\) is < 0 or > 0, respectively, forming \( H0 \) or \( H\pi \) mixed hexagons that may even coexist.
Figure 3a. Fronts between H0 and Hr hexagons observed in a numerical integration of the FitzHugh–Nagumo model for conditions such that a Turing instability occurs in the vicinity of a bifurcation between different homogeneous steady states. From Ref. [101].

Then the fronts between H0 and Hr hexagons can be sustained (Fig. 3a). Such fronts have been observed experimentally in convection with SF6 near its critical point [312] and in oscillated granular layers [161]. As \( T_b \) is modified when varying the bifurcation parameter, it may bring about a change of sign of the overall quadratic term \( \alpha \), leading to possible re-entrance of hexagons, as observed in liquid crystals [305] or in a gas discharge experiments [304]. In 3D systems, the same processes applies, and re-entrant BCC or HPC phases are also obtained [225], leading to bifurcation diagrams similar to those obtained for block copolymers [313]. Note that this re-entrance should not be confused with the model–dependent re-entrance that occurs when the nonlinear terms vary with the bifurcation parameter [54,86] (see Section V.B.2). The re-entrance from a zero mode is more generic and occurs as soon as the Turing instability arises in the vicinity of bifurcations among different HSS. The fact that the quadratic term is a function of \( T_b \) also leads to the large subcritical appearance of the various planforms and, as a consequence, to possible localized structures, such as 2D hexagonal domains of H0 or Hr embedded into the uniform state [99]. More strikingly, if \( \alpha = 0 \), the vicinity of a bifurcation toward HSS can give rise to the stabilization beyond the stripes of both hexagonal phases, even in systems exhibiting inversion symmetry [27,225,344].
The possible bifurcation scenarios in bistable systems can thus be different from those occurring in the absence of the zero mode. Let us also note that, in bistable systems, the amplitude of the mixed Turing-homogeneous mode patterns is on the order of the difference in amplitudes between the two HSS and is thus usually quite large. In some cases, isolated branches of such patterns can form [307,308], and the corresponding high amplitude structures can then be reached only by local finite perturbations applied to the HSS as observed in the FIS experiment [129]. Such perturbations generate fronts connecting the two HSS. If such a front now undergoes a morphologic instability, the system may evolve toward the isolated Turing branch and settle down as a high-amplitude stationary labyrinthine or hexagonal pattern, as observed in numerical simulations of the FitzHugh–Nagumo model [151]. In addition to the labyrinthine structures observed by Lee and co-workers [129], this could also explain experimental observations with the CDIMA system conducted near a cusp point in the monostable regime in the vicinity of two different HSS. There, a flowerlike structure develops when a circular front between the two HSS is unstable because of a morphologic instability. The flower petals successively break into a hexagonal pattern, which is the asymptotic state of the system [80].

B. Morphologic Instabilities

Many studies have been devoted to the properties of fronts linking two HSS in bistable systems [26,274,315–317]. If the system is composed of at least two species with sufficiently different diffusion coefficients, planar fronts can become unstable, because of morphologic instabilities that lead to a deformation of the interface between the two HSS [274,315]. When two fronts come close together, repulsion at short distances occurs, excluding fusion or breakup of the fronts and leading to labyrinthine patterns [129–131]. Numerous theoretical works focused on such instabilities that give rise to fronts and patterns of this type [26,138,174,318–330].

In such systems, a wealth of different spatiotemporal dynamics is observed, depending on the ratios between the characteristic time and space scales of the activator and inhibitor of the system [26,318,319]. For example, an investigation of the front dynamics in bistable systems was performed in both the fast inhibitor limit [26,318,320] and the slow inhibitor limit [321–324]. The models commonly used in these investigations on reaction–diffusion systems are the bistable FitzHugh–Nagumo-type models [26,138,156,157,319,324,325], the Gáspár–Showalter model of the FIS reaction [130,135,137], and the Gray–Scott model. This last model has allowed, among other things, detailed study of the spot replication process [130,131,136–138,293,309,319,326,331–333].

To account for the properties of labyrinthine structures observed in the FIS reaction, several complementary approaches have been used, such as a general
asymptotic theory of instabilities for patterns with sharp interfaces [328],
interfacial dynamic approaches [321,328,329], and parity-breaking bifurcations of planar fronts [138,324,330].

VIII. CONCLUSIONS AND PERSPECTIVES

The study of chemical temporal oscillations started with Belousov’s experimental observations of the now well-known Belousov–Zhabotinskii reaction [42], which was skeptically received by the scientific community [334]. It was only in the 1970s that the number of works devoted to these temporal oscillations took off [7,42,43]. Today, oscillating reactions are a classical domain of nonlinear science and are recognized as a key element in the understanding of several biorhythms [335]. They are now being considered in the engineering domain for applications such as temporally modulated drug release [336,337] and possible digital logic [338].

Spatial chemical patterns may now be on their way to an analogous history. Turing structures were predicted theoretically quite a long time ago; and the recently experimentally observed structures have led to many studies devoted to spatial chemical patterns and related spatiotemporal dynamics. Nevertheless, more work is needed to unravel the richness of these spatial chemical structures.

First, several aspects of the experimentally obtained Turing patterns call for additional studies, such as the 3D pattern selection problem. The fact that the Turing wavelength is intrinsic places reaction–diffusion systems in a unique position among pattern-forming systems for studying all possible 3D self-organizations, which are much richer than in 2D systems [117]. Unavoidably related to that is the problems of gradients and how spatial variation of parameters affects the selection and orientation of spatial structures. Another area of chemical systems is the interaction with other instabilities. The Turing–Hopf coupling provides very rich spatiotemporal dynamics, which are now being discovered in other systems, such as nonlinear optics [267]. It is expected that several dynamics, such as the subharmonic mixed modes and phase instabilities of the Turing–Hopf mixed modes that lead to spatiotemporal chaos, will soon be discovered in those systems as well. Note that the different mechanisms that give rise to chaotic space–time behaviors near a CTHP provide tools for testing to what extent measures that quantify chaotic dynamics are independent of the instability mechanism in the same system. In addition, the spatiotemporal chaos owing to a phase instability of the various mixed modes is much richer than the chaos in the complex Ginzburg–Landau equation, for instance, because the underlying unstable base state contains different Turing and/or Hopf modes. This fact was exploited by Petri and co-workers [294], who stabilized
a spatial pattern and a temporal oscillation out of a chaotic Turing–Hopf mixed mode using chaos-control techniques. In the same spirit, the observation of spatial patterns in bistable reaction–diffusion systems has shown that the pattern selection problem can be affected in the bistability regime by the presence of a homogeneous mode.

The analysis of the coupling between Turing modes with Hopf or homogeneous modes participate in a stream of studies that enlarged the number of modes considered to play a role in the buildup of spatial patterns and spatiotemporal dynamics. In the first classical papers devoted to the Rayleigh–Bénard instability [77,207] and in many papers that focused on spatial patterns, the only structures considered were stripes, squares, and hexagons. Experiments have shown, however, that more spatial modes sometimes need to be considered already in 2D systems, as in the case of quasicrystalline structures observed in the Faraday instability [143,144] and in nonlinear optical systems [145]. Other structures built on the whole circle of unstable modes, such as turbulent crystals [339], have also been described. In addition, modes of different length may sometimes coexist [340] or resonate to yield nonequilateral patterns, black-eyes, decagons, etc [191,341]. In the same spirit, the coupling between a nonoscillatory short-wavelength instability and a long-wavelength neutrally stable mode was recently shown to produce new spatiotemporal dynamics intermediate between those of the traditional long- and short-wavelength ones [342,343]. Oscillatory modes with a finite wavenumber are also able to lead to pattern-forming dynamics in reaction–diffusion systems, such as traveling and standing waves and target patterns in 1D systems [344–346]. In 2D systems, resonance interactions among several pure Hopf waves produce a multiplicity of patterns, including traveling and blinking rolls, rhombi, and hexagons [301,347,348]. All these possibilities are potentially viable in chemical systems and remain topics of future research.

Beyond the complexity related to the increasing number of modes considered, one must also deal with the complexity arising from heterogeneities and anisotropies. Voorrey and co-workers [349] analyzed the effect of spatial inhomogeneities in the distribution of complexing agents on Turing patterns and their switch toward oscillating behaviors. Such a distribution arises if one assumes that diffusion coefficients are space dependent owing to the geometry of the medium [350] or to an imposed spatial distribution of the color indicator in the CIMA system, as was done for the study of waves in patterned systems [351]. This could allow for an understanding of the interplay between the wavelength of the pattern and the typical length scale of the inhomogeneities that sometimes leads to time-dependent solutions [349,352,353]. Such possible coupling is connected with the interaction of different spatial modes alluded to above.
In the same spirit, Turing patterns can be affected by anisotropies, such as those arising from gradients [25], electrical fields [93,125,354–356], and anisotropic diffusion coefficients [357]. An important source of anisotropies is hydrodynamic flows. In the past, hydrodynamic effects prevented the observation of Turing patterns [358,359]. Now that the conditions for obtaining Turing structures in gels to avoid any perturbing hydrodynamic current are better understood, possible competition of Turing structures with flows can be studied. Two different situations occur, depending on whether hydrodynamic currents are of internal or external origins. Internal currents may arise owing to chemically driven convection. In gel-free media [63], the density gradients inherent to the spatial variation of concentrations in the Turing pattern can generate local convective motions [360–362]. External currents refer to global flows imposed along a given direction as the result of gradients of pressure or shearing, which lead to advected Turing patterns [196,363–368]. In that case, an absolute and a convective instability [369] of the Turing modes can arise, depending on the flow rate; and the linear stability analysis of the patterns is modified [48,368]. In such systems, one needs to be cautious with the origin of patterns. It is indeed known that noise-sustained spatial structures may emerge in convectively unstable regimes [370], which should not be confused with Turing patterns. Moreover, systems with reactive flows exhibit differential flow-induced chemical instabilities (DIFICI) [371] that are typically convectively unstable [79]. This traveling wave-forming instability occurs when one reactive is bound to a support and another one flows onto it. Owing to the richness of different pattern-forming mechanisms in advection–reaction–diffusion systems and the possible interactions among them [193,366,368,372,373], more work must be done to understand the properties of spatial structures in the presence of flows.

Although the Turing instability and the Rayleigh–Bénard instabilities have been the paradigms of pattern formation instabilities in chemical and hydrodynamic systems, respectively, other pattern-forming conditions related to chemical systems have also been studied. For example, Petrov and co-workers [374] recently confirmed experimentally that the external periodic forcing by light of a photosensitive variant of the Belousov–Zhabotinsky reaction can lead to a resonant pattern formation, which was predicted theoretically by Coulet and Emini森 [179,180]. Another source of pattern formation is global coupling, which plays an important role in some reaction–diffusion systems. Global coupling arises as a limiting case of infinite diffusivity of one of the variables. The temporal evolution equation of this variable is then given by an integral equation of the type \( x_t = \int f(x, y) \), where \( \langle ... \rangle \) denotes averaging over the entire reactive domain. Such a global control is encountered, e.g., in experiments with catalytic wires [375,376], in which
global coupling results from a constant mean temperature. Similarly, conservation of the total current leads to a global control in electrochemical [377] and glow discharge devices [285]. In such systems, propagating waves owing to oscillatory local kinetics are transformed into standing waves by global coupling, which can also lead to complex dynamics of pulses and kinks [285]. Standing waves owing to a global control occur in catalytic reactions as well [17,378–382]. There local control is achieved through the gas phase, which mixes the substances and thus imposes a rapid communication among different locations of the catalytic surface and even among different surfaces [383]. Recently, Middya and Luss [384] suggested that the same effect could apply when a reaction–diffusion system operates in a thin slab in contact with a surrounding vessel in which rapid homogenization of the concentrations take place. They showed that, if global interaction between the gel and the vessel is taken into account, then spatial patterns can result from the global control, even when reaction–diffusion mechanisms cannot create patterns on their own. In that case, the patterns bear analogies with those observed in the FIS experiments [129,384,385], and transitions between striped and spotted patterns with changing levels of global control can be obtained [384,386].

To conclude, let us say that a movement is under way to complement the analysis of temporal complexity in chemical reactions by their spatial aspect. This evolution toward an increase in complexity is also parallel to an increase of diversity and richness of the possible spatial and related spatiotemporal behaviors to be discovered in chemical systems. Chances are, therefore, great that in the near future spatial patterns will provide numerous potential applications whenever a spatial distribution of chemical activity is necessary.

Acknowledgements

I wish to thank Professor C. Nicolis for his continuous support and interest in this work. I am much indebted to Pierre Berckmans and Guy Dewel, in collaboration with whom all my contributions to the field of Turing patterns have been obtained, for numerous enlightening discussions. I thank them for suggesting various modifications of this manuscript. I also acknowledge also discussions with P. De Kepper, E. Dufour, J. Boissonade, D. Lima, M.F. Hitch, J. Vendesca, S. Minase, J. Pontes, J. Laurend, and D. Walzger. I thank in particular P. De Kepper for his comments on the manuscript and for providing me with the figures of experimental results. I acknowledge the financial support from the Belgian Federal Office for Scientific, Technical, and Cultural Affairs under the Poles d'Attraction Interuniversitaire program.
References


138. D. Hehn, G. Li, Q. Ouyang, W.D. McCormick, H.L. Swinney, A. Hagberg, and E. Meron, 
142. V.A. Malomed, A.A. Nepomnyashchy, and M.I. Tribelsky, Sov. Phys.—JETP (Engl. Transl.) 
69, 388 (1989).
152. M.Y. Hilal, S. Mettis, G. Dewel, and P. Brokarma, in Instabilities and Nonautonomous 
Systems, Proc. 9th Int. Conf. on Nonlinear Phenomena in Statistical Physics, J. Lax, A. Pincus, and 
160. C. Blau, M.D. Shelley, J.B. Swift, W.D. McCormick, and H.L. Swinney, Phys. Rev. Lett. 80, 


