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Abstract—The problem of extracting the foreground in a video
sequence is often resolved with solutions based on background
substraction. Their performance depends on the reliability of the
background model that they try to maintain during the video. In
traffic surveillance videos, especially with a narrow field of view,
these methods will often yield unreliable results. We propose a
different approach, based on one-class classifiers trained on small
regions of the image to recognize the background, using different
edge and pattern descriptors. We discuss the advantages and
drawbacks of this method, and present some preliminary results
on different test sequences, comparing our method and standard
Mixture-of-Gaussian approaches.

I. INTRODUCTION

Vehicle detection in traffic videos has mostly been studied
for wide views englobing multiple lanes, in both colour and
grayscale images. However, to extract as much information on
the vehicle as possible, and in particular to be able to read the
license plate, it is necessary to deal with narrow fields of view.
The task of identifying moving objects in a video sequence has
received a lot of attention in computer vision applications.
Most of the solutions follow the same pattern of creating a
background model and using it as a reference to compare
with the current frame [1]. Foreground is then deduced by
substracting the background model from the current frame.
These methods are heavily dependant on the reliability of the
background model. Common background models use Mixture
of Gaussians, optical flow or Hidden Markov Models for each
pixel on the image. Cheung and Kamath [2] identified the
main challenges of any such algorithm : robustness against
changes in illumination, non-stationary background objects,
stationary foreground objects, changing climatic conditions,
small camera movements... To get rid of the model-based
approach, an example-based method was developped, with
a classifier trained to recognize foreground and background
regions of the image [3]. However, such a supervised method
is impractical when the method needs to be used in different
settings, since the supervision and learning process must be
done all over again. We propose to use unsupervised SVM
classifiers which will be able to adapt to new settings with
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few user-set parameters. We will first describe the settings in
which our method might give better results than the model-
based approach. We will then present the SVM classifier, the
flow of our algorithm, and the different descriptors we can use.
Finally, we will discuss our preliminary results and compare
them with a Mixture of Gaussian approach.

II. SETTINGS AND REQUIREMENTS

While other vehicle detection applications in the litterature
deal either with wide views or with a moving camera, this
work deals with the case where the camera is fixed, with a
narrow view covering one lane only, in free flowing traffic.
The main benefit of such a setup is that it allows for the
automatic reading of the license plate. For the examples shown
in this paper, input images had a resolution of 1024x780 pixels,
reduced to 640x780 for speed, with a single 8-bit channel.
The algorithm must be able to run in real-time (30 frames
per second). The desired output is the localisation of the area
occupied by a moving vehicle. The system should be able to
run with minimal setup, calibration or supervision.

Such a setup brings big challenges for the algorithm. First,
any vehicle will only be visible for about five frames for
cars at regular speed. Second, for most of these frames,
the vehicle will only be partly visible. Third, vehicles hide
huge portions of the background, or even all of it for trucks.
Fourth, ground markings may occupy a significant part of
the background, which makes background substraction very
sensitive to small vibrations of the camera. Exemple frames
are shown in figure 1.

These challenges make it very difficult for traditional al-
gorithms to perform well, and justify the exploration of new
probabilistic approaches, such as the one-class SVM classifier
presented here.

III. ONE-CLASS SVM

Support Vector Machines have been used extensively since
the late nineties in applications ranging from handwriting
recognition to regression problems. The main motivation



Fig. 1. Three frames from one of our test sequences, illustrating some of
the difficulties of this setting.

Fig. 2. Data points and decision frontier for two different values of v, and
the same kernel function. Left : v = 0.5, right : v = 0.1. With a lower v,
the penalty for ignoring the points on the top left is too strong, and they are
considered as inliers. From [6, p.16]

behind the development of SVMs is to create a learning
machine with a bound on its generalization performance [4].
The basic idea of an SVM classifier is, given a training set
(zi,9i),1 = 1,...,] with z; the data point and y; the target
class, to map the data points to a higher dimensional space
where the classes can be linearly separated by a hyperplane,
with the largest possible margin [5]. The parameters of such a
classifier will be the penalty for incorrectly classified training
data, and the parameters of the kernel function used to map
the data to a higher dimensional space.

The one-class SVM introduced by Scholkopf et al. [6]
extends the method to unsupervised problems. Here, the input
of the classifier is a learning set (x;),s = 1,...,1, and the
classifier will try to find the region where most of the data
is found, with a parameter v € {0...1} regulating how many
point in the training set may be considered as outliers of the
distribution. In other words, if v is close to zero, a huge penalty
will be set for any point outside the decision frontier. This
influence is illustrated in the figure 2.

This kind of classifier is therefore extremely useful when
studying a system whith a large, majority class, with occa-
sional, potentially very different, outliers. This is very relevant
to our problem, since a typical portion of a road in a traffic
image will most of the time be occupied by the background,
and the passage of a vehicle will be an occasional event.

IV. OUTLINE OF THE ALGORITHM

The main idea of the algorithm is to have a set of classifiers,
each trained to recognize the background of a small region of
the image. Once trained, predictions from all the classifiers are
collated to determine if a vehicle is present, and the region
it occupies. By having each classifier trained on a specific
region, we reduce the influence of features-rich background
region, such as the ground markings.

The different steps of the algorithm are as follow :

1) Define region of activity of the classifiers, and parame-
ters of the SVMs.

2) For each region, aggregate a training set of descriptors
over N frames.

3) Train SVMs.

4) For each new frame : collate all predictions and deter-
mine the region where a vehicle is present.

5) Retrain every N frames.

The first step will be a trade-off between how precise our
classifiers will be in defining the region where the vehicle
is, and how much information a classifier will have to make
their prediction. If the regions are too small, the classifiers
will be much more sensible to noise ; if the regions are too
big, they will not be able to provide very precise localisation
information. In our implementation, we used overlapping
regions of 120x90 pixel. The overlapping allows for a better
spatial precision while keeping each region big enough to have
a significant portion of the image visible.

The different descritpors tested in this work will be pre-
sented in the next section.

For the retraining process, the main thing to consider is that
we must be reasonably sure that the frames used for training
are representative enough of the distribution. If the traffic is too
dense, the SVMs might try to fit the decision frontier around
the vehicles instead of the background. If the traffic is too
light, they will not have any example of outliers.

V. DESCRIPTORS

The descriptors will have to be chosen so as to best be able
to make the distinction between background and vehicles for
every region. They must be robust against rapid changes in
illumination, and small vibrations of the camera. Therefore,
descriptors based on the intensity value of the pixels are
to be avoided, in favor of descriptors based on edges and
patterns informations. Three such descriptors are presented
here : the Histogram of Oriented Gradients (HOG) similar to
Dalal and Triggs [7], the Discrete Cosine Transform and the
Local Pattern Descriptor. The three descriptors are illustrated
in the figure 3.

A. Histogram of Oriented Gradients

Histograms of Oriented Gradients have first been introduced
for human detection [7], but have also been used before for
vehicles [8]. The principle of the HOG is to compute the mag-
nitude and orientation of the gradient of the illumination of the
pixels on all the image ; then, for each region, magnitudes are
summed along a set of quantified orientations. The resulting
histogram for each region will be representative of the edges
visible in the region. In our implementation, we create three
gradient images by convolution with these kernels :

11 1 10 -1 2 3 -2
o 0 0 |,[1 0 —-1|,] 3+ —2 1
-1 -1 -1 10 -1 -2 1 2

The gradient images correspond to horizontal, vertical and
adirectional gradients. The absolute value of the gradient



Fig. 3. Result of the computation of the HOG, DCT and LPD descriptors
for a region of an example frame. HOG descriptor shows the dominance of
a vertical border, the different modes of the DCT corresponds to the most
represented spatial frequencies, and the LPD shows the presence of some
pattern.

images are summed over each region, resulting in a three-bins
histogram for each. Since these are edge-based descriptors,
they should be invariant to illumination, but its unfortunately
not totally the case, since many small edges on the road
only become apparent when the light is strong enough. This
descriptor is therefore very sensitive to shadows and quick
variations in sunlight.

B. Discrete Cosine Transform

The Discrete Cosine Transform is widely used both for
image compression (such as the JPEG standard) and for
spectral analysis of a signal. It provides a lot of information on
the presence of edges and patterns with a low computational
cost. For each region, we can compute the DCT. The DCT
is then split into 4x4 blocks, and the average power for each
block is put into a 16-bins histogram.

C. Local Pattern Descriptor

This descriptor is based on the Local Binary Patterns
introduced by Ojala et al. [9] and described for background
substraction by Heikkila and Pietikainen [10]. The idea is to
characterize the pattern of its neighbours. If p. is the value of
the central pixel, and pg, k = 0, ..., N — 1 a set of N pixels on
a circle around it, then the LBP descriptor of C will be :

N—-1
LBP(C) = 3 s(ps — pe)2", 5(x) = (@ > 0)
k=0

If all pixels surrounding C are darker than C, then LBP(C) =
00...00, if they are all brighter, then LBP(C) = 11...11. Our
Local Pattern Descriptor takes the same concept, but with a
per-block approach. Each region is divided in 3x3 blocks. Let
B¢ be the center block, and By, k = 0...8 the neighbouring
blocks. We compute the average intensity value for each block
m;, and define the descriptor :

LPD(C) = (me—m;),i =0...8

If the neighouring blocks are darker than the central block, the
descriptor will be filled with positive values. This descriptor is

Fig. 4. Results of the classification for the LPD (red), MOG (blue), HOG
(black) and DCT (green) classifiers on a sensitivity (x-axis) / specificity (y-
axis) graph on the first test sequence.

very robust to changes in illumination, since even when new
borders appear due to a brighter light, they aren’t large enough
to contribute significantly to the difference in block averages.

VI. RESULTS
A. Methodology

As a first test of the interest of our method, we compare
its ability to simply detect the presence or absence of a
vehicle with that of a standard Mixture-of-Gaussian algorithm
(using the implementation of Stauffer and Grimson [11] in
OpenCV). To decide whether or not there is a vehicle present,
we compute the area that the classifier predicts is in the
foreground. For our method, we compare the results with the
three descriptors. For the Mixture-of-Gaussian, we kept the
parameters which gave the best results for our sequences.

Our first test sequence is composed of 1522 successive
frames. The classifiers are trained on the first 1000 frames,
and the predictions are made on the 522 last. The conditions
are that of a normal afternoon traffic (vehicle presence : 0.57
per frame), with strong shadows. Our second test sequence has
2000 frames (1000 for training, 1000 for predictions), with a
low traffic (0.21 vehicles per frame) and early morning light
(with some cars with their headlights on, some without). Our
third sequence is also 2000 frames long, with a very sparse
traffic (0.07 vehicles per frame) but good lights conditions.

B. Results

Figure 4, 5 and 6 shows the sensitivity-specificity graph for
the three test sequences and all the tested classifiers. We see
that the MoG classifier performs better in very sparse traffic,
but that its performance degrades when confronted to heavier
traffic. The one-class SVM, particularly with our Local Pattern
Descriptors, is less dependant on the conditions.

In terms of speed, the time for the whole process (training
and predictions together) on 2000 frames have been computed
on a regular DELL laptop with two Intel(R) Core(TM) 2 Duo
CPU @2.20GHz and 3.4 Go of memory, with an implemen-
tation of the algorithms on OpenCV 2.1. The results are as
follows for the different methods :

o Histogram of Gradients : 66.87 s, or 29.9 fps
o Discrete Cosine Transform : 145.67 s, or 13.73 fps
o Local Pattern Descriptors : 41.78s, or 47.87 fps



Fig. 5. Results of the classification for the LPD (red), MOG (blue), HOG
(black) and DCT (green) classifiers on a sensitivity (x-axis) / specificity (y-

axis) graph on the second test sequence.
\fﬁ]}\

Fig. 6. Results of the classification for the LPD (red), MOG (blue), HOG
(black) and DCT (green) classifiers on a sensitivity (x-axis) / specificity (y-
axis) graph on the third test sequence.

o Mixture of Gaussian : 100.8s, or 19.8fps

VII. CONCLUSION

Our preliminary results seem to show performances at
least as good as that of standard background substraction
algorithms. The main improvement of our method is its com-
pletely unsupervised nature, which makes it easily portable
to new settings, new conditions, and new similar problems
of detecting transient events. When using quick, robust de-
scriptors such as the Local Patterns, it can easily be used
in real-time applications. Future work will have to focus
on robust ways to detect situations which would make re-
training difficult, and to further test the robustness towards
more difficult meteorological conditions, as well as night time
sequences.
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