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165/64,
50 Avenue F. D. Roosevelt,
B-1050 Bruxelles, Belgium

Received 6 October 2000;
accepted 13 February 2001

Published online xx Month 2001

Abstract: Homeodomainsare aclassof helix–turn–helix DNA-binding protein motifs that play an
important role in the control of cellular development in eukaryotes. They fold in a three a-helix
structural module, where the third helix is the recognition helix that fits into the major groove of
DNA. Structural analysis of the members of the homeodomain family led to the identification of
interactions likely to stabilize the protein domains. Linking the helices pairwise, three salt bridges
were found to be well preserved within the family. Also well conserved were two cation–p
interactions between aromatic and positively charged side chains. To analyze the structural role of
the salt bridges, molecular dynamics simulations (MD) were carried out on the wild-type home-
odomain from the Drosophila paired protein (1fjl) and on three mutants, which lack one or two salt
bridges and mimic natural mutations in other homeodomains. Analysis of the trajectories revealed
only small structural rearrangements of the three helices in all MD simulations, thereby suggesting
that the salt bridges have no essential stabilizing role at room temperature, but rather might be
important for improving thermostability. The latter hypothesis is supported by a good correlation
between themelting midpoint temperaturesof several homeodomainsand thenumber of salt bridges
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and cation–p interactions that connect secondary structures.© 2001 John Wiley & Sons, Inc.
Biopolymers 59: 145–159, 2001
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INTRODUCTION

Homeodomain proteins are transcription factors,
which are present in all eukaryotes and play key roles
in cellular differentiation during development. Their
importance resides in the ability to block or favor the
transcription of certain genes in some cell environ-
ments at certain stages of development. Their mal-
function causes important genetic disorders.1

Homeodomains belong to the family of helix–
turn–helix (HTH) DNA-binding domains. They typ-
ically consist of approximately 60 amino acids and
display few amino acid sequence conservation. In
spite of this, they present a remarkable similarity in
structure. They all consist of threea-helices, preceded
by an N-terminal arm (Figure 1). The third helix,
called the recognition helix, is positioned roughly
perpendicular to the two others and fits into the major
groove of DNA. The second and third helices consti-
tute the typical HTH motif, whereas the position of
the first helix is specific to the homeodomain subfam-
ily.2 The N-terminal arm is flexible in the absence of
DNA and acquires its structure upon binding. The rest
of the structure is practically identical in the free and
bound forms. The major structural differences reside
in the shorter length of the recognition helix, in some
instances, and the increased internal mobility of the
second helix.3–5Some homeodomains have, however,
rather low melting temperatures.6–8

The affinity of a protein for its DNA target is
influenced by long-range electrostatic interactions that
steer the protein into a partially correct orientation for
binding.9 Specificity of DNA binding is achieved
through hydrogen-bond interactions between amino
acid side chains and DNA bases,10 and it has recently
been shown to be increased by cation–p interactions
between charged or partially charged amino acids and
the aromatic rings of the bases.11 The hydration of an
interfacial cavity, which functions as a noncovalent
extension of the DNA surface, also modulates binding
specificity.12 Specificity is finally increased through
the association with other monomers or proteins that
induce cooperative DNA binding.13

In homeodomains as in other HTH DNA-binding
proteins, salt bridges between charged amino acid
side chains linking the different helices have been
observed. In the nonhomeodomain HTH called 434

repressor, the structural role of a buried salt bridge has
been investigated by experimental determination of
the structure of the wild type and of a mutant that
lacks the salt bridge.14 This mutation was shown to
induce a translation of the first helix relative to the
HTH motif and to decrease protein stability. The role
of salt bridges was also investigated in homeodo-
mains, but no definite conclusions were reached.15

In general, the effect of salt bridges on the ther-
modynamic stability of proteins is far from being
clear. It depends on several factors such as the screen-
ing of the charges by the solvent, the cost of desol-
vating the charged groups to form the salt bridge, and
the relative flexibility of the side chains involved in
the ion pair.16 Salt bridges that are inaccessible to the
solvent always appear to provide a stabilizing contri-
bution to the folding free energy.17–20However, they
appear destabilizing compared to hydrophobic bridg-
es.21,22For solvent-exposed side chains, there is con-
troversy.22–26 On the one hand, intrahelical salt
bridges in short peptides obtained by de novo design
seem to be stabilizing.23 On the other hand, contin-
uum electrostatic calculations suggest22 that they are
not, because of a larger attraction of the residues for
water than for each other; salt bridges could rather
help to limit the number of low free energy confor-
mations of a protein or protein complex, due to the
large penalty for burying uncompensated ionizable
groups. Both views can, however, be reconciled by
stating that the stabilizing role of salt bridges is con-
text dependent. It has, for instance, experimentally
been shown26 that a surface side-chain to side-chain
salt bridge in a rubredoxin variant is not stabilizing,
but that a main-chain to side-chain salt bridge is, due
to the lower entropic cost of a salt bridge involving
the already immobilized protein backbone.

Furthermore, salt bridges have recently been sug-
gested,27 on the basis of free energy calculations, to
make larger contributions to protein stability at high
temperature than at room temperature; therefore they
are expected to play a crucial role in promoting the
hyperthermostability in proteins. Since then, a number
of other studies, both theoretical and experimental,
have been supporting this hypothesis.28–31 In partic-
ular, it has been shown that electrostatic interactions
seem more favorable in hyperthermophilic proteins
than in their mesophilic homologs and that mutations
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eliminating ion pairs tend to lower the melting tem-
perature.

In this paper, we performed a structural analysis of
homeodomain proteins and identified the interactions
conserved within the family. These were found to
include several interhelical salt bridges and cation–p
interactions between positively charged and aromatic
amino acid side chains. With the aim of improving
our understanding of the structural or functional role
of the conserved salt bridges, molecular dynamics
simulations were performed on the paired homeodo-
main protein32 and on three mutants that lack some of
the salt bridges. The results obtained suggest the weak
stabilization properties of these salt bridges at room
temperature. However, comparing the melting tem-
peratures of several homeodomain proteins leads to

the idea that these salt bridges could be more stabi-
lizing at higher temperatures.

RESULTS

Structural Description of the Paired
Homeodomain Protein (PHD)

The paired homeodomain fromDrosophila melano-
gaster,noted PHD, is a dimeric DNA-binding protein
of the HTH type. Its structure has been solved by
x-ray crystallography32 (PDB33,34 code: 1fjl) and is
depicted in Figure 1. Each monomer contains three
helices, nob-strands, and an N-terminal arm that is
flexible in absence of DNA. The three helices are

FIGURE 1 Pictorial view of the paired homeodomain dimer (1fjl.pdb). The molecular surface of
the first monomer is colored according to the electrostatic potential computed with DELPHI59 and
displayed with GRASP.60 Color codes for the electric potential are:210 kT/e (red), 0 kT/e (white),
and 125 kT/e (blue). The second monomer is displayed as a ribbon, with the first helix (HR-2)
colored in red, the second helix (HR-1) in green, and the third helix (HR) in yellow.
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composed of residues 10–22, 28–38, and 42–63,
respectively. The third helix is the recognition helix,
referred to as HR, that enters into the major groove of
DNA. The first two helices are denoted as HR-2 and
HR-1.

These three helices are linked by short turns. The
helices HR-1 and HR are connected by anaGBBa turn
(see Methods), corresponding to the characteristic
turn of the HTH motif, observed in roughly half of the
HTH DNA-binding proteins. The helices HR-2 and
HR-1 are connected by anaBABBBa turn. This turn is
observed in all homeodomains and nowhere else.2

PHD contains two interhelical salt bridges, which
link the recognition helix HR to the two other helices
(Figure 2). The first bridge connects Arg52 in HR and
Glu17 in HR-2. The second links Glu42, the first
residue of HR, with Arg31 in HR-1. These two salt

bridges are partially buried in the protein core. Arg31
and Glu42 have side-chain solvent accessibilities of
14 and 22%, respectively, and Arg52 and Glu17 of 13
and 33%.

Furthermore, PHD displays two cation–p interac-
tions between positively charged and aromatic amino
acid side chains (Figure 2). They involve two consec-
utive Arg residues in the recognition helix. The first
cation–p interaction links Arg52 in HR, which is
already involved in a salt bridge, to Phe20 in HR-2.
The second one connects Arg53 with Tyr25, the res-
idue being located in the HR-2–HR-1 turn specific to
homeodomains.

PHD in the Homeodomain Family
Homeodomains form a subfamily of HTH DNA-bind-
ing proteins. The alignment of nine representative

FIGURE 2 Alignment of homeodomain proteins using the classification procedure described in
Ref. 2. The PDB33,34codes and numbers are given in the leftmost column. With respect to all other
family members, the structure for which the sum of the rms deviations is the lowest is given first.
The rms deviations (in Å) of all other structures with respect to the first structure are indicated in
the rightmost column. The helices, defined as described in Methods, are given in bold letters. The
grey boxes indicateaBABBBa turns and the black boxesaGBBa turns. The salt bridges linking
different secondary structure elements, calculated using the program HBPLUS,61 are indicated with
full lines above each sequence and the cation–p interactions by dashed lines under each sequence.
The amino acids that break the salt bridges, chosen as mutant amino acids in PHD, are indicated by
a grey circle. Note that this homeodomain family is slightly different from the one appearing in Ref.
2, because of the inclusion of two new homeodomain proteins, 1ftt and 1bw5. The structures of
1hom, 1hdd, 1fjl, 1apl, 1ftt, 1oct, 1lfb, 1bw5, and 1nk2 have been determined in Refs. 62, 63, 32,
64, 65, 66, 67, 6, and 68, respectively. For the NMR structures, we used the first set of coordinates
given in the PDB files.
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homeodomain structures, displaying between 13 and
52% sequence identity, is shown in Figure 2. It was
obtained by classifying a set of HTH domains on the
basis of the spatial arrangement of three consecutive
a-helices.2 The Antennapediahomeodomain (1hom)
appears to be the central fragment of the family, i.e.,
the fragment whose root mean square (rms) deviation
of heavy main chain atoms in the aligned sequence
stretches, relative to all other members, is minimum.
PHD has an rms deviation of 0.8 Å relative to the
Antennapediahomeodomain.

In spite of the sequence variability within the fam-
ily, several structural features are well conserved. The
homeodomain-specificaBABBBa turn appears in all
9 members and the HTH-specificaGBBa turn ap-
pears in 7 of them. A network of three interhelical salt
bridges is also well conserved within the family. Ev-
ery member except 1bw5 displays at least one of
them, and theAntennapediahomeodomain (1hom)
contains all three. The two salt bridges present in
PHD, linking HR-2 and HR-1 to HR, are observed in
four members. The third salt bridge, between residues
19 and 30 (in PHD numbering), links the first two
helices and also appears in four members, but not in
PHD. Note that the two residues 19 and 30 are evo-
lutionary correlated, i.e., they are generally conserved
or substituted together in the set of known homeodo-
main sequences.15 We would like to stress that other
(nonhomeodomain) HTH domains also contain inter-
helical salt bridges, but not located in the same posi-
tions within the helices.14 This observation could in-
dicate that salt bridges conserved within HTH sub-
families, and in particular in homeodomains, play a
role in conferring the characteristic orientation of the
three key helices.

Cation–p interactions between different secondary
structure elements are observed in each of the homeo-
domains, but are not as well conserved as the salt
bridges. The Arg52–Phe20 cation–p interaction of
PHD appears in two other members, 1hom and 1apl.
Both partners, Arg and Phe, are well conserved within
the family and are only occasionally replaced by other
positively charged or aromatic amino acids, respec-
tively. Note that Arg52 is in addition involved in a salt
bridge with Glu17. The other cation–p interaction of
PHD, Arg53–Tyr25, is present in 1hdd and 1hom too.
Tyr25 is the middle residue of theaBABBBa turn
and this residue is conserved in 6 out of the 9 mem-
bers. This suggests that a Tyr residue at that position
is not only needed for forming the specific homeodo-
main turn but also the cation–p interaction, especially
as Arg53, the Tyr25 partner, is conserved in all 9
family members. These cation–p interactions might

thus be structurally important in the same way the
interhelical salt bridges are.

The lower levels of conservation of cation–p in-
teractions compared to salt bridges can in part be
attributed to the fact that the force fields used to refine
experimentally determined protein structures are not
completely adapted for optimizing these interactions,
and also that not all the structures are determined at a
high resolution. This conclusion is supported by the
fact that relaxing the geometrical criteria used for
their identification leads to detect more of them, and
by the high conservation of the cation–p partners
among the homeodomains.

Choice of PHD Mutants

The observation that salt bridges are rather well con-
served within the homeodomain family led to the idea
that mutations breaking one or both characteristic salt
bridge(s) might modify the typical spatial arrange-
ment of the homeodomain helices. We chose to break
each of the two PHD salt bridges in turn by perform-
ing a single amino acid mutation, and then to break
both bridges by performing both mutations simulta-
neously. The choice of the mutations was motivated
by the natural mutations occurring within the ho-
meodomain family (Fig. 2). For breaking the HR–HR-2

salt bridge, we mutated Glu17 into Phe, as suggested
in the 1lfb domain (Fig. 2). Similarly, we mutated
Arg31 into Leu, as in 1apl, to break the HR–HR-1

bridge. We thus do not alter the recognition helix, to
avoid modifying residues that are close to the protein–
DNA interface.

To further evaluate the proposed mutations, we
estimate the stability changes they provoke using a
prediction algorithm based on database-derived po-
tentials.35–37 The predicted changes in folding free
energy are equal to 1.3 kcal/mol for the Glu173 Phe
mutation and to 0.6 kcal/mol for the Arg313 Leu
replacement, with the convention that positive values
are destabilizing mutations. The Glu173 Phe muta-
tion is thus predicted to be more destabilizing than
Arg313 Leu, at least if the mutant and wild type
backbone structures are assumed to be almost identi-
cal.35–37 However, these mutations probably induce
structural rearrangements, especially because they are
partially buried in the protein core, the side-chain
solvent accessibility of the residues Glu17 and Arg31
being equal to 33 and 14%, respectively. These rear-
rangements are expected because the mutated and
mutant amino acids have different sizes. In the case of
the replacement Glu3 Phe, the amino acid size
increases from 186 to 222 Å2, and for the substitution
Arg 3 Leu it decreases from 256 to 193 Å2. Arg3
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Leu thus creates a small cavity, while Glu3 Phe
introduces some stress, which must be absorbed by
local structural rearrangements.

Molecular Dynamics Simulations of the
Wild-Type and Mutant Proteins

Molecular dynamics simulations were performed at
room temperature on the wild-type PHD protein and
on three mutants—namely Glu173 Phe, Arg313
Leu—and the combined Glu173 Phe and Arg313
Leu mutants, which lack one or both salt bridges and
mimic natural mutations. The simulation of the wild-
type protein started with the crystallographic coordi-
nates of the first monomer of PHD. For the mutant
proteins the starting conformations were the last con-
formation generated after 1.3 ns simulation of the

wild-type protein, in which the Leu, Phe, or Leu/Phe
side chains replaced the wild-type side chains. Details
on the simulations can be found in the Methods sec-
tion. Each trajectory was analyzed over 1 ns.

Structural Evolution Along the Molecular
Dynamics Trajectories

Representative Structures.To simplify some of the
analyses performed in this section while highlighting
important features, we define 10 representative struc-
tures along each of the molecular dynamics trajecto-
ries, as described in Methods. The last representative
structures of the native and three mutant proteins are
shown superimposed in Figure 3. We see that the
N-terminal arms adopt different conformations, which
is not surprising as they are flexible in absence of

FIGURE 3 Ribbon display of the last representative structures along the 1 ns molecular dynamics
simulations: in yellow, the wild-type protein, in red the Arg313 Leu mutant, in green the Glu17
3 Phe, and in blue the Arg313 Leu/Glu173 Phe mutant. The HR-2 helix is toward the right-hand
side of the picture, the HR-1 helix is above and the HR helix is toward the left-hand side.
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DNA. The three helices and the intervening turns
appear very similar in the four structures, with the
third helix adopting a slightly different orientation.
This difference is largest between the wild-type pro-
tein and the double mutant.

Homeodomain Family.To probe the global changes
in the PHD mutants, we performed a structural clas-
sification of HTH domains similar to the one that led
to the homeodomain family given in Figure 2, but
with four additional structures in the protein set.
These additional structures are the last of the ten
representative structures taken along the molecular
dynamics trajectory of the wild-type PHD and of the
three mutant proteins. The results are given in Figure
4. The crystal structure of PHD becomes the central
structure of the family. The wild-type PHD after 1 ns
molecular dynamics simulation appears to be quite
close to its crystal structure: the three helices and their
connecting turns superimpose with it with an rms
deviation of 0.5 Å. The two single site PHD mutants,
Glu173 Phe and Arg313 Leu, both superimpose
with an rms deviation of 0.6 Å with respect to the
PHD crystal structure and are thus only slightly more
different than the wild-type PHD structure after 1 ns
simulation. The double mutant, on the contrary, ap-
pears further away from the center of the homeodo-
main family. It is still part of it, but differs more from
the central structure PHD than the three typical ho-
meodomains 1hdd, 1lfb, 1hom, and 1apl. It has an rms
deviation of 0.9 Å with respect to the crystal PHD

structure. This indicates that in the double mutant
global structure rearrangements take place, in which
the relative orientation of the helices changes.

Turn Motifs. Inspection of the representative struc-
tures reveals that the turn between the helices HR-2

and HR-1, which is of the typeaBABBBa in the
wild-type PHD as in all homeodomains, remains of
the same type along the whole trajectories of the
single and double mutants. The HR-1–HR turn, which
is of the typeaGBBa in all HTH-type proteins with
a 3-residue loop, also remains of the same type, ex-
cept in two representatives of the Arg313 Leu
mutant. In the latter, the amino acid at the second
position in the turn has (f, c, v) angles outside the
considered domains but yet close to the native “B”
domain. Hence the typical turn motifs of the home-
odomains are not significantly affected upon muta-
tion.

Secondary Structures.The secondary structures are
not seriously affected by the mutations either. The
typical hydrogen bonding pattern of the helices is one
or two residues shorter near the N- or C-terminal helix
end in some of the representative structures of the
wild-type and mutant proteins, but the (f, c, v)
angles always remain in the helical domain. Thus,
according to our secondary structure definition, the
length of the three helices remain unchanged, and
their conformation only slightly deviates from the
native one.

FIGURE 4 Homeodomain proteins with in addition the last representative structures along the
molecular dynamics trajectory of wild-type PHD, of the two mutants Glu173 Phe, Arg313 Leu
and of the double mutant, aligned using the classification procedure described in Ref. 2. The leftmost
column contains the PDB33,34codes and numbers for the experimental structures; the names of the
structures obtained by molecular dynamics simulations are in grey frames. The rms deviations (in
Å) of each structure with respect to the first structure are indicated in the rightmost column. The
helices are given in bold letters and the turn motifs in italic. The mutant amino acids are depicted
by a grey ellipse.
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RMS Deviation. To examine the variations in the
protein conformations along the 1 ns trajectories, the
rms deviations with respect to a reference structure
were calculated (Figure 5). The reference structure
was taken as the starting conformation of the native
simulation and mutant simulations respectively,
which correspond to the minimized crystal structure
for the former and the structure generated after 1.3 ns
of the native trajectory for the latter (see Methods).
The rms deviation has a value of about 0.5 Å for the
native and Phe mutant and about 1 Å for the Leu and
double mutants, at the beginning of the trajectory (t
5 0). This indicates that movements have occurred
during the thermalization and equilibration periods
preceding the production run. There was no overall
drift observed in the course of the simulations. The
average rms values are 0.6 and 0.9 Å for the native
and mutant trajectories, respectively, showing that the
conformations generated for the mutants depart more
from the starting structure than those produced in the
native trajectory. The maximum rms value of about
1.5 Å was reached in the double mutant trajectory,
which shows larger rms fluctuations.

Helix Orientations. The angles between the main
axes of all pairs of helices were computed for all the
conformations saved along the four trajectories. Their
average values are shown in Table I. The magnitude
of the angle between HR-2 and HR-1 is similar for all
four proteins. In contrast, the angle formed by HR

with either HR-1 or HR-2 is slightly higher in the
wild-type protein than in the mutants.

Salt Bridges.The formation of the two salt bridges,
linking each of the first two helices with the recogni-

FIGURE 5 The rms deviation of the Ca atoms as a function of the simulation time for (a) the wild
type and the three mutants (b) Glu173 Phe, (c) Arg313 Leu, and (d) Glu173 Phe/Arg313 Leu,
computed using the BRUGEL modeling package.69 Values correspond to snapshot structures
separated by 0.2 ps along the 1 ns trajectory. The reference structure was taken as the starting
conformation of the native simulation and mutant simulations respectively.

Table I Angle Between the Main Axes of Pairs of
Helicesa

HR-2–HR-1 HR-2–HR HR-1–HR

Wild type 26°6 3° 70°6 2° 85°6 1°
Glu173 Phe 27°6 2° 64°6 2° 81°6 1°
Arg313 Leu 27°6 2° 64°6 2° 81°6 3°
Glu173 Phe;

Arg313 Leu 27°6 2° 66°6 2° 82°6 2°

a The axes are computed as the largest principal axis for the Ca
atoms of the three helices.
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tion helix, in the course of the 1 ns trajectories, are
given in Table II. The native trajectory features a
100% persistence of both salt bridge interactions, in
agreement with the crystal structure. The Glu173
Phe mutant presents a slightly more transient Arg31–
Glu42 salt bridge (81%). An almost complete absence
of the Glu17–Arg52 salt bridge (2%) is observed in
the Arg313 Leu mutant trajectory. This salt bridge is
also missing in the last conformation of the 1.3 ns
wild-type trajectory that served as the starting struc-
ture for the modeling of the mutants. It is however
formed for 20 ps in the first half of the simulation and
then absent again.

Cation–p Interactions. The Tyr25–Arg53 cation–p
interaction observed in the PHD crystal structure re-
mains in 6 of the 10 representative structures for the
wild-type sequence, the Arg313 Leu mutant and the
Glu173 Phe mutant, and in 5 of them for the double
mutant. The second cation–p interaction, Phe20–
Arg52, is somewhat less conserved: 1, 6, 5, and 4
times among the representatives of the wild type,
Arg31 3 Leu Glu173 Phe and double mutants,
respectively. Interestingly, the Phe20–Arg52 cat-
ion–p interaction is replaced in one of the double
mutant representatives by the cation–p Phe17–Arg52.
This finding suggests that the Glu17–Arg52 salt
bridge in the wild type could be replaced by a cat-
ion–p interaction Phe17–Arg52 in the mutant pro-
teins.

To analyze this suggestion in more detail, we
searched for cation–p interactions not only in the 10
representative structures, but in all 2000 structures
along the molecular dynamics simulation trajectory of
the Glu173 Phe and double mutants. We find that
the Phe17–Arg52 cation–p interaction replaces the
salt bridge in 14 and 133 of these structures, respec-
tively. The propensity of the double mutant to form
this interaction is thus much higher than that of the
single mutant. This can be taken to indicate that the
replacement of the salt bridge by another favorable
interaction limits the destabilization of the mutant
proteins. It must, however, be noted that the fraction
of structures along the simulation trajectory that

present this cation–p interaction is relatively small.
This could be due to the fact that the CHARMM force
fields might not be well suited to account for this type
of interaction11; this tendency could thus be much
more marked than observed here.

Solvent Accessibilities.The solvent accessible sur-
face areas and accessibilities of the side chains were
computed in every conformation along the 1 ns tra-
jectories. The average values per residue for the wild
type and three mutants are depicted in Figure 6. A first
observation is that Leu31 displays a smaller solvent
accessibility in the Arg313 Leu and Glu173 Phe/
Arg313 Leu mutants (; 7%) than Arg31 in the wild
type and Glu173 Phe mutant (; 17%), which is
reasonable given its hydrophobicity. The accessibility of
Glu42 is higher in all mutant simulations, with the high-
est values in the Arg313 Leu (56%) and Glu173
Phe/Arg313 Leu (52%) mutant trajectories.

The analysis of the Glu173 Phe and Glu173
Phe/Arg313 Leu mutants shows that Phe17 in the
mutants has a slightly higher accessibility (; 59%) than
Glu17 in the wild type (47%). Moreover Arg52, the salt
bridge partner of Glu17, also presents a higher accessi-
bility in the mutants (; 29%) than in the wild type
(18%). This indicates that in absence of the salt bridge,
both partners tend to expose a larger fraction of their
accessible surface area to the solvent. Note that the
Arg31 3 Leu trajectory also shows a much higher
accessibility of Glu17 and to a lesser extent of its salt-
bridge partner Arg52, relative to their value in the wild-
type trajectory. This is due to the very weak persistence
of the Glu17–Arg52 salt bridge along this trajectory.

Backbone Positional Fluctuations.The simulations
were used to analyze the fluctuations that occur in the
protein conformation. During the simulation the pro-
tein drifts and rotates as a whole. The average struc-
ture and fluctuations were therefore computed after
each frame in the trajectory was superimposed onto a
reference frame by using only rigid body rotations and
translations. The positional fluctuations of the back-
bone atoms computed along the 1 ns trajectory are
shown in Figure 7 for the four proteins. Usually the
magnitude of the fluctuations permits to identify the
secondary regions from the nonorganized ones, the
latter featuring higher fluctuations than the former. In
all four simulations, however, the fluctuations in HR-2

and in particular HR-1 display changes as large as
those characterizing the loop connecting HR-2 and
HR-1. This is in agreement with the result that the two
turns remain well formed during the simulations, and
suggests their structural importance. The first two-
thirds of HR present less abrupt variations but increas-

Table II Percentage Presence of Salt Bridges Along
the 1 ns Trajectories of the Wild Type and Mutant
Proteins

Salt Bridges
Wild
Type Glu173 Phe Arg313 Leu

Glu17–Arg52 100% — 2%
Arg31–Glu42 100% 81% —
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ing fluctuations characterize the last third part of HR.
This is related to the fact that this region acquires its
structure only upon binding to DNA. The single un-
likeness between the four trajectories occurs in the
case of the double mutant for which the 20–29 residue
portion displays larger fluctuations. Interestingly, this
protein fragment is located between the positions of
the mutated residues.

Side-Chain Mobility. The computed average fluctu-
ation of the side chain torsion anglesx1 andx2, which
are the most constrained angles due to their nearness
to the main chain provides information on the degree
of side-chain flexibility. Fluctuations inx1 and x2

higher than 25° are frequently observed, but do not
appear to differ significantly among the wild-type and
mutant proteins (data not shown).

DISCUSSION

The structural analysis of the homeodomain family
revealed the conservation of three interhelical salt

bridges, linking the helices pairwise, thereby suggest-
ing that these interactions could be important for
structure or stability. Analysis of molecular dynamics
simulations at room temperature on the wild-type
PHD, presenting two salt bridges, and on three mu-
tants, breaking one or both salt bridges, throws some
doubt on this suggestion. Indeed, we observed only
slight structural modifications in the mutant proteins
along the 1 ns trajectory that can be summarized as a
slight change in the orientation of the last helix HR.
The double mutant, with no salt bridges left, deviates
only slightly more than the single mutants. No signif-
icant increase in the backbone or side chain fluctua-
tions were observed either. In the Arg313 Leu
mutant Glu17 and Arg52 do not form a salt bridge in
the initial structure of the simulations, and this bridge
only occasionally forms again along the trajectory. In
spite of this, the structure does not seem to be signif-
icantly more flexible or to deviate more from the
starting structure.

These findings are in agreement with prior conclu-
sions that partially accessible salt bridges usually give
little contribution to thermodynamic stability.16–26

FIGURE 6 Solvent-accessible surface area (in Å2) of the side chains averaged over the 1 ns
trajectory as a function of the residue number for (a) the wild type and the three mutants, (b)
Glu173 Phe, (c) Arg313 Leu, and (d) Glu173 Phe/Arg313 Leu. The average solvent
accessibility (in %) of the side chains of the wild type and mutant amino acids and their salt bridge
partners are explicitly indicated.

154 Iurcu-Mustata et al.



The two salt bridges are only partially buried in the
wild-type crystal structure with the solvent accessibil-
ity of the four partners varying between 13 and 33%.
That residues Glu42 and Arg52 tend to increase their
solvent accessibility during the simulations, when
they loose their salt bridge partner, indicates that they
compensate for the loss of the salt bridge interaction
by an increase of their solvation.

Note, however, that the tested substitutions mimic
natural mutations and are hence probably not the most
disrupting ones. In particular, the Glu17–Arg52 salt
bridge is occasionally replaced by another favorable
interaction along the trajectories of the Glu173 Phe
mutants, i.e., a Phe17–Arg52 cation–p interaction.
This could also contribute to limit the loss of stability
upon mutation.

If not for stability, then why are salt bridges so well
conserved in the homeodomain family? A first expla-
nation could be that they fix the exact structural ar-
rangement of the three helices, and that even small
departures from this optimal arrangement could affect

the DNA-binding affinity or specificity. Furthermore,
electrostatics are very important for DNA-binding
proteins. Positive charges distributed on one side of
the protein and negative charges on the other side
promote the correct orientation for protein–DNA in-
teraction.9 Besides this aspecific charge distribution,
the specific localization of positive charges near the
protein–DNA interface leads to the formation of cat-
ion–p interactions between positively charged amino
acid side chains and DNA bases.11 Moreover, the
presence of ions in the solvent or condensed along the
DNA backbone also modulates the protein–DNA
electrostatics.38 In this context, even the localization
of partially buried charges, either neutralized by a salt
bridge or not, might be important for protein–DNA
interactions.

A different reason for the salt bridge conservation
could be thermostability. Although salt bridges gen-
erally make little contribution to protein stability at
room temperature, they seem to make larger contri-
butions at higher temperature.26–31To investigate this

FIGURE 7 Backbone positional fluctuations of the protein structure around the average confor-
mation computed from the 1 ns trajectory of the wild-type (solid line), Glu173 Phe (dashed line),
Arg313 Leu (dotted line) and Glu173 Phe/Arg313 Leu (dot-dashed line), computed using the
BRUGEL modeling package.69 The bars at the bottom indicate the three helices of the protein.
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possibility, we listed all melting midpoint tempera-
turesTm of homeodomains described in the literature
and searched for a correlation between these values
and the number of salt bridge and cation–p interac-
tions (Table III). Strikingly, theAntennapediaho-
meodomain (1hom), with all three typical homeodo-
main salt bridges plus three cation–p interactions, has
the highestTm of all homeodomains: 48°C.39 In con-
trast, the isl-1 homeodomain (1bw5) has the lowest
Tm value (22°C6), with only one salt bridge and no
cation–p interaction. Furthermore, the vnd/nk-2 ho-
meodomain (1nk2) has a lowTm value of 25°C8 and
only one salt bridge, but the mutant His523 Arg,
which allows the additional salt bridge Glu17–Arg52
and perhaps also the cation–p interaction Phe20–
Arg52, has a higherTm of 29°C.8 The other mutant,
Thr563 Trp, has also a slightly higherTm (26°C8).
Comparing its sequence to that ofAntennapediaho-
meodomain (1hom) suggests that the introduction of a
Trp could allow a cation–p interaction with Arg24
(Figure 2). Finally, the double vnd/nk-2 mutant,
which could contain both interactions, has a still
higherTm of 33°C.8

These results suggest that the number of salt bridge
and cation–p interactions between different second-
ary structure elements can play an important role in
determining thermostability. In previous works,6,8 the
thermostability was related to the lengthening of the
third helix, HR, via appropriate amino acids at posi-
tions 52 and 56. This is actually in accordance with
our findings, given that these positions are crucial for

cation–p and salt bridge interactions. Further analyses
are necessary to verify and specify these propositions.

METHODS

Molecular Dynamics Simulations

Molecular dynamics simulations were performed using the
CHARMM program.42 The crystallographic coordinates of
monomer A of 1fjl, found in the Protein Data Bank,33,34

were taken as the starting structure for the simulations of the
PHD wild-type protein. This monomer was chosen because
it is complete (residues A0–A64). For the mutant proteins,
their starting conformation was the last conformation gen-
erated after 1.3 ns of MD simulation of the wild-type
protein. The wild-type amino acid side chains were replaced
in the mutant simulations by Leu, Phe, or Leu/Phe side
chains. The protein and solvent interacted via the
CHARMM 22 force field. All protein atoms were explicitly
represented43 and the water was represented by the TIP3P
model.44 Bonds connecting hydrogens were constrained
using the SHAKE algorithm,45 which permitted the use of
an integration time step of 1 fs. The simulation consisted of
a system defined by 1116 protein atoms, 13 crystallographic
water molecules, and 3547 generated water molecules in a
periodic volume with dimensions 52.83 45.53 49.7 Å.

To neutralize the system, seven water molecules were
replaced by chloride ions. The Cl2 counterions replaced
water molecule in locations corresponding to a positive
electrostatic potential computed for the monomer. Non-
bonded interactions were smoothly truncated at 8.5 Å with
a shifting function for the electrostatic interactions and a

Table III Experimental Melting Midpoint Temperatures Tm for Homeodomains, Obtained in the Papers Given in
the Rightmost Column

Tm (°C) Nsalt-bridges
f Ncation-p

f References

1hom 48 3 3 32
1ftt 39–42c 1 2 33, 34
1nk2 H52R T56Wa 33 2 0–2g 8
1nk2 H52Ra 29 2 0–1g 8
1ftz [1hom]b 27–32d 3 1 32
1nk2 T56Wa 26 1 0–1g 8
1nk2 25 1 0 8
1hdp [1oct]b 25 0 1 7
1bw5 22–30e 1 0 6

a Single and double mutants of 1nk2.
b 1ftz and 1hdp present a high degree of sequence identity with 1hom and 1oct, respectively, and are therefore not among the homeodomain

members of Figure 2.
c Tm 5 39°C in Ref. 40 and 42°C in Ref. 41.
d Tm 5 32°C at pH 6.1 and 27°C at pH 4.8.
e The two temperatures are indicative of a two-stage melting behavior.
f Number of salt bridges or cation–p interactions between different secondary structure elements.
g As we do not have access to the mutant structures, we are unable to determine if the cation–p interactions, rendered possible by the

mutations, are really formed. We do not have this uncertainty with the additional salt bridge, because it is described in Ref. 8.
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switching function for van der Waals interactions, the latter
being applied between 7.5 and 8.5 Å. The truncation scheme
applied to the calculation of electrostatic interactions was
calibrated against the Ewald summation method in simula-
tions of pure liquid water and was shown to perform well
with respect to both structural and thermodynamic proper-
ties.46 Moreover, previous simulations indicated that it
properly describes the balance of protein–protein and pro-
tein–solvent interactions.47 The observation that the confor-
mations sampled in the wild-type protein trajectory depart
little from the crystal structure, further supports the validity
of our truncation scheme. However, recent studies have
suggested that the Ewald summation method is a better
protocol, at least for nucleic acids.48 It has nevertheless also
been shown49–50to present a number of artifacts, in partic-
ular when solute cavities are large compared to the unit cell,
a feature characterizing our system. In our opinion, it is hard
to figure out if the use of longer cut-off distances combined
with the minimum image convention would improve (or
spoil) the behavior of the system, as better results are not
necessarily achieved by applying longer cutoffs.51

The simulations were carried out with the following
protocol. The protein was fixed and the water molecules,
chloride ions, and side chains of the mutated residues were
subjected to 200 steps of steepest descent energy minimi-
zation. The water was then heated and equilibrated for 10
ps. In a next step the solvent was fixed, the constraints on
the protein were removed and the protein was subjected to
5000 steps of dynamics. Then all constraints were removed
and the whole system was brought up to a final temperature
of 298 K for 15 ps and equilibrated for 20 ps. The subse-
quent production phase was performed in the microcanoni-
cal ensemble for 1 ns for the mutants and 1.3 ns for the wild
type. The temperature calculated from the average kinetic
energy measured during the production phase amounts to
298 K for the wild-type and three mutant trajectories.

Analysis of Generated Structures

Representative Structures Along the Molecular Dynamics
Trajectory. To allow easy analysis of the structural mod-
ifications that take place during the molecular dynamics
simulation, we identified 10 representative structures
along the trajectory. We therefore divide the trajectory
into 10 subsets, each containing an equal number of
consecutively generated structures. In each subset, we
compute for all the pairs of structures it contains the rms
deviation of superimposed N, Ca, C, and O backbone
atoms, using U3BEST.52 The representative structure of
the subset is the structure for which the average rms
deviation with respect to all other structures of the subset
is minimum.

Local Structure Definitions.We consider 5 domains of
backbone dihedral angles (w, c, v), noted A, B, G, E, and
O.53,54 Four of them, A, B, G, and E, correspond totrans
conformations (v ' 180°): A groups helical structures, B
corresponds to extended conformations, G and E have neg-

ativew angles, mirror-symmetrical to A and B, respectively.
The last domain, O, corresponds tocis conformations
(v ' 0°).

Turn motifs are denoted by the (w, c, v) angle do-
mains of the residues in the turn, flanked bya or b
according to whether the flanking secondary structure
elements are helices orb-strands, with the conventions of
Refs. 2, 54, and 55.

The definition of secondary structures uses the DSSP56

assignments, which are essentially based on H-bonding
patterns, and lengthens the helices as long as the flanking
residues are in the helical (w, c, v) domain A. This defini-
tion is borrowed from Ref. 54 and is consistent with the
above definition of turn motifs.

Cation–p Interactions. The cation–p interactions be-
tween aromatic and charged or partially charged amino acid
side chains are defined geometrically by the distance and
angle criteria described in Ref. 11. The distance criterion
requires that the atom carrying the positive charge is located
at 4.5 Å at most from one of the atoms of the aromatic cycle.
The angle criterion ensures that it is situated above that
cycle, and more precisely inside a cylinder having as basis
a disk containing the cycle and of a radius equal to twice the
cycle radius, and of height 4.5 Å.

Solvent Accessibility.The solvent-accessible surface
area of an amino acid side chain in its parent structure is
computed using the program SURVOL.57 Its solvent acces-
sibility is computed as the percentage of its solvent-acces-
sible surface area relative to the solvent accessible surface
area that it would have when included in an extended
Gly–X–Gly tripeptide.

Automatic Structural Classification of Protein Do-
mains. We use the structural classification algorithm of a
set of protein domains described in Refs. 2 and 58. The
classification is performed on the spatial arrangement of
a-helices, irrespective of the length and conformation of the
intervening loops and the possible presence ofb-structures.
The similarity of the arrangements is estimated by a struc-
tural alignment procedure that uses the rms deviation of
superimposed N, Ca, C, and O backbone atoms as a simi-
larity measure.

GIM acknowledges support from the Reyers Fund during
the first stages of this work. MP and MR are research
associate and senior research associate, respectively, of the
Belgian National Fund for Scientific Research (FNRS).
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