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Abstract
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1 Introduction

The objective of this paper is to present a nonparametric methodology for analyzing efficiency of production activities in the presence of undesirable (or bad) outputs. The goal of an efficiency analysis is to evaluate the efficiency of a DMU (i.e. Decision Making Unit) by comparing its input-output performance to that of other DMUs operating in a similar technological environment.\textsuperscript{1} Bad outputs, such as for instance carbon emissions, are often present in the production process, since it is simply impossible to produce good (or desirable) outputs without producing some bad outputs. To have a fair efficiency analysis it is therefore important to properly deal with these bad outputs.

Amongst the efficiency measurement techniques, Data Envelopment Analysis (DEA) has become popular both as an analytical research instrument and as a practical decision-support tool.\textsuperscript{2} The distinguishing feature of DEA is that it does not rely on functional specifications of the of the production technology but rather “lets the data speak for themselves”. DEA is also easy to implement and to interpret, which explain its popularity in empirical analysis.

In the recent decade there has been a growing literature on using DEA in an environmental context. This has led to a variety of models on how to deal with bad outputs such as carbon emissions. Sahoo, Luptacik and Mahlberg (2011) and Chen and Delmas (2012) present critical reviews and comparisons of all these models. Unfortunately, both these papers show that the efficiency analysis can lead to significantly different results depending on the maintained assumptions. Moreover, there are no clear guidelines on how to select the more appropriate assumptions, which makes them finally some ad-hoc choice of the empirical researcher.

As we explain in detail in Section 2, we present in this paper a methodology based on Cherchye et al. (2008, 2012). The distinguishing feature of their methodology is that it explicitly recognizes that each different output is characterized by its own production technology, while accounting for interdependencies between the different output-specific technologies. In this context, the output-specific production technology allows for avoiding transformations of the data, while the interdependency takes

\textsuperscript{1}See, for example, Färe, Grosskopf and Lovell (1994), Cooper, Seiford and Tone (2000), Fried, Lovell and Schmidt (2008), and Cook and Seiford (2009) for reviews.

\textsuperscript{2}See Liu et al (2013) for a general survey of DEA applications and Zhou, Ang and Poh (2008) for a survey of DEA applications focusing on energy and the environment.
into account that good outputs cannot be produced without the bad outputs. All this implies that we can minimize the underlying assumptions and that we obtain an efficiency analysis that is fairly similar to the standard DEA approach. This makes our approach easy to implement and allows for integrating it in the statistical literature that deals with empirical issues such as small sample bias, outlier behavior and conditional efficiency analysis.\footnote{See, e.g., Grosskopf (1996), Simar (1996), Simar and Wilson (2000), Cherchye and Post (2003) and Daraio and Simar (2007) for some recent surveys.}

We demonstrate the practical usefulness of our methodology by means of an efficiency analysis of US electric utilities based on data obtained from the eGRID database. This sector is a typical example of a production process that is characterized by bad outputs and many DEA studies have analyzed its efficiency.\footnote{See, e.g., Goto and Tsutsui (1998), Hattori (2002), Fare et al (2005), Tone and Tsutsui (2007) and Sarkis and Cordeiro (2012) for some studies that also focus on US electric utilities.} With respect to the inputs needed to produce electricity, we follow the standard approach by taking nameplate generation (used as proxy for total assets) and the quantity of fuel used.\footnote{The total number of employees can also be used as input, but these data are not available in the eGRID database.} The two desired outputs are electricity generated by fossil energies (e.g. coal, oil, gas) and by non-fossil energies (e.g. wind, solar, geothermal). We use this division to increase the realism of our empirical exercise and to demonstrate the versatility of our approach. Finally, there are three undesirable byproducts: \(\text{SO}_2\), \(\text{NO}_x\) and \(\text{CO}_2\) emissions.

The paper unfolds as follows. Section 2 explains our DEA-methodology and demonstrates how it is related to the existing literature. Section 3 contains our empirical analysis. Finally, Section 4 presents some concluding remarks.

\section{Methodology}

This section is structured as follows. Firstly, in section 2.1, we give the notation and terminology. Secondly, in section 2.2, we define and show how to compute the of technical efficiency in the input allocation setting.
2.1 Production technology

We assume a production technology that uses $N$ inputs, denoted by the vector $X$, for producing $M$ outputs, denoted by the vector $Y$. We follow Cherchye et al. (2008, 2012) by explicitly recognizing that each different output is characterized by its own production technology, while accounting for interdependencies between the different output-specific technologies.

Outputs. As mentioned in the introduction, we consider a production process with the presence of bad outputs. Good outputs ($Y^G \in \mathbb{R}_{+}^{M_{\text{good}}}$) are the desirable outputs that are produced, while bad outputs ($Y^B \in \mathbb{R}_{+}^{M_{\text{bad}}}$) are the undesirable by-products of the production process.

The undesirable feature of the bad outputs, meaning that less is better, is usually modeled by a monotone transformation of the bad outputs. For example, multiply the bad output by $-1$ or take the reciprocal value. Unfortunately, the choice of transformation is not harmless, since it influences the efficiency analysis; see, e.g. Scheel (2001) for a critical review.

Inputs. Cherchye et al. (2008, 2012) introduce two types of inputs in order to open the “black box of the decision process”. More precisely, they make use of output specific inputs and joint inputs. Output specific inputs are inputs that can be allocated to the specific outputs, since we observe how much of them is used to produce the specific outputs. As discussed by Cherchye et al., such information can be retrieved from accounting systems such as Activity Based Costing. Joint inputs are inputs that benefit the production of all outputs simultaneously and they can thus not be allocated to specific outputs.

The joint inputs reflect precisely the interdependencies between the different output-specific production technologies. Reducing these inputs will influence all outputs simultaneously. In order to fully exploit this concept in our setting characterized by bad outputs, we have to introduce the new concept of sub-joint inputs. Sub-joint inputs have the same nature as joint inputs but they are allocated to a subset of outputs (instead of all outputs). In our empirical application for instance is, our inputs Nameplate capacity and Fuel consumption are both entering the production process of the bad outputs. However, Nameplate capacity is a joint input that is used to produce both the Non-fossil energy and the Fossil energy. While, Fuel consumption...
is a sub-joint input since it is not related to the production of Non-fossil energy.

Sub-joint inputs are the cornerstone of our methodology. On the one hand, they allow for modeling the interdependency between the bad and the good outputs. While on the other hand, they also further open the black box of the decision process without having the extra data requirements related to output-specific inputs. In our empirical application such output-specific input formation is not available. Although we could easily integrate it in our discussion below, for simplicity we will here make abstraction from it. Formally, we use the vector $\mathbf{A}^m$ to contain the information on the allocation of the inputs to output $m$. $\mathbf{A}^m$ is defined, for each $m$ and $k$, as:

$$
(A^m)_k = \begin{cases} 
1 & \text{if input } k \text{ is joint or sub-joint and used to produce input } m, \\
0 & \text{otherwise}. 
\end{cases}
$$

In other words, if $\sum_1^M (A^m)_k = M$, then input $k$ is a joint input and if $\sum_1^M (A^m)_k < M$, then input $k$ is a sub-joint input. Using this notation, we obtain $M$ input vectors $\mathbf{X}^m = \mathbf{A}^m \odot \mathbf{X}$, which contain the input quantities that enter the production process of output $m$.$^6$

**Production technology.** As stated above each output is characterized by its own output-specific production technology set:

$$
T^m = \{(X^m, y^m) \in \mathbb{R}_+^{N+M} \mid \mathbf{X}^m \text{ can produce } y^m\}.
$$

The corresponding input requirement sets $I^m(y^m)$ contain all the combinations of joint and sub-joint inputs (i.e. $\mathbf{X}^m$) that can produce the output quantity $y^m$:

$$
I^m(y^m) = \{X^m \in \mathbb{R}_+^N \mid (X^m, y^m) \in T^m\}.
$$

### 2.2 Efficiency measurement

We first define our technical efficiency measure in terms of an input distance function. This function measures the distance from the observed input-output combination contained in $I^m(y^m)$ to the frontier $\text{Isoq}I^m(y^m)$ which envelops the data. This definition is not directly applicable since it is based on the $I^m(y^m)$’s which are typically un-
known. Subsequently, we introduce the technology axiomsthat allows to define the minimal empirical approximation \( \hat{I}^m(y^m_t) \) of the input requirement sets \( I^m(y^m_t) \). Finally, we use these sets \( \hat{I}^m(y^m_t) \) to show how to compute the technical input efficiency measure in practice.

**Technical input efficiency.** The methodology starts from the observed data. For each DMU (Decision Making Unit\(^7\)) \( t = 1, \ldots, T \) we observe the joint inputs, the output-specific inputs, the sub-joint inputs captured in \( X_t \), and the good and bad outputs captured in \( Y_t \) (with \( y^m_t \) the quantity of output \( m \)). Using the definition of the previous section, we can decompose \( X_t \) into \( A^1_t \odot X_t, \ldots, A^M_t \odot X_t \) or equivalently into \( X^1_t, \ldots, X^M_t \).

Taken together, this gives the following data set \( S \):

\[
S = \{(Y_t, X^1_t, \ldots, X^M_t) \mid t = 1, \ldots, T\}.
\]

Based on the data set \( S \), we can define the input set \( I^m(y^m_t) \) which contains all the combinations of output-specific, joint and sub-joint inputs \( X^m_t \) that can produce the output quantity \( y^m_t \) (see section 2.1.3 for more details):

\[
I^m(y^m_t) = \{X^m_t \in \mathbb{R}_+^N \mid (X^m_t, y^m) \in T^m\}.
\]

The input sets \( I^m(y^m_t) \) are bounded from below by the input isoquants \( \text{Isoq}I^m(y^m_t) \) defined as:

\[
\text{Isoq}I^m(y^m_t) = \{X^m_t \in I^m(y^m_t) \mid \text{for } \beta < 1, \beta X^m_t \not\in I^m(y^m_t)\}.
\]

\((y^m_t, X^m_t) \in \text{Isoq}I^m(y^m_t)\) means that the inputs \( X^m_t \) are the minimal input quantities that can produce the output quantity \( y^m_t \). The \( \text{Isoq}I^m(y^m_t) \)'s are called the frontier in the efficiency analysis since they envelop the observed input-output combination contained in \( I^m(y^m_t) \).

A natural indicator of the distance to the isoquants is the radial input distance function\(^8\) \( D_t \) introduced by Shephard (1970). This measure gives the largest equipro-

\(^7\)Decision Making Unit (DMU) is a general term used in efficiency analysis which refers to firms, governments, etc. In this paper, the electric utilities are the DMUs.

\(^8\)Note that there exists other ways to measure the input distance: the non-radial (Fare et al 1994), the slacks-based (Cooper et al 2006), the hyperbolic (Fare et al 1994) and the directional
portionate factor by which the inputs $(X^1_t, \ldots, X^M_t)$ can be reduce and still produce the quantity $Y_t$. $D_t$ is defined as:

$$D_t = D_t(Y_t, X^1_t, \ldots, X^M_t) = \max \left\{ \phi \mid \forall m : \left( \frac{X^m_t}{\phi} \right) \in I^m(y^m_t) \right\}.$$  

$D_t \geq 1$ with $D_t > 1$ is equivalent to $\forall m : X^m_t \in I^m(y^m_t)$ and $D_t = 1$ is equivalent to $\forall m : X^m_t \in \text{Isoq} I^m(y^m_t)$.

The input distance function is reciprocal to input-oriented technical efficiency which is known as the Debreu-Farell input efficiency measure. It is define as:

$$TE_t = TE_t(Y_t, X^1_t, \ldots, X^M_t) = \min \{ \theta \mid \forall m : \theta X^m_t \in I^m(y^m_t) \}$$

$TE_t$ defines the maximal equiproportionate input reduction, capturing by $\theta(X^1_t, \ldots, X^M_t)$, that still allows to produce the output $Y_t$. $TE_t$ is situated between 0 and 1 and lower value of $TE_t$ indicate greater technical inefficiency.

The Debreu-Farell input efficiency measure is the most commonly used efficiency measure in the DEA literature but is here tailored for the multi-output setting by considering output-specific input sets $I^m(y^m_t)$.

### 2.2.1 Technology axioms

As it is defined, $TE_t$ does not have practical usefulness. Indeed, it is based on the set $I^m(y^m_t)$ which are not known. We will build an empirical construction $\hat{I}^m(y^m_t)$ of the input set $I^m(y^m)$ satisfying the minimum extrapolation principle; which means that $\hat{I}^m(y^m_t)$ is the smallest empirical construction that is consistent with some standard technology axioms. Namely, we require that the input sets are nested (see Varian 1984 and Tulkens 1993), monotone and convex (see Petersen 1990 and Bogetoft 1996 for discussion and Cherchye et al 2012 for a discussion in the input allocation setting) and that what we observe is certainly feasible.

**Axiom 1 (nested input sets):** $y^m \geq y^{m'} \implies I^m(y^m) \supseteq I^m(y^{m'})$.

Axiom 1 says that a particular input combination $X^m$ can still produce less output than the quantity $y^m$. Essentially, this axiom of nested input sets implies that outputs distance function (Fare et al 1997). The radial one is the most natural and the most used in the efficiency literature.
are freely disposable. Free output disposability is a standard assumption in the DEA literature.

**Axiom 2 (monotone input sets):** \( X^m \in I^m(y^m) \) and \( X^{m'} \geq X^m \implies X^{m'} \in I^m(y^m) \).

Axiom 2 is equivalent to require freely disposable of inputs i.e. more input never reduces the outputs.

**Axiom 3 (convex input sets):** \( X^m \in I^m(y^m) \) and \( X^{m'} \in I^m(y^m) \implies \forall \lambda \in [0, 1] : \lambda X^m + (1 - \lambda)X^{m'} \in I^m(y^m) \).

Axiom 3 says that, if two inputs can produce the output, then any convex combination can also produce the same output.

**Axiom 4 (observability means feasibility):** \((Y_t, X^1_t, \ldots, X^M_t) \in S \implies \forall m : X^m_t \in I^m(y^m_t) \).

Axiom 4 says that what we observe is certainly feasible. Or, if we observe \((Y_t, X^1_t, \ldots, X^M_t)\), this input can certainly produce this output.

The smallest empirical construction of the input set \( I^m(y^m_t) \) which is consistent with the Axioms 1-4 is given by:

\[
\hat{I}^m(y^m_t) = \left( \begin{array}{c} X \\ \sum_s \lambda^s X^m_s \leq X; \sum_s \lambda^m_s = 1 \\ \text{and } \lambda^m_s \geq 0 \text{ for all } s : y^m_s \geq y^m_t \end{array} \right)
\]

\( \hat{I}^m(y^m_t) \) is the smallest empirical construction of the input set \( I^m(y^m_t) \) or \( \hat{I}^m(y^m_t) \subseteq I^m(y^m_t) \). \( \hat{I}^m(y^m_t) \) is then an inner bound approximation of \( I^m(y^m_t) \).

### 2.2.2 Measuring technical input efficiency

Given the set \( \hat{I}^m(y^m_t) \), the input-oriented technical efficiency measure can be defined as:

\[
\hat{TE}_t = \hat{TE}_t(Y_t, X^1_t, \ldots, X^M_t) = \min \{ \theta \mid \forall m : \theta X^m_t \in \hat{I}^m(y^m_t) \}
\]

As before, we have that \( \hat{TE}_t \) is situated between 0 and 1 and lower value of \( \hat{TE}_t \) indicate greater technical inefficiency. We have also that \( \hat{TE}_t \geq TE_t \). In words, \( \hat{TE}_t \) is the most favorable measure of \( TE_t \) or, equivalently, the upper bound of \( TE_t \). This property is known as the ‘benefit of the doubt’ condition meaning that we
measure $TE_t$ in the most favorable way. At last, $\widehat{TE}_t \geq TE_t$ is equivalent to say that $\hat{I}^m(y^m_t) \subseteq I^m(y^m_t)$ as explained in the previous section.

Given the previous definition of $\hat{I}^m(y^m_t)$ and $\widehat{TE}_t$, we can define the following program to compute $\widehat{TE}_t$:

$$\widehat{TE}_t = \min_{\lambda^m \in \{1, \ldots, M\}} \theta$$

$$\forall m : \sum_s \lambda^m_s X^m_s \leq \theta X^m_t$$

$$\forall m : \sum_s \lambda^m_s = 1$$

$$\forall m, \forall s : \lambda^m_s (y^m_s - y^m_t) \geq 0$$

$$\lambda^m_s \geq 0; \theta \geq 0.$$

Or equivalently, easier to use in practice:

$$\widehat{TE}_t = \min_{\lambda^m \in \{1, \ldots, M\}} \theta$$

$$\forall m : \sum_{s=1}^T \lambda^m_s X^m_s \leq \theta X^m_t$$

$$\forall m : \sum_{s=1}^T \lambda^m_s = 1$$

$$\forall m, \forall s : \lambda^m_s (y^m_s - y^m_t) \geq 0$$

$$\lambda^m_s \geq 0; \theta \geq 0.$$

It is possible to interpret the technical efficiency measure $\widehat{TE}_t$ in term of cost efficiency. Cherchye et al (2012) start from a cost minimization condition which is inspired by the structural efficiency measurement approach initiated by Afriat (1972), Hanoch and Rothschild (1972), Diewert and Parkan (1983) and Varian (1984) and obtain as dual measure of their cost efficiency measure the technical efficiency $\widehat{TE}_t$. We refer to their paper for more details.

### 2.3 Discussion

We are good because: (i) our subjoint inputs takes interdependencies between the several outputs into account, (ii) our output-specific production technologies allow to avoid the impact of the transformation: does not impact the frontier., (iii) input
reduction implies that we do not need to focus on weak disposability, instead we focus on the inputs (which, given the technology are responsible for the bad outputs)

3 Application

We apply our methodology to the question of the technical efficiency of US electric utilities. This question has already been treated in the efficiency literature. See, for example, Sarkis and Cordeiro (2012), Fare et al (2005) for an application to US electric utilities; Tone and Tsutsui (2007), Hattori (2002) and Goto and Tsutsui (1998) for an application to the Japanese and US electric utilities.

We see three advantages to use our methodology. First, it does not require extra assumptions on the technology and is directly linked with traditional DEA techniques (no slack, no directional distance function). Secondly, it allows to a more realistic analysis by allocating the inputs to the outputs (see below). Thirdly, it gives the same result for any transformation of the bad outputs (see section 2.1.1).

This section is divided in two parts. In section 3.1, we explain in details the inputs, the outputs and the samples we consider. In section 3.2, we give the main results and compare our methodology to the standard approach (i.e. the input-oriented technical efficiency measure).

3.1 Inputs, Outputs and data preparation

For the inputs, we follow the standard setting. The two inputs are the nameplate generation (used as proxy for total assets) and the quantity of fuel used. The total number of employees can be used as input. The data are difficult to find and does not match with the database we consider, we do not include it to avoid this discussion. The generator capacity and the boiler capacity can also be considered as inputs. These two inputs are aggregated into the nameplate generation. We do not include them to keep the analysis as simple as possible.

For the good output, the standard approach is to take the quantity of electricity generated. It implicitly assumes that the whole electricity is produced by the use of fuel. We consider a more realistic setting by splitting the electricity generated into electricity generated by fossil energies (coal, oil, gas, nuclear) and by non-fossil energies (hydro, biomass, wind, solar and geothermal). Undesirable byproducts such
as SO₂, NOₓ, CO₂ emissions, which are the consequence of the use of fuel as input, are also present in the production process. Figure 1 summarizes the two approaches:

Figure 1: Production Processes

All in all, we have two good outputs: non-fossil electricity generated \((y^G_1)\) and fossil electricity generated \((y^G_2)\); three bad outputs: \(\text{SO}_2\) \((y^B_1)\), \(\text{NO}_x\) \((y^B_2)\), \(\text{CO}_2\) \((y^B_3)\); one joint input: nameplate capacity \((x^1)\) and one sub-joint input: fuel consumption \((x^2)\). We choose the \(g(Y^B) = -Y^B\) but, as explained in section 2.1.1, the results are the same for all transformations of the bad outputs. Using the notation introduced in sections 2.1.1 and 2.1.2, we have, for each DMU \(t\):

\[
Y_t = \begin{bmatrix} y^1_t \\ y^2_t \\ y^3_t \\ y^4_t \\ y^5_t \end{bmatrix} = \begin{bmatrix} y^G_{1,t} \\ y^G_{2,t} \\ -y^B_{1,t} \\ -y^B_{2,t} \\ -y^B_{3,t} \end{bmatrix}; \quad X_t = \begin{bmatrix} x^1_t \\ x^2_t \end{bmatrix}; \quad A^1_t = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad A^2_t = A^3_t = A^4_t = A^5_t = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

\[
X^1_t = A^1_t \odot X_t = \begin{bmatrix} x^1_t \\ 0 \end{bmatrix} \quad \text{and} \quad X^2_t = X^3_t = X^4_t = X^5_t = \begin{bmatrix} x^1_t \\ x^2_t \end{bmatrix}.
\]

Data come form the US EPA’s eGRID system. eGRID is a comprehensive source of data on the environmental characteristics of all electric power generated in the
United States. In particular, we use the eGRID2012 version 1.0. We propose an analysis for the more recent year: 2009. The database contain 5492 plants.

DEA requires homogeneous sample to have a consistent analysis. We consider two scenarios. First, we follow the procedure of Sarkis and Cordeiro (2012) by considering only plants that generated more than 1,000,000 MWh annually. The first sample contain 681 plants. The second scenario is to pick only plants that produces both fossil and non-fossil electricities. The second sample contain 63 plants. Descriptive statistics for the two samples are available in Tables 3 and 4.

3.2 Results

In this section, we present the results for the two scenario, i.e. plants that generated more than 1,000,000 MWh annually (scenario 1) and plants that produces fossil and non-fossil electricities (scenario 2).

It is natural to compare our efficiency measure to the standard input-oriented technical efficiency measure defined as:

\[
\hat{TE}^{\text{standard}}_t = \min_{\lambda_s} \theta \\
\sum_s \lambda_s X_s \leq \theta X_t \text{ for all } s : Y_s \geq Y_t \\
\sum_s \lambda_s = 1 \text{ for all } s : Y_s \geq Y_t \\
\lambda_s \geq 0; \theta \geq 0.
\]

The difference between the standard input-oriented technical efficiency measure \(\hat{TE}^{\text{standard}}_t\) and the measure we suggest \(\hat{TE}_t\) is that this last measure accounts for interdependent output-specific production technologies. The interdependence occurs though the joint and sub-joint inputs (see section 2.1.2). This implies that \(\hat{TE}_t\) generally has more discriminatory power than the standard measure \(\hat{TE}^{\text{standard}}_t\) because it incorporates more prior information about the underlying production process. We will illustrate this fact below.

We consider two different specifications of the standard model: without splitting the electricity generated \(\hat{TE}^{\text{standard}}_{\text{NoSplit}}\) and with split of the electricity generated into fossil and non-fossil electricity generated \(\hat{TE}^{\text{standard}}_{\text{Split}}\). We also consider two different specifications of the new model: without allocating the inputs to the outputs, i.e. all
the inputs are considered as joint (\(\hat{TE}_{\text{Joint}}\)) and with allocation of the inputs to the outputs (\(\hat{TE}_{\text{Allocated}}\)).

Table 1: Efficiency scores for 681 plants that produces more than 1,000,000 MWh.

<table>
<thead>
<tr>
<th>DMUs: Plants</th>
<th>(\hat{TE}_{\text{standard NoSplit}})</th>
<th>(\hat{TE}_{\text{standard Split}})</th>
<th>(\hat{TE}_{\text{Joint}})</th>
<th>(\hat{TE}_{\text{Allocated}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.9185</td>
<td>0.8462</td>
<td>0.8312</td>
<td>0.8278</td>
</tr>
<tr>
<td>Max</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Min</td>
<td>0.1628</td>
<td>0.2103</td>
<td>0.2103</td>
<td>0.2103</td>
</tr>
<tr>
<td>Std</td>
<td>0.1845</td>
<td>0.1792</td>
<td>0.1792</td>
<td>0.1774</td>
</tr>
<tr>
<td>Efficient</td>
<td>435</td>
<td>252</td>
<td>248</td>
<td>242</td>
</tr>
<tr>
<td>% Efficient</td>
<td>63.88</td>
<td>37.00</td>
<td>36.42</td>
<td>35.54</td>
</tr>
</tbody>
</table>

Table 1 gives the result for the first scenario. Clearly, splitting the electricity generated into fossil and non-fossil electricity generated increases the discriminatory power of the analysis, i.e. it is more difficult to be efficient. Almost 64% of the plants are efficient without splitting the electricity generated while around 35% are efficient when the electricity generated is split. The three last columns are close but the expected results are there. Indeed, our model has more discriminatory power than the standard approach and the allocation of inputs to outputs increases again the discriminatory power. We will redo the exercise only with plants that produce fossil or non-fossil electricity (scenario 2) to highlight again more the advantage of our model.

Table 2: Efficiency scores for 63 plants that produces both fossil and non-fossil electricities.

<table>
<thead>
<tr>
<th>DMUs: Plants</th>
<th>(\hat{TE}_{\text{standard NoSplit}})</th>
<th>(\hat{TE}_{\text{standard Split}})</th>
<th>(\hat{TE}_{\text{Joint}})</th>
<th>(\hat{TE}_{\text{Allocated}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.9662</td>
<td>1</td>
<td>0.9751</td>
<td>0.9704</td>
</tr>
<tr>
<td>Max</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Min</td>
<td>0.3395</td>
<td>1</td>
<td>0.6357</td>
<td>0.6357</td>
</tr>
<tr>
<td>Std</td>
<td>0.1240</td>
<td>0</td>
<td>0.0667</td>
<td>0.0749</td>
</tr>
<tr>
<td>Efficient</td>
<td>58</td>
<td>61</td>
<td>49</td>
<td>47</td>
</tr>
<tr>
<td>% Efficient</td>
<td>92.06</td>
<td>96.83</td>
<td>77.78</td>
<td>74.60</td>
</tr>
</tbody>
</table>

Table 2 gives the result for the second scenario. The bigger discriminatory power of our model is clear, 70% of the plants are efficient under our setting while more than 90% are efficient under the standard setting. The discriminatory power increases again when the inputs are allocated to the outputs (78% to 74% ).
4 Conclusion

In this paper we suggest a new DEA-based technique to deal with the presence of ‘undesirable’ or ‘bad’ outputs in efficiency analysis. This methodology does not consider bad and good outputs as jointly produced by the inputs. On the contrary, we model ‘undesirable’ and ‘desirable’ outputs separately by allocating the inputs to the different outputs in an elegant way. It, consequently, yields to a more realistic approach and increases the discriminatory power of the analysis. Moreover, the technique avoids to make specific assumption on the technology set (such as weak disposability, null-jointness, etc.), is directly linked with traditional DEA techniques (no slack, no directional distance function) and avoid the (difficult and unverifiable) choice of the best translation of the bad outputs since the results are the same for any translations (see section 2.1.1).

We apply our methodology to the question of the technical efficiency of US electric utilities. Our methodology allows to consider a more realistic setting by allocating the inputs to the outputs. In particular, we allocate the nameplate capacity and the fuel consumption to the fossil electricity generated and to three types of greenhouse gases (CO$_2$, NO$_x$ and SO$_2$) and the nameplate capacity to the non-fossil electricity generated. The results clearly suggest that the electricity generated should be split and that our methodology gives a more discriminate analysis (i.e. it is more difficult to be efficient) than in the standard setting (i.e. based on the input-oriented technical efficiency measure).
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## Appendix

### Descriptive statistics

#### Table 3: Descriptive statistics for 681 plants that produces more than 1,000,000 MWh

<table>
<thead>
<tr>
<th></th>
<th>Non-Fossil Energy (MWh)</th>
<th>Fossil Energy (MWh)</th>
<th>CO₂ (tons)</th>
<th>SO₂ (tons)</th>
<th>NOₓ (tons)</th>
<th>Nameplate Capacity (MW)</th>
<th>Fuel (MMBtu)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>1,403,900</td>
<td>3,647,000</td>
<td>3,233,700</td>
<td>2,800</td>
<td>8,072</td>
<td>1,075</td>
<td>34,930,000</td>
</tr>
<tr>
<td><strong>Max</strong></td>
<td>30,661,851</td>
<td>22,977,980</td>
<td>24,895,000</td>
<td>42,511</td>
<td>113,140</td>
<td>6,809</td>
<td>242,640,000</td>
</tr>
<tr>
<td><strong>Min</strong></td>
<td>0</td>
<td>-262</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>136.9</td>
<td>0</td>
</tr>
<tr>
<td><strong>Std</strong></td>
<td>4,174,300</td>
<td>3,853,400</td>
<td>4,120,200</td>
<td>4,454</td>
<td>15,621</td>
<td>752</td>
<td>39,004,000</td>
</tr>
</tbody>
</table>

#### Table 4: Descriptive statistics for 63 plants that produces both fossil and non-fossil electricities.

<table>
<thead>
<tr>
<th></th>
<th>Non-Fossil Energy (MWh)</th>
<th>Fossil Energy (MWh)</th>
<th>CO₂ (tons)</th>
<th>SO₂ (tons)</th>
<th>NOₓ (tons)</th>
<th>Nameplate Capacity (MW)</th>
<th>Fuel (MMBtu)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>696,000</td>
<td>500,150</td>
<td>435,100</td>
<td>508</td>
<td>1,563</td>
<td>246</td>
<td>4,744,200</td>
</tr>
<tr>
<td><strong>Max</strong></td>
<td>19,649,257</td>
<td>11,137,824</td>
<td>11,982,000</td>
<td>18,548</td>
<td>67,418</td>
<td>3,561</td>
<td>117,000,000</td>
</tr>
<tr>
<td><strong>Min</strong></td>
<td>166</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.3</td>
<td>49</td>
</tr>
<tr>
<td><strong>Std</strong></td>
<td>2,953,000</td>
<td>1,979,800</td>
<td>1,897,700</td>
<td>2,441</td>
<td>8,587</td>
<td>705</td>
<td>19,215,000</td>
</tr>
</tbody>
</table>