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Abstract. We review various fluid-structure algorithms based on domain decomposition techniques
and we propose a new one. The standard methods used in fluid-structure interaction problems are
generally “nonlinear on subdomains”. We propose a scheme based on the principle “linearize first, then
decompose”. In other words we extend to fluid-structure problems domain decomposition techniques
classically used in nonlinear elasticity.

Résumé. Nous faisons une revue de divers algorithmes de couplage fluide-structure basés sur des tech-
niques de décomposition de domaine et nous en proposons une nouvelle. Les méthodes classiquement
utilisées en interaction fluide-structure sont généralement “non linéaires par sous-domaine”. Le schéma
que nous proposons est au contraire basé sur le principe “linéariser puis décomposer”. Autrement dit,
nous étendons aux problèmes d’interaction fluide-structure des techniques de décomposition de domaine
classiquement utilisées en élasticité non linéaire.

INTRODUCTION

In this paper we review various numerical methods to treat the interaction between an incompressible fluid
and an elastic structure, and we propose a new approach based on a Newton algorithm and domain decompo-
sition methods. To model the structure, we use 3D-shell elements, which allows us to use three dimensional
consititutive laws (see [4–6]). Up to our knowledge, this is the first time such elements are used in fluid-structure
interaction.

Fluid-structure algorithms are too numerous to be reviewed exhaustively. A classification of the various
approaches is not obvious either. To begin with, we can consider two groups of methods: the “strongly coupled”
and the “loosely coupled” schemes. This distinction is quite clear since it corresponds to a precise property:
those schemes which can ensure a well-balanced energy transfer between the fluid and the structure can be
called “strongly coupled”, the other ones are “loosely coupled”. All the methods presented in this study are
strongly coupled. Loosely coupled schemes, which are very powerful in many applications but can be unstable
in others, are not considered here. We refer for example to [12,30] for explicit coupling schemes and to [15,16]
for a semi-implicit coupling scheme.

We can then distinguish “monolithic” and “partitioned” schemes. For example, an ad hoc solver whose
purpose is to solve simultaneously the fluid and the structure typically leads to a monolithic scheme (see for
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example [1, 10, 22, 23, 31, 32, 35]). On the other hand, coupling one fluid solver and one structure solver as black boxes clearly yields a partitioned scheme. Such a partitioned scheme can be strongly coupled as soon as sub-iterations are performed at each time step. The number of subiterations being very large in some application, acceleration techniques have been investigated in several articles: for example Le Tallec and Mouro [25] propose a steepest descent approach, Mok, Wall and Ramm [28] propose an Aitken acceleration which is based on the two previously computed solutions, and Vierendeels [34] a least-square method which uses several previously computed solutions.

It is well-known, in particular since the work by Le Tallec and Mouro [25] and more recently by Deparis et al. [8, 9], that fluid-structure problems can be tackled with domain decomposition approaches. Indeed, a fluid-structure problem can be viewed as a general continuum mechanics problem set on one domain which is split into a fluid part and a structure part. The fluid-structure coupling conditions then appear as the transmission conditions which ensure that the solution of the global problem is obtained by “sticking” the two sub-problem solutions. This point of view has been adopted in various studies, either with the so-called “Dirichlet-Neumann” algorithms (see for example [13, 21, 26]) or with “Neumann-Neumann” algorithms ([8, 9]).

All these methods have been devised following the rule “apply domain decomposition to the nonlinear global problem and then solve on each subdomain the nonlinear problems”. On the contrary, in other fields – for example nonlinear elasticity [24] – domain decomposition is usually applied with the rule “linearize first, then solve the tangent problem using domain decomposition”. The purpose of this paper is to propose a fluid-structure algorithm based on the last rule. The resulting algorithm can be viewed as a monolithic scheme in the sense that we apply a Newton algorithm to the global fluid-structure problem. But it is more conform to the practical implementation to consider it as a partitioned scheme since the fluid and the structure are solved with two different solvers, with their own schemes, and can be run in parallel. Contrarily to the methods following the first rule, these solvers are only used to solve the tangent problems and to evaluate nonlinear residuals. The use of two different solvers has well-known advantages (re-usability of existing codes, flexible choice of the numerical methods adapted to each sub-problem, etc.). Compared to monolithic schemes presented in the literature [22, 23, 31], our approach may have another advantage: the use of domain decomposition methods to solve the tangent problem is expected to be more efficient than direct methods or iterative methods based on block-preconditioners.

In Section 1 we review some standard approaches to solve fluid-structure interaction problems, in particular those based on domain decomposition arguments, that use the so-called Steklov-Poincaré operators. In Section 2 we recall the fluid and solid models and we set the main notations. The time scheme is presented in Section 3. In Section 4 the new algorithm is introduced. It is difficult to anticipate the advantages in terms of efficiency of the proposed approach. Nevertheless we propose in Section 4.2 a simplified complexity analysis whose conclusion may be sum up as follows: the more expensive the structure problem and nonlinear the fluid (let think of the Navier-Stokes equations but also of complex models for the fluid), the more competitive is expected this new formulation. Preliminary numerical results are reported on in Section 5. More extensive simulations and comparisons with existing methods will be proposed in a forthcoming work [14].

1. Classical solution methods

In this section we briefly review the existing algorithms for the numerical solution of the nonlinear system arising in the time discretization of the fluid-structure problem with an implicit coupling scheme. These methods are typically based on the application of a particular nonlinear iterative method to three different formulations of the nonlinear coupled system.

In general, the time discretization of a fluid-structure problem with an implicit coupling scheme leads to a coupled nonlinear problem of type: Find the interface displacement $\gamma$, the fluid state $x_f$ and the solid state $x_s$, 


Formulation (I):
\[
\begin{aligned}
F(x_f, \gamma) &= 0, \\
S(x_s, \gamma) &= 0, \\
I(x_f, x_s) &= 0.
\end{aligned}
\tag{1}
\]

Equations of (1)_1 and (1)_2 ensure the equilibrium of momentum when the fluid and the solid are subjected to an interface displacement \(\gamma\), whereas the last equation enforces the equilibrium of mechanical stresses at the interface.

Problem (1) can be reformulated in terms of \(\gamma\) by eliminating the fluid and solid unknowns \(x_f, x_s\). This yields to the so-called Steklov-Poincaré formulation: Find the interface displacement \(\gamma\) such that,

Formulation (II):
\[
S_f(\gamma) + S_s(\gamma) = 0.
\tag{2}
\]

Here, \(S_f\) and \(S_s\) stand for the fluid and solid Steklov-Poincaré operators which can be defined as follows: for a given interface displacement \(\gamma\), \(S_f(\gamma)\) gives the stress exerted by the fluid on the interface, and analogously for \(S_s\). All these notations will be made precise below. In section 3.2, we shall describe the link between (1) and (2).

Finally, the composition of the inverse operator \(S_s^{-1}\) with (2) gives rise to the so-called Dirichlet-to-Neumann formulation:

Formulation (III):
\[
S_s^{-1}(-S_f(\gamma)) - \gamma = 0.
\tag{3}
\]

Formally speaking, Formulations (II) and (III) are similar. Nevertheless, we prefer to distinguish them since they correspond to different approaches in the literature. The denominations “Dirichlet-Neumann formulation” and “Steklov-Poincaré formulation” are purely conventional (both of them clearly involve Steklov-Poincaré operators).

The three following paragraphs address a brief state-of-the-art on the iterative methods for the numerical solution of (1), (2) and (3).

### 1.1. Monolithic formulation

A common approach in the numerical solution of nonlinear systems, arising in implicit coupling, consists in applying a Newton based algorithm to the global formulation (1). This requires the repeated solution of a tangent (or approximated tangent) problem with the following block structure:

\[
\begin{bmatrix}
D_{x_f} F(x_f, \gamma) & D_{\gamma} F(x_f, \gamma) \\
D_{x_s} S(x_s, \gamma) & D_{\gamma} S(x_s, \gamma) \\
D_{x_f} I(x_f, x_s) & D_{x_s} I(x_f, x_s)
\end{bmatrix}
\begin{bmatrix}
\delta x_f \\
\delta x_s \\
\delta \gamma
\end{bmatrix}
= -
\begin{bmatrix}
F(x_f, \gamma) \\
S(x_s, \gamma) \\
I(x_f, x_s)
\end{bmatrix}.
\tag{4}
\]

Newton algorithms based on the numerical solution of (4) in a monolithic fashion, i.e. using global direct or iterative methods, have been reported in [1, 10, 22, 32, 35]. It is worth noticing that such a monolithic approach makes difficult the use of separate solvers for the fluid and structure sub-problems. Alternatively, system (4) can be solved in a partitioned manner through a block-Gauss elimination of \(\delta x_f\), which leads to the so-called block-Newton methods [17, 18].

### 1.2. Dirichlet to Neumann formulations

Formulation (III) reduces problem (1) to the determination of a fixed point of the Dirichlet-to-Neumann operator \(\gamma \mapsto S_s^{-1}(-S_f(\gamma))\). This motivates the use of fixed-point based methods [25, 27–29]:

\[
\gamma^{k+1} = \omega^k S_s^{-1}(-S_f(\gamma^k)) + (1-\omega^k)\gamma^k,
\tag{5}
\]

with \(\omega^k\) a given relaxation parameter which is chosen in order to enhance convergence [7, 27, 28]. Alternatively, one can use Newton based methods [19, 21] for a fast convergence towards the solution of (3). This requires the
solution of a tangent problem of the type
\[(J(\gamma^k) - I)\delta\gamma = -(S_s^{-1}(-S_f(\gamma^k)) - \gamma^k),\] (6)
where \(J(\gamma)\) stands for the Jacobian, or approximated Jacobian [21], of the composed operator \(\gamma \mapsto S_s^{-1}(-S_f(\gamma))\). It is worth noticing that exact Jacobian computations require shape derivative calculus for the fluid [19]. Let us also stress the fact that these methods are naturally partitioned.

1.3. Symmetric Steklov-Poincaré formulation

The Dirichlet-Neumann formulations share a common feature: their implementation is purely sequential. The Steklov-Poincaré formulation (2) may allow to set up parallel algorithms to solve the interface equation.

Following the presentation of Deparis et al. [8], the nonlinear problem (2) can be solved through nonlinear Richardson iterations:
\[P(\gamma^{k+1} - \gamma^k) = \omega^k(-S_f(\gamma^k) - S_s(\gamma^k)),\] (7)
for an appropriate choice of the preconditioner \(P\), namely
\[P_k^{-1} = \alpha^k[S_f'(\gamma^k)]^{-1} + (1 - \alpha^k)[S_s'(\gamma^k)]^{-1},\] (8)
where \(\lambda \mapsto S_f'(\beta) \cdot \lambda\) is the differential of \(S_f\) at \(\beta\), and \([S_f'(\beta)]^{-1}\) its inverse. This choice generalizes the standard preconditioners of linear domain decomposition methods (for which \(S' = S\)). If \(\alpha_k\) is 0.1 or 0.5 we retrieve respectively Dirichlet-Neumann, Neumann-Dirichlet or Neumann-Neumann preconditioners. On the other hand, since equation (2) is nonlinear, one can apply a Newton method,
\[(S_f'(\gamma^k) + S_s'(\gamma^k))(\gamma^{k+1} - \gamma^k) = -S_f(\gamma^k) - S_s(\gamma^k),\] (9)
which corresponds to the nonlinear Richardson iteration (7) preconditioned with \(P_k = S_f'(\gamma^k) + S_s'(\gamma^k)\). This linear equation can be solved, for example, by a GMRES algorithm, with or without preconditioning. For instance, in [8] the authors propose to use the preconditioners (8).

The Newton method applied to the Dirichlet-Neumann formulation is not equivalent to the Newton method applied to the Steklov formulation, since the roles played by the fluid and by the structure are not symmetric in the first approach whereas they are in the second. After linearization, one cannot compose (6) with \(S_s\) and the application of the preconditioner \((S_f' + S_s')\) as soon as \(\alpha \notin \{0, 1\}\). However, as we shall see in section 4.2, a simplified complexity analysis shows that the overall computational costs of both methods might be of the same order, for instance, whenever the cost of the fluid sub-problems solution is cheaper.

The formulations recalled in Sections 1.2 and 1.3 are first based on the coupling conditions, giving rise to a nonlinear equation on the interface, which involves nonlinear sub-problems. The algorithm we introduce in Section 4 first treats the nonlinearity of the whole problem through a Newton method, and uses a Steklov-Poincaré formulation on the tangent problems.

2. Mechanical setting

Let \(\hat{\Omega} = \hat{\Omega}_f \cup \hat{\Omega}_s\) be a reference configuration of the system, see Figure 1. We introduce the motion of the solid medium
\[\hat{\varphi}_s : \hat{\Omega}_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3.\]
The current configuration of the structure is then denoted by \(\Omega_s(t) = \varphi_s(\hat{\Omega}_s, t)\). We introduce the deformation gradient \(\hat{F}_s(\hat{x}, t) \triangleq \nabla_{\hat{x}} \varphi_s(\hat{x}, t)\), its determinant \(\hat{J}_s(\hat{x}, t) \triangleq \det \hat{F}_s(\hat{x}, t)\). The displacement of the solid
domain is given by \( \tilde{\mathbf{A}}_s(\tilde{x}, t) \equiv \tilde{\phi}_s(\tilde{x}, t) - \tilde{x} \). The fluid domain \( \Omega_f(t) \) is parametrized by the Arbitrary Lagrangian Eulerian ALE mapping (see [11], for instance),

\[
\tilde{\mathbf{A}} : \tilde{\Omega}_f \times \mathbb{R}^+ \longrightarrow \mathbb{R}^3,
\]

such that \( \Omega_f(t) = \tilde{\mathbf{A}}(\tilde{\Omega}_f, t) \). In the sequel we will use the notation \( \tilde{\mathbf{A}}_s \equiv \tilde{\mathbf{A}}(\cdot, t) \) and the superscript \( \tilde{\cdot} \) will be related to fields defined on the reference configuration \( \tilde{\Omega}_f \) or \( \tilde{\Omega}_s \). In addition, for a given Eulerian fluid quantity \( q \) (i.e. defined in \( \Omega_f(t) \) for \( t > 0 \)) we will denote its ALE description by \( \tilde{q} \), as a field defined in \( \tilde{\Omega}_f \times \mathbb{R}^+ \) as

\[
\tilde{q}(\tilde{x}, t) = q(\tilde{\mathbf{A}}(\tilde{x}), t), \quad \forall \tilde{x} \in \tilde{\Omega}_f. \tag{10}
\]

We introduce the deformation gradient of the fluid domain \( \tilde{\mathbf{F}}_f(\tilde{x}, t) \equiv \nabla_{\tilde{x}} \tilde{\mathbf{A}}(\tilde{x}, t) \), and its determinant \( \tilde{J}_f(\tilde{x}, t) \equiv \det \tilde{\mathbf{F}}_f(\tilde{x}, t) \). The displacement of the fluid domain is given by \( \tilde{\mathbf{d}}_f(\tilde{x}, t) \equiv \tilde{\mathbf{A}}(\tilde{x}, t) - \tilde{x} \) and its velocity by

\[
\tilde{\mathbf{w}} \equiv \frac{\partial \tilde{\mathbf{A}}}{\partial t}.
\]

The fluid-structure interface, namely \( \partial \Omega_f(t) \cap \partial \Omega_s(t) \) is denoted by \( \Sigma(t) \), and \( \Gamma_f = \partial \Omega_f(t) \setminus \Sigma(t) \) stands for the portion of the fluid boundary that is not shared with the boundary of the structure. The surface \( \Gamma_f \) is assumed to be independent of \( t \). The boundary \( \partial \Omega_s \) of the reference configuration for the structure is divided into three disjoint parts \( \tilde{\Gamma}_D, \tilde{\Gamma}_N \) and \( \tilde{\Sigma} \), with \( \Sigma(t) = \tilde{\mathbf{A}}_s(\Sigma) \). We denote by \( \mathbf{n} \) the outward unit normal on the fluid boundary in the current configuration, and by \( \tilde{\mathbf{n}}_s \) the outward unit normal on the reference structure boundary.

2.1. The coupled problem

We consider a Newtonian viscous, incompressible fluid with density \( \rho_f \) and dynamic viscosity \( \mu \). Its state is described by its Eulerian velocity \( \mathbf{u} \) and pressure \( p \). The constitutive law for the Cauchy stress tensor is given by the following expression:

\[
\mathbf{\sigma}(\mathbf{u}, p) = -p I + 2\mu \mathbf{\epsilon}(\mathbf{u}),
\]

with \( \mathbf{\epsilon}(\mathbf{u}) = \frac{1}{2} \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right] \). In absence of body forces, these unknowns satisfy the incompressible Navier-Stokes equations in an ALE formulation:

\[
\begin{cases}
\rho_f \left. \frac{\partial \mathbf{u}}{\partial t} \right|_{\tilde{x}} + \rho_f (\mathbf{u} - \mathbf{w}) \cdot \nabla \mathbf{u} - \nabla \left( 2\mu \mathbf{\epsilon}(\mathbf{u}) \right) + \nabla p = 0, & \text{in } \Omega_f(t), \\
\quad \text{div } \mathbf{u} = 0, & \text{in } \Omega_f(t), \\
\sigma(\mathbf{u}, p) \cdot \mathbf{n} = \mathbf{g}, & \text{on } \Gamma_f,
\end{cases}
\tag{11}
\]
where \( \frac{\partial}{\partial t} \bigg|_{\Omega_f} \) stands for the ALE time derivative, \( \mathbf{w} \triangleq \hat{\mathbf{w}} \circ \hat{\mathcal{A}}^{-1} \), and \( g \) a given density of surface force.

The structure is supposed to be hyperelastic under large displacements and deformations. Its density is denoted by \( \rho_s \). Its state is described by its displacement \( \hat{\mathbf{d}}_s \) and its first Piola-Kirchoff stress tensor \( \hat{\mathbf{T}} \). The latter is related to \( \hat{\mathbf{d}}_s \) as the gradient of an internal stored energy function \( W(\hat{\mathbf{F}}_s) \). The choice of the internal stored energy will depend on the problem under consideration and will not change the setting of the fluid-structure problem. Assuming that the structure is clamped on \( \Gamma_D \) and under no body and surface forces, these unknowns are driven by the following elastodynamic equations

\[
\begin{align*}
\mathcal{J}_s \rho_s \frac{\partial^2 \hat{\mathbf{d}}_s}{\partial t^2} & - \text{div} \, \hat{\mathbf{T}} = 0, & \text{in } \hat{\Omega}_s, \\
\hat{\mathbf{d}} &= 0, & \text{on } \hat{\Gamma}_D, \\
\hat{\mathbf{T}} \cdot \hat{\mathbf{n}}_s &= 0, & \text{on } \hat{\Gamma}_N.
\end{align*}
\]

(12)

The coupling between the solid and the fluid, namely equations (11) and (12), is realized through standard boundary conditions at the fluid-structure interface \( \Sigma(t) \) that ensure the balance of the mechanical energy over the whole domain. This is achieved by imposing three interface conditions:

- A geometrical condition enforcing the matching between \( \varphi_s \) and \( \hat{\mathcal{A}} \) on the interface

\[
\hat{\mathbf{d}}_f = \hat{\mathbf{d}}_s, \quad \text{on } \hat{\Sigma}.
\]

(13)

Inside \( \hat{\Omega}_f \), the fluid domain displacement \( \hat{\mathbf{d}}_f \) can be defined as an arbitrary \( L^2 \)-extension of \( \hat{\mathbf{d}}_s \) over the domain \( \hat{\Omega}_f \), namely,

\[
\hat{\mathbf{d}}_f = \text{Ext}(\hat{\mathbf{d}}_s|_{\Sigma})
\]

(14)

(see Remark 1 below).

- A kinematic condition enforcing the continuity of the velocities at the interface

\[
\mathbf{u} = \frac{\partial \hat{\mathbf{d}}_s}{\partial t} \circ \hat{\mathcal{A}}^{-1}, \quad \text{on } \Sigma(t).
\]

(15)

- And a kinetic condition imposing the stress continuity at the interface

\[
\hat{\mathbf{T}} \hat{\mathbf{n}}_s = \hat{\mathcal{J}}_f (\sigma(u, p) \hat{\mathbf{F}}_f^T \hat{\mathbf{n}}_s), \quad \text{on } \hat{\Sigma}.
\]

(16)

To summarize, the fluid-structure system involving an incompressible viscous fluid and a hyperelastic structure is described in terms of the unknowns \( (\mathbf{u}, p, \hat{\mathbf{d}}_f, \hat{\mathbf{d}}_s) \) satisfying the coupled problem (11)-(16).

**Remark 1.** In practice, we can choose as operator \( \text{Ext} \) a harmonic extension operator, by solving a Laplace equation

\[
\begin{cases}
-\kappa \Delta \hat{\mathbf{d}}_f = 0, & \text{on } \hat{\Omega}_f, \\
\hat{\mathbf{d}}_f = \hat{\mathbf{d}}_s, & \text{on } \hat{\Sigma}, \\
\hat{\mathbf{d}}_f = 0, & \text{on } \hat{\Gamma}_f,
\end{cases}
\]

(17)

where \( \kappa > 0 \) is a given “diffusion” coefficient, that might depend on \( \hat{\mathbf{d}}_s \). Other alternative extension approaches can be found, for instance, in [2, 33].

**Remark 2.** The combination of (13) and (15) enforces \( \mathbf{u} = \mathbf{w} \) on \( \Sigma(t) \). This requirement is not strictly necessary but simplifies the construction of the ALE map. In general we could replace (14) by \( \mathbf{u} \cdot \mathbf{n} = \mathbf{w} \cdot \mathbf{n} \) on \( \Sigma(t) \).
Remark 3. For simplicity, we have only prescribed Neumann boundary conditions in (11). In practice we may use Dirichlet conditions on some part of the boundary.

2.2. Weak formulation

Problem (11)-(16) can be reformulated in a weak variational form using appropriate test functions, performing integrations by parts and taking into account the boundary and interface conditions.

In what follows, we will make explicit the dependence of $\Omega_f(t)$ and $\Sigma(t)$ on $d_f$ by introducing the notations

$$\Omega_f(d_f) \overset{\text{def}}{=} \Omega_f(t), \quad \Sigma(d_f) \overset{\text{def}}{=} \Sigma(t).$$

Let $(\tilde{v}_f, \tilde{q}) \in [H^1(\tilde{\Omega}_f)]^3 \times L^2(\tilde{\Omega}_f)$, multiplying the fluid problem (11) by $(v_f, q) = (\tilde{v}_f \circ \hat{A}^{-1}_f, \tilde{q} \circ \hat{A}^{-1}_f)$ integrating over $\Omega_f(\hat{d}_f)$ and after integrations by parts we get

$$\frac{d}{dt} \int_{\Omega_f(\hat{d}_f)} \rho_f u \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \text{div} \left[ \rho_f \left( u - w(\hat{d}_f) \right) \right] \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \sigma(u, p) : \nabla v_f \, dx$$

$$- \int_{\Sigma(\hat{d}_f)} \sigma(u, p) \cdot v_f \cdot n \, da - \int_{\Gamma_{\text{in-out}}} g \cdot v_f \, da - \int_{\Omega_f(\hat{d}_f)} q \, \text{div} u \, dx = 0,$$

where

$$w(\hat{d}_f) = \frac{\partial \hat{d}_f}{\partial t} \circ \hat{A}^{-1}_f.$$  

For the structure, multiplying (12) by $\tilde{v}_s \in [H^1_{\Gamma_s}(\hat{\Omega}_s)]^3$, integrating over $\hat{\Omega}_s$ and integrating by parts, one gets

$$\int_{\hat{\Omega}_s} \rho_0 \frac{\partial^2 \hat{d}_s}{\partial t^2} \cdot \tilde{v}_s \, d\hat{x} + \int_{\hat{\Omega}_s} \frac{\partial W}{\partial F}(1 + \nabla \hat{d}_s) : \nabla \tilde{v}_s \, d\hat{x} - \int_{\Sigma} \frac{\partial W}{\partial F}(1 + \nabla \hat{d}_s) \hat{n}_s \cdot \tilde{v}_s \, d\hat{a} = 0,$$

where $\rho_0 = \hat{J}_s \rho_s$. Therefore, taking into account the coupling condition (16), it follows that

$$\frac{d}{dt} \int_{\Omega_f(\hat{d}_f)} \rho_f u \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \text{div} \left[ \rho_f \left( u - w(\hat{d}_f) \right) \right] \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \sigma(u, p) : \nabla v_f \, dx$$

$$- \int_{\Gamma_{\text{in-out}}} g \cdot v_f \, da - \int_{\Omega_f(\hat{d}_f)} q \, \text{div} u \, dx + \int_{\hat{\Omega}_s} \rho_0 \frac{\partial^2 \hat{d}_s}{\partial t^2} \cdot \tilde{v}_s \, d\hat{x} + \int_{\hat{\Omega}_s} \frac{\partial W}{\partial F}(1 + \nabla \hat{d}_s) : \nabla \tilde{v}_s \, d\hat{x} = 0,$$

for all $(\tilde{v}_f, \tilde{q}) \in [H^1(\tilde{\Omega}_f)]^3 \times L^2(\tilde{\Omega}_f)$ and $\tilde{v}_s \in [H^1_{\Gamma_s}(\hat{\Omega}_s)]^3$ with $\tilde{v}_f = \tilde{v}_s$ on $\hat{\Sigma}$. The weak form of the geometry coupling conditions (13) and (14) are rewritten in terms of the interface displacement $\gamma \in [H^2(\hat{\Sigma})]^3$ as

$$\int_{\hat{\Omega}_f} \left( \hat{d}_f - \text{Ext}(\gamma) \right) \cdot \tilde{\tau} \, d\hat{x} + \int_{\hat{\Sigma}} (\hat{d}_s - \gamma) \cdot \tilde{\zeta} \, d\hat{a} = 0,$$

for all $\tilde{\tau} \in [L^2(\tilde{\Omega}_f)]^3$ and $\tilde{\zeta} \in [L^2(\hat{\Sigma})]^3$. Finally, the continuity of the velocities at the interface (15) is reformulated as

$$\int_{\Sigma} \left( \hat{u} - \hat{w}(\hat{d}_f) \right) \cdot \hat{\xi} \, d\hat{a} = 0,$$

for all $\hat{\xi} \in [L^2(\hat{\Sigma})]^3$. 

Therefore, after summation of (18)-(20) we obtain the following global weak formulation of problem (11)-(16): Find \( \tilde{u} : \tilde{\Omega}_T \times \mathbb{R}^+ \rightarrow \mathbb{R}^3 \), \( \tilde{p} : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R} \), \( \tilde{d}_f : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3 \), \( \tilde{d}_s : \Omega_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3 \) and \( \gamma : \tilde{\Sigma} \times \mathbb{R}^+ \rightarrow \mathbb{R}^3 \) such that

\[
\frac{d}{dt} \int_{\Omega_f(\tilde{d}_f)} \rho_f u \cdot v_f \, dx + \int_{\Omega_f(\tilde{d}_f)} \text{div} \left[ \rho_f u \otimes \left( u - w(\tilde{d}_f) \right) \right] \cdot v_f \, dx + \int_{\Omega_f(\tilde{d}_f)} \sigma(u, p) : \nabla v_f \, dx \\
- \int_{\Gamma_{\text{in-out}}} g \cdot v_f \, da - \int_{\Omega_f(\tilde{d}_f)} q \text{div} \, u \, dx + \int_{\Omega_s} \rho_0 \frac{\partial^2 \tilde{d}_s}{\partial t^2} \cdot \tilde{v}_s \, dx + \int_{\Omega_s} \frac{\partial W}{\partial F}(I + \nabla \tilde{d}_s) : \nabla \tilde{v}_s \, dx \\
+ \int_{\Omega_f} \left( \tilde{d}_f - \text{Ext}(\gamma) \right) \cdot \tilde{\tau} \, dx + \int_{\tilde{\Sigma}} (\tilde{d}_s - \gamma) \cdot \tilde{\zeta} \, da + \int_{\tilde{\Sigma}} \left( \tilde{u} - \tilde{w}(\tilde{d}_f) \right) \cdot \tilde{\xi} \, da = 0, \quad (21)
\]

with \( u = \tilde{u} \circ \tilde{A}^{-1}_f, p = \tilde{p} \circ \tilde{A}^{-1}_f \), and for all \((\tilde{v}_f, \tilde{q}, \tilde{\tau}, \tilde{\zeta}, \tilde{\xi}) \in [H^1(\tilde{\Omega}_f)]^3 \times L^2(\tilde{\Omega}_f), v_s \in [H^1_{\text{div}}(\tilde{\Sigma})]^3 \) with \( \tilde{v}_f = \tilde{v}_s \) on \( \tilde{\Sigma} \), \( \tilde{\tau} \in [L^2(\tilde{\Omega}_f)]^3 \), \( \tilde{\zeta} \in [L^2(\tilde{\Sigma})]^3 \) and \( \tilde{\xi} \in [L^2(\tilde{\Sigma})]^3 \).

3. Semi-discretized weak formulation

In this section, the weak coupled formulation (21) is semi-discretized in time using an implicit coupling scheme. The resulting nonlinear problem will be turned into an abstract form. This will allow us to introduce in the next section general nonlinear iterative solution methods.

3.1. Implicit coupling scheme

We use an implicit Euler scheme for the ALE Navier-Stokes equations, with a semi-implicit treatment of the nonlinear convective term. Furthermore we use a mid-point rule for the structural equation. Thus, given a time step \( \delta t > 0 \), for \( n = 0, 1, \ldots \), the time semi-discretized coupled problem writes: Given \( (\tilde{u}^n, \tilde{p}^n, \tilde{d}_f^n, \tilde{d}_s^n, \gamma^n) \), find

\[
(\tilde{u}^{n+1}, \tilde{p}^{n+1}, \tilde{d}_f^{n+1}, \tilde{d}_s^{n+1}, \gamma^{n+1}) \in [H^1(\tilde{\Omega}_f)]^3 \times L^2(\tilde{\Omega}_f) \times [H^1_{\text{div}}(\tilde{\Sigma})]^3 \times [H^1(\tilde{\Sigma})]^3 \times [H^1(\tilde{\Sigma})]^3,
\]

such that

\[
\begin{align*}
\frac{1}{\delta t} \int_{\Omega_f(\tilde{d}_f^{n+1})} \rho_f u^{n+1} \cdot v_f \, dx & - \frac{1}{\delta t} \int_{\Omega_f(\tilde{d}_f^n)} \rho_f u^n \cdot v_f \, dx + \int_{\Omega_f(\tilde{d}_f^{n+1})} \sigma(u^{n+1}, p^{n+1}) : \nabla v_f \, dx \\
+ \int_{\Omega_f(\tilde{d}_f^{n+1})} \text{div} \left[ \rho_f u^{n+1} \otimes \left( u^n - w(\tilde{d}_f^n) \right) \right] \cdot v_f \, dx & - \int_{\Gamma_{\text{in-out}}} g^{n+1} \cdot v_f \, da \\
- \int_{\Omega_f(\tilde{d}_f^{n+1})} q \text{div} \, u^n \, dx + \int_{\Omega_f} \left( \tilde{d}_f^{n+1} - \text{Ext}(\gamma^{n+1}) \right) \cdot \tilde{\tau} \, dx & + \int_{\tilde{\Sigma}} (\tilde{u}^{n+1} - \tilde{w}(\tilde{d}_f^{n+1})) \cdot \tilde{\xi} \, da \\
+ \frac{2}{\delta t} \int_{\Omega_s} \rho_0 \tilde{d}_s^{n+1} \cdot \tilde{v}_s \, dx & - \frac{2}{\delta t} \int_{\Omega_s} \rho_0 \left( \tilde{d}_s^n + \Delta t \tilde{d}_s^n \right) \cdot \tilde{v}_s \, dx \\
+ \int_{\Omega_s} \frac{\partial W}{\partial F}(I + \nabla \tilde{d}_s^n) : \nabla \tilde{v}_s \, dx & + \int_{\tilde{\Sigma}} \left( \tilde{d}_s^{n+1} - \gamma^{n+1} \right) \cdot \tilde{\xi} \, da = 0, \quad (22)
\end{align*}
\]

for all \((\tilde{v}_f, \tilde{q}, \tilde{\tau}, \tilde{\zeta}, \tilde{\xi}) \in [H^1(\tilde{\Omega}_f)]^3 \times L^2(\tilde{\Omega}_f) \times [L^2(\tilde{\Sigma})]^3 \times [L^2(\tilde{\Omega}_f)]^3 \times [H^1_{\text{div}}(\tilde{\Sigma})]^3 \) such that \( \tilde{v}_f = \tilde{v}_s \) on \( \tilde{\Sigma} \), and with \( u^n = \tilde{u}^n \circ (I + \tilde{d}_f^n)^{-1} \) (analogously for \( p^n \)) and \( \tilde{d}_s^{n+1} = \frac{2}{\delta t} (\tilde{d}_s^{n+1} - \tilde{d}_s^n) - \tilde{d}_s^n \).
3.2. Abstract formulations

Problem (22) can be rewritten in a more compact form in terms of the fluid, solid and interface state operators. This is the aim of the following paragraphs.

Based on the discrete weak formulation (22) we introduce the fluid operator

$$\mathcal{F} : [H^1(\Omega_f)]^3 \times L^2(\Omega_f) \times [H^1(\Sigma)]^3 \rightarrow (H^1_{\Sigma}(\Omega_f))^3 \times L^2(\Omega_f) \times [L^2(\Omega_f)]^3$$

defined by

$$\langle \mathcal{F}(\hat{u}, \hat{\rho}, \hat{d}_f, \gamma), (\bar{v}_f, \bar{q}, \bar{\xi}, \bar{\tau}) \rangle = \frac{1}{\Delta t} \int_{\Omega_f} \rho_f u \cdot v_f \, dx - \frac{1}{\Delta t} \int_{\Omega_f} \rho_f u^n \cdot v_f \, dx$$

$$+ \int_{\Omega_f} \frac{\mathrm{div} \left[ \rho_f u \otimes \left( u^n - w(\hat{d}_f) \right) \right]}{\partial t} \cdot v_f \, dx$$

$$+ \int_{\Gamma_{\mathrm{in-out}}(\hat{d}_f)} \sigma(u, \mu) : \nabla v_f \, dx - \int_{\Gamma_{\mathrm{in-out}}(\hat{d}_f)} g^{n+1} \cdot v_f \, da$$

$$- \int_{\Omega_f} q \, dv + \int_{\Sigma} \left( \hat{u} - \hat{w}(\hat{d}_f) \right) \cdot \hat{\xi} \, da$$

$$+ \int_{\Omega_f} \left( \hat{d}_f - \text{Ext}(\gamma) \right) \cdot \hat{\tau} \, dx,$$

for all \((\bar{v}_f, \bar{q}, \bar{\xi}, \bar{\tau}) \in [H^1(\Omega_f)]^3 \times L^2(\Omega_f) \times [L^2(\Sigma)]^3 \times [L^2(\Omega_f)]^3\).

Analogously, from (22), the solid operator

$$\mathcal{S} : [H^1(\Omega_s)]^3 \times [H^\frac{5}{2}(\Sigma)]^3 \rightarrow ([H^1_{\Gamma_{\Omega_s}(\Sigma)}(\Omega_s)]^3 \times [L^2(\Sigma)]^3)^\prime,$$

is given by

$$\langle \mathcal{S}(\hat{d}_s, \gamma), (\bar{v}_s, \bar{\zeta}) \rangle = \frac{2}{\Delta t^2} \int_{\Omega_s} \rho_0 \hat{d}_s \cdot \bar{v}_s \, dx - \frac{2}{\Delta t^2} \int_{\Omega_s} \rho_0 \left( \hat{d}_s^n + \delta t \hat{d}_s^n \right) \cdot \bar{v}_s \, dx$$

$$+ \int_{\Omega_s} \frac{\partial W}{\partial F} \left( \frac{1}{2} \nabla \left( \hat{d}_s^n + \hat{d}_s \right) \right) : \nabla \bar{v}_s \, dx + \int_{\Sigma} (\hat{d}_s - \gamma) \cdot \hat{\zeta} \, da,$$

for all \((\bar{v}_s, \bar{\zeta}) \in [H^1_{\Gamma_{\Omega_s}(\Sigma)}(\Omega_s)]^3 \times [L^2(\Sigma)]^3\).

Finally, let \(\mathcal{L}_f : [H^\frac{5}{2}(\Sigma)]^3 \rightarrow [H^1_{\Gamma_{\Omega_s}(\Sigma)}(\Omega_f)]^3\) and \(\mathcal{L}_s : [H^\frac{5}{2}(\Sigma)]^3 \rightarrow [H^1_{\partial \Omega_s(\Sigma)}(\Omega_s)]^3\) be two given continuous linear lifts. The interface operator

$$\mathcal{I} : [H^1(\Omega_f)]^3 \times L^2(\Omega_f) \times [H^1(\Sigma)]^3 \times [H^1(\Omega_s)]^3 \rightarrow [H^{-\frac{5}{2}}(\Sigma)]^3,$$

is then defined by

$$\langle \mathcal{I}(\hat{u}, \hat{\rho}, \hat{d}_f, \hat{d}_s), \mu \rangle = \langle \mathcal{F}(\hat{u}, \hat{\rho}, \hat{d}_f, \gamma), (\mathcal{L}_f \mu, 0, 0, 0) \rangle + \langle \mathcal{S}(\hat{d}_s, \gamma), (\mathcal{L}_s \mu, 0) \rangle,$$

for all \(\mu \in [H^{-\frac{5}{2}}(\Sigma)]^3\).

Remark 4. The interface operator does not depend on \(\gamma\) since, due to the choice of the test functions, the terms involving \(\gamma\) vanish on the right-hand side of (25).
According to the above definitions, problem (22) is equivalent to

\[
\begin{align*}
\mathcal{F} \left( \hat{u}^{n+1}, \hat{p}^{n+1}, \hat{d}_f^{n+1}, \gamma^{n+1} \right) &= 0, \\
S \left( \hat{d}_s^{n+1}, \gamma^{n+1} \right) &= 0, \\
I \left( \hat{u}^{n+1}, \hat{p}^{n+1}, \hat{d}_f^{n+1}, \hat{d}_s^{n+1} \right) &= 0.
\end{align*}
\]

(26)

3.3. Steklov-Poincaré operators

In order to describe partitioned methods for the numerical solution of (22), we now introduce the nonlinear fluid and solid Steklov-Poincaré operators.

The nonlinear fluid Steklov-Poincaré operator

\[
S_f : [H^{1/2}(\hat{\Sigma})]^3 \rightarrow [H^{-1/2}(\hat{\Sigma})]^3,
\]

is defined by

\[
\langle S_f(\gamma), \mu \rangle = \left\langle I \left( \hat{u}(\gamma), \hat{p}(\gamma), \hat{d}_f(\gamma), 0 \right), \mu \right\rangle,
\]

for all \( \gamma, \mu \in [H^{1/2}(\hat{\Sigma})]^3 \), where \((\hat{u}(\gamma), \hat{p}(\gamma), \hat{d}_f(\gamma))\) is the solution of the Dirichlet fluid problem:

\[
\mathcal{F} \left( \hat{u}(\gamma), \hat{p}(\gamma), \hat{d}_f(\gamma), \gamma \right) = 0.
\]

In an analogous way, we introduce the nonlinear solid Steklov-Poincaré operator

\[
S_s : [H^{1/2}(\hat{\Sigma})]^3 \rightarrow [H^{-1/2}(\hat{\Sigma})]^3,
\]

given by

\[
\langle S_s(\gamma), \mu \rangle = \left\langle I \left( 0, 0, 0, \hat{d}_s(\gamma) \right), \mu \right\rangle,
\]

for all \( \gamma, \mu \in [H^{1/2}(\hat{\Sigma})]^3 \) and where \(\hat{d}_s(\gamma)\) is the solution of the Dirichlet solid problem:

\[
S \left( \hat{d}_s(\gamma), \gamma \right) = 0.
\]

From the above definitions, it follows that problem (22) (or (26)) is equivalent to

\[
\text{Formulation (II): } S_f(\gamma) + S_s(\gamma) = 0.
\]

(27)

The composition of (27) with the inverse operators \(S_s^{-1}\) gives rise to the Dirichlet-to-Neumann formulation, namely

\[
\text{Formulation (III): } S_s^{-1} \left( - S_f(\gamma) \right) - \gamma = 0.
\]

(28)

We could also consider the Neumann-to-Dirichlet formulation

\[
S_f^{-1} \left( - S_s(\gamma) \right) - \gamma = 0
\]

by composing (27) with \(S_f^{-1}\). Nevertheless it is rarely used in practice and it is known to lead to poor algorithms in some cases as pointed out in [3].
4. A partitioned Newton method

In what follows, we skip the upper script $n$ since the time step is fixed. The method presented here consists in solving (26) by a Newton method: given an initial guess $(\hat{u}_0, \hat{p}_0, \hat{d}_f^0, \hat{d}_s^0, \gamma_0)$, the algorithm reads

(1) Evaluate the nonlinear residual of problem (26).
(2) Solve the tangent problem (see (32) below) by a domain decomposition method.
(3) Update solution: $(\hat{u}, \hat{p}, \hat{d}_f, \hat{d}_s, \gamma) \rightarrow (\hat{u}, \hat{p}, \hat{d}_f, \hat{d}_s, \gamma) + (\delta \hat{u}, \delta \hat{p}, \delta \hat{d}_f, \delta \hat{d}_s, \delta \gamma)$.
(4) repeat until convergence.

Compared to the known fluid-structure algorithms presented in Section 1.3, this partitioned Newton method amounts to switching the domain decomposition and the linearization in the resolution of the coupled problem. We provide the tangent problem in the following section but, for the sake of conciseness, we refer to [14] for the details of the domain decomposition resolution.

4.1. Weak state operators derivatives

In this section, we present the differentiation of the fluid, structure and interface operators of Section 3.2 with respect to their arguments. This derivation uses shape derivative calculus for the differentiation of integral terms with respect to their supports. We refer the reader to [19] where this issue is addressed.

The linearized fluid operator at state $(\hat{u}, \hat{p}, \hat{d}_f, \gamma) \in [H^1(\hat{\Omega}_f)]^3 \times L^2(\hat{\Omega}_f) \times [H^1(\hat{\Omega}_f)]^3 \times [H^2(\hat{\Sigma})]^3$ is denoted by

$$\mathcal{D}(\hat{u}, \hat{p}, \hat{d}_f, \gamma) : [H^1(\hat{\Omega}_f)]^3 \times L^2(\hat{\Omega}_f) \times [H^1(\hat{\Omega}_f)]^3 \times [H^2(\hat{\Sigma})]^3 \rightarrow ([H^2(\hat{\Omega}_f)]^3 \times L^2(\hat{\Omega}_f) \times [L^2(\hat{\Sigma})]^3 \times [L^2(\hat{\Omega}_f)]^3)'$$

and is given by

$$\langle \mathcal{D}(\hat{u}, \hat{p}, \hat{d}_f, \gamma), (\delta \hat{u}, \delta \hat{p}, \delta \hat{d}_f, \delta \gamma), (\hat{v}_f, \hat{q}, \hat{\xi}, \hat{\tau}) \rangle$$

$$= \int_{\Omega_f(\hat{d}_f)} \text{div} \left[ \rho_f \delta \hat{u} \otimes (u^n - v(\hat{d}_f)) \right] \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \sigma(\delta \hat{u}, \delta \hat{p}) : \nabla v_f \, dx$$

$$- \frac{1}{\Delta t} \int_{\Omega_f(\hat{d}_f)} \text{div} \left[ \rho_f u \otimes (u^n - v(\hat{d}_f)) \right] \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \sigma(u, p) \left[ \text{div} \delta \hat{d}_f - (\nabla \delta \hat{d}_f)^T \right] : \nabla v_f \, dx$$

$$- \int_{\Omega_f(\hat{d}_f)} \mu \left[ \nabla \hat{u} \nabla \delta \hat{d}_f + (\nabla \delta \hat{d}_f)^T (\nabla u)^T \right] : \nabla v_f \, dx$$

$$- \int_{\Omega_f(\hat{d}_f)} q \text{div} \left\{ u \left[ \text{div} \delta \hat{d}_f - (\nabla \delta \hat{d}_f)^T \right] \right\} \, dx + \int_{\hat{\Sigma}} \left( \delta \hat{u} - \frac{\delta \hat{d}_f}{\Delta t} \right) \cdot \hat{\xi} \, d\hat{a}$$

$$+ \frac{\rho}{\Delta t} \int_{\Omega_f(\hat{d}_f)} \delta \hat{u} \cdot v_f \, dx + \int_{\Omega_f(\hat{d}_f)} \left( \delta \hat{d}_f - \text{Ext}(\delta \gamma) \right) \cdot \hat{\tau} \, d\hat{a}$$

for all $(\hat{v}_f, \hat{q}, \hat{\xi}, \hat{\tau}) \in [H^1(\hat{\Omega}_f)]^3 \times L^2(\hat{\Omega}_f) \times [L^2(\hat{\Sigma})]^3 \times [L^2(\hat{\Omega}_f)]^3$.

The linearized solid operator at state $(\hat{d}_s, \gamma) \in [H^1(\Omega_s)]^3 \times [L^2(\hat{\Sigma})]^3$

$$\mathcal{D}(\hat{d}_s, \gamma) : [H^1(\Omega_s)]^3 \times [H^2(\hat{\Sigma})]^3 \rightarrow ([H^1(\Omega_s)]^3 \times [L^2(\hat{\Sigma})]^3)'$$

$$D S(\hat{d}_s, \gamma) : [H^1(\Omega_s)]^3 \times [H^2(\hat{\Sigma})]^3 \rightarrow ([H^1(\Omega_s)]^3 \times [L^2(\hat{\Sigma})]^3)'$$
is given by
\[
\langle \mathbf{D} \mathbf{S}(\mathbf{d}_s, \gamma), (\delta \mathbf{d}_s, \delta \gamma) \rangle = \frac{1}{(\Delta t)^2} \int_{\hat{\Omega}_s} \rho_0 \delta \mathbf{d}_s \cdot \mathbf{v}_s \, d\hat{x} 
+ \frac{1}{2} \int_{\hat{\Omega}_s} \nabla \delta \mathbf{d}_s : \left( \frac{\partial^2 W}{\partial \mathbf{F}^2} (I + \nabla \mathbf{d}_s) \right) : \nabla \mathbf{v}_s \, d\hat{x} 
+ \int_{\Sigma} (\delta \mathbf{d}_s - \delta \gamma) \cdot \hat{\zeta} \, d\hat{\mathbf{a}},
\]
for all \((\mathbf{v}_s, \hat{\zeta}) \in [H^1_{f,0}(\hat{\Omega}_s)]^3 \times [L^2(\hat{\Sigma})]^3\).

We finally introduce a linearized interface operator at state \((\hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \hat{d}_s)\)
\[
\mathbf{D} \mathcal{I}(\hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \hat{d}_s) : [H^1(\hat{\Omega}_f)]^3 \times L^2(\hat{\Omega}_f) \times [H^1(\hat{\Omega}_f)]^3 \times [H^1(\hat{\Omega}_s)]^3 \rightarrow [H^{-\frac{1}{2}}(\hat{\Sigma})]^3,
\]
defined by
\[
\left\langle \mathbf{D} \mathcal{I}(\hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \hat{d}_s), (\delta \hat{\mathbf{u}}, \delta \hat{\rho}, \delta \hat{\mathbf{d}}, \delta \hat{d}_s) \right\rangle \mu \bigg\rangle = \left\langle \mathbf{D} \mathcal{F} \left( \hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \mathbf{0} \right), (\delta \hat{\mathbf{u}}, \delta \hat{\rho}, \delta \hat{\mathbf{d}}, \mathbf{0}) \bigg\rangle 
+ \left\langle \mathbf{D} \mathbf{S} \left( \hat{d}_s, \mathbf{0} \right), (\delta \hat{d}_s, \mathbf{0}) \right\rangle,
\]
for all \(\mu \in [H^{\frac{1}{2}}(\hat{\Sigma})]^3\).

In terms of the above defined operators, the tangent problem associated to (26) reads
\[
\begin{cases}
\mathbf{D} \mathcal{F} \left( \hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \gamma \right) : (\delta \hat{\mathbf{u}}, \delta \hat{\rho}, \delta \hat{\mathbf{d}}, \delta \gamma) = -\mathcal{F} \left( \hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \gamma \right), \\
\mathbf{D} \mathbf{S} \left( \hat{d}_s, \gamma \right) : (\delta \hat{d}_s, \delta \gamma) = -\mathbf{S} \left( \hat{d}_s, \gamma \right), \\
\mathbf{D} \mathcal{I} \left( \hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \hat{d}_s \right) : (\delta \hat{\mathbf{u}}, \delta \hat{\rho}, \delta \hat{\mathbf{d}}, \delta \hat{d}_s) = -\mathcal{I} \left( \hat{\mathbf{u}}, \hat{\rho}, \hat{\mathbf{d}}, \hat{d}_s \right).
\end{cases}
\]

Once the linear fluid, solid and interface operators \(\mathbf{D} \mathcal{F}, \mathbf{D} \mathbf{S}\) and \(\mathbf{D} \mathcal{I}\) are defined, we can introduce the linear Steklov-Poincaré operators \(S_{f,l}\) and \(S_{s,l}\) using the formula of Section 3.3 with the linearized operators instead of the nonlinear operators. It may be noticed that the linear Steklov-Poincaré operators are different from the linearization of the nonlinear Steklov operators of Section 3.3.

### 4.2. Complexity analysis

Let us make a formal complexity analysis to have a rough hint on the cost of the Steklov type, Dirichlet to Neumann formulation based, and partitioned Newton type methods. We make the following assumptions: the fluid to be solved at each time step is linear (e.g. semi-implict Euler for Navier-Stokes), the structure problem is solved by a Newton algorithm and the linearized structure problems by direct methods. We only take into account the factorization for the resolution of the structure sub-problem and consider the matrices as already factorized when dealing with linear domain decomposition methods.

In the following analysis we assume that the number of Newton iterations \(N_{e_{FSL}}\) for the global problem does not depend on the formulation used: (I), (II) or (III). We denote by \(N_{e,s}\) the number of iterations for a Newton algorithm in the structure problem. The number of GMRES iterations \(G\) is assumed not to depend on the algorithm if optimal preconditioners (let say Dirichlet-Neumann) are used. These simplifications allow us to compare the cost of the different methods. In the sequel \(C_T\) and \(F_a\) denote respectively the cost of the construction and factorization a matrix in the solid, \(F_{L1}\) the resolution cost per time step of the fluid problem, and \(F_{L2}\) the resolution cost for a tangent fluid problem. The estimations of costs for the three types of methods are gathered in Table 1 both for a sequential and a parallel implementation when possible. For the parallel implementation, we have assumed that \(F_a + C_T \geq F_{L1}\) and \(F_{L1} \geq F_a\).
The same benchmark test has been solved by using method (II) (with the same tolerance for the Newton algorithms and GMRES). The comparison between both methods for a Dirichlet-Neumann preconditioner is reported on Table 2. So far, the two methods seem to compete equally in terms of cost.

### Table 1. Estimation of cost

<table>
<thead>
<tr>
<th>Method</th>
<th>(III) Newton on DtoN-formulation</th>
<th>(II) NtoD preconditioned Newton on Steklov</th>
<th>(I) NtoD preconditioned partitioned Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>$N_{FSI} [(Ne_s + 1)(Fa + Cr) + Fl_1 + GF_{l2}]$</td>
<td>$N_{FSI} [(Ne_s + 1)(Fa + Cr) + Fa + GF_{l2} + Fl_1]$</td>
<td>$N_{FSI} [2Fa + Cr + GF_{l2} + Fl_1]$</td>
</tr>
<tr>
<td>Parallel</td>
<td>-</td>
<td>$N_{FSI} [(Ne_s + 1)(Fa + Cr) + Fa + GF_{l2}]$</td>
<td>$N_{FSI} [2Fa + Cr + GF_{l2}]$</td>
</tr>
</tbody>
</table>

Let us comment Table 1. For the sequential implementation, the estimations for the method (I) and (II) only differ by the factorization cost of a solid tangent matrix, which is rather small with respect to the whole cost. This is in agreement with the tests performed in [8] where method (II) is shown to be roughly equivalent to method (I) in terms of cost. If our estimation is still valid, the method (III) should be at least as efficient as the first two, especially if the structure is nonlinear and expensive. On the contrary, if $Fl \geq Fa + Cr$ then the parallel implementations of methods (II) and (III) seem to be completely equivalent in terms of cost, which is only determined by the fluid. For the parallel implementation, the cost reduction strongly depends on the number of GMRES iterations, and the method (III) still seems to compete with method (II).

The condition $Fa + Cr \geq Fl$ is almost never satisfied if classical shell elements are used. However, this condition may be satisfied when 3D shell elements are used to model more realistic constitutive laws for the structure (see [14]). Let consider for instance a mesh with 150000 degrees of freedom. For MITC4 shell elements, we then have 3300 nodes and 16500 degrees of freedom. Preliminary tests show that in this case, with the same computer, $Fl \approx 45s$, $Fa \approx 0.7s$ and $Cr \approx 1.7s$. Let now consider 3D shell elements (hexahedra, 27 nodes per element) on the same mesh. The number of nodes for the structure increases from 3300 to 22100, and the number of degrees of freedom from 16500 to 66300. The costs for the solid are now $Fa \approx 13s$ and $Cr \approx 50s$. We are thus in the situation $Cr + Fa \geq Fl$ and $Fl \geq Fa$.

### 5. Preliminary numerical results

As a first benchmark test (see [20]), we consider a simplified version of the coupled problem on a simple geometry, and we briefly compare the results with the nonlinear Domain Decomposition method (II). Let $\Omega$ be a cylinder of radius $R_0 = 0.5cm$ and of length $L = 5cm$. We use a coarse mesh, made of 4800 tetraedra (3916 degrees of freedom) for the fluid, and 40 hexaedra (1584 degrees of freedom) for the structure. We set $\Delta t = 10^{-4}s$. The structure is modeled by 3D-shell elements (see [4–6]) with a Saint Venant-Kirchhoff constitutive law and the physical parameters $E = 3 \times 10^6 dynes/cm^2$, $\nu = 0.3$ and $\rho_s = 1.2g/cm^3$. The thickness of the shell is $h = 0.1cm$. In particular we use a $Q2$-finite element with 27 nodes combined with a MITC interpolation rule in the thin direction of the hexaedra. These elements allow us to easily use three dimensional constitutive laws while keeping a reasonable cost (only one layer of elements is necessary). The fluid we consider is driven by the Navier-Stokes equation on a fixed domain (in particular we skip the ALE formulation in this simple test), with $\mu = 0.03 poise$ and $\rho_f = 1g/cm^3$. Initially, the fluid is at rest and an over pressure of $1.3332 \times 10^4 dynes/cm^2 (10mmHg)$ has been imposed at the inlet for 0.005s. As expected, a propagation of the pressure wave is observed and comparable with more classical shell elements.

On Figure 2, we plot the deformation of the structure at times $4, 8$ and $13 ms$.
Figure 2. Deformation of the structure (magnified by 3) at time 4, 8 and 13ms. Note that the structure is made of one layer of 3D-shell elements.
Method | (I) | (II)
--- | --- | ---
overall CPU time | 85 min | 81 min
Average number of GMRES iterations | 8 | 9
Average number of Newton iterations | 3.3 | 1.7

Table 2. Preliminary numerical results, 150 time steps on the coarse mesh

6. Conclusion

We have proposed a Newton algorithm for fluid-structure problems. The starting point of the method is the same as for the so-called monolithic approaches since we consider the global fluid-structure equations, but the tangent problem is solved with domain decomposition techniques. The resulting method is therefore partitioned: it is based on two different solvers for the fluid and the structures and can be parallelized. A simplified complexity analysis shows in which cases the proposed method could be competitive. More extensive numerical simulations and comparison with existing methods will be presented in a forthcoming work [14].
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